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ABSTRACT  

Enhanced Geothermal System (EGS) is a type of geothermal energy system that involves creating 
a fracture system in the Earth's subsurface to extract heat, allowing for water or other fluids to be 
injected through designated wells. As a result of its desirable properties and availability, water 
remains the predominant geothermal fluid of choice. Nonetheless, water is prone to exhibiting 
breakthrough phenomena, as it travels from an injection well to a production well through large, 
highly-permeable fractures that offer minimal resistance to hydraulic and frictional forces. The 
main drawback associated with high-conductivity pathways is the corresponding reduction in heat 
extraction efficiency over time, as a consequence of the progressive cooling of the bulk rock 
matrix. To ensure the long-term sustainability of enhanced geothermal systems, enhancing the 
hydraulic characteristics of the geothermal fluid is imperative. One potential option for improving 
the hydraulic properties of the geothermal fluid is through the use of ionic liquids (ILs). The most 
pertinent characteristics of ILs that render them favorable for improving the hydraulic conductivity 
within fractures of an EGS are their viscosity, thermal stability, and ability to maintain in a liquid 
state. In this paper, two pyridine-based ionic liquids were synthesized and characterized using H-
NMR and HPHT viscosity measurements. The HPHT viscosity analysis involved applying 
pressures of up to 1800 psi and temperatures of up to 480 °F to the ionic liquids. The results suggest 
that these ILs tend to flow more readily through smaller fracture systems with higher temperatures, 
rather than the larger ones with lower temperatures. This flow diversion is a gradual equilibrium 
process as the temperature in larger fractures starts decreasing over an extended period. The results 
of this study contribute to the growing body of research on geothermal energy and offer new 
avenues for further exploration and development of sustainable energy sources. 
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1. Introduction 
Geothermal energy is a sustainable energy resource that utilizes heat from the earth's crust, offering 
a clean and reliable alternative to traditional fossil fuels. Geothermal wells are drilled deep into 
the earth's crust to extract energy, by harnessing the heat from these natural sources. The utilization 
of the geothermal resource depends on the reservoir temperature, where low temperature reservoirs 
are used for direct heating and cooling, and high temperature reservoirs are used for electricity 
generation. 

Enhanced Geothermal Systems (EGSs) consist of deep engineered reservoirs having high 
temperatures with insufficient permeability and low fluid saturation (Figure 1). Hydraulic 
fracturing is employed in EGSs to enhance the reservoir permeability and harvest the heat by 
circulating working fluid, typically water, to extract the heat from the reservoirs. The concept of 
EGS emerged in the 1970s at the Fenton Hill project, conducted at the Los Alamos National 
Laboratory in the United States (Tenzer, 2001).  

 
Figure 1: Schematics of an enhanced geothermal system. 

One of the critical long-term issues in EGS reservoirs is managing the fluid flow through the 
reservoir to achieve optimal heat transfer performance. Due to the heterogeneous nature of 
fractures, fractures with higher hydraulic conductivity will take more fluid flow than others. This 
could potentially lead to limited heat extraction from only a small portion of the reservoir, which 
causes a rapid thermal decline of the heat extraction. This phenomenon is similar to water 
breakthrough in oil and gas reservoirs when the injected water finds few fast paths to the 
production well.  
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The temperature of the bounding rock matrix is depleted faster near fractures with higher hydraulic 
conductivity compared to the reservoir with lower permeability fractures. As the rock matrix cools 
down, the fracture widens due to thermal contraction and leads more fluid to flow through the 
path(s) with insufficient heat energy. For a given fluid velocity, due to the higher shear rate, 
pressure loss through fractures with low hydraulic conductivity is higher than fractures with higher 
hydraulic conductivity. That means fluid will travel at a lower velocity in the fractures with lower 
permeability to reach a pressure differential equilibrium with fractures with higher hydraulic 
conductivity. Another challenge in EGS is mineral dissolution, which has a negative impact on 
fracture permeability. These challenges limit the efficiency of heat extraction from the stimulated 
reservoir volume.  

Geothermal working fluids play a significant role in geothermal energy extraction. Water is 
commonly used as a working fluid, however, different fluids such as supercritical carbon dioxide 
(ScCO2) have been proposed as an alternative fluid (Brown, 2000; Isaka et al., 2019). While using 
CO2 as a working fluid aid in CO2 storage, CO2 has a lower heat capacity and thermal 
conductivity than other common geothermal fluids specifically water, which can limit its ability 
to efficiently transfer heat.  

Ionic liquids (ILs) are a group of molten salts known for their remarkable features such as low 
melting points (typically below 220 °F) and negligible vapor pressure which sets them apart from 
traditional solvents (Baker et al., 2005). Ionic liquids have unique characteristics that make them 
a potential option for use in thermal energy storage technologies. These properties include high 
heat capacity, low volatility, and high chemical stability. As a result, they have the potential to be 
effective working fluids for thermal energy storage systems. Ionic liquids have gained attention as 
potential working fluids in geothermal systems due to their unique properties. They offer several 
advantages over traditional working fluids, including high thermal stability, low toxicity, and 
tunable properties. Ionic liquids hold promise in addressing fluid flow through the fast path, i.e., 
short-circuiting. Ionic liquids have the unique ability to change their rheological behavior in 
response to variations in shear rates and temperatures. By leveraging this characteristic, ionic 
liquids can be designed to control the flow distribution within the geothermal reservoir. These 
advantages could make them a promising solution for enhancing the efficiency and sustainability 
of geothermal energy production. 

In this study, two ionic liquids were synthesized and characterized using H-NMR. The rheological 
properties of the synthesized ionic liquids were measured at different temperatures and pressures 
adhering to geothermal reservoir conditions, where a rheological model was obtained for each test 
condition. Theoretical pressure drop investigation in rectangular fracture was performed using the 
measured ionic liquid rheology, which was compared to water to investigate the potential benefits. 

2. Methodology 
2.1 Ionic Liquid Development  

Considering the geothermal application environment, two ionic liquids having the characteristics 
required for high-pressure and high temperature applications were synthesized for this 
investigation. The first ionic liquid, N-hexylpyridinium bromide (HPyBr), was synthesized by 
adding 1-bromohexane (0.5 mol, 90 gr) to pyridine (0.5 mol, 39.55 gr) with a 10% excess in a flat-
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bottom flask. The mixture is stirred at 149 °F for 24 hours, resulting in the formation of 1-
hexylpyridinium bromide.  

The resulting HPyBr is used as a precursor for synthesizing the N-hexylpyridinium 
tetrafluoroborate (HPyBF4). The HPyBF4 was synthesized by adding the 1-hexylpyridinium 
bromide and sodium tetrafluoroborate (NaBF4) (0.5 mol, 60.38 gr) and 80 mL of water with a 
10% excess of sodium tetrafluoroborate in a flat-bottom flask. The solutions of sodium 
tetrafluoroborate and water were slowly added to the N-hexylpyridinium bromide and mixed for 
24 hours. After allowing the solution to sit for 24 hours, the N-hexylpyridinium tetrafluoroborate 
was extracted from the water solution. The remaining components, including water and 1-
bromohexane, were then extracted through vacuum-drying. The sodium bromide and sodium 
tetrafluoroborate were filtered to obtain N-hexylpyridinium tetrafluoroborate.  

2.2 Ionic Liquid Characterization  

Proton nuclear magnetic resonance (1H NMR) was used to verify the synthetization of ionic 
liquids. H-NMR is a technique that utilizes nuclear magnetic resonance in spectroscopy to analyze 
the hydrogen-1 nuclei present in a substance's molecules. Its primary purpose is to deduce the 
molecular structure based on the obtained NMR spectra. Bruker NMR, Ascend 400 was used to 
perform H-NMR on the synthesized IL samples. Figure 2 shows the apparatus while measuring 
the proton spectrum for an IL sample dissolved in chloroform-d (CDCl3). 

 
Figure 2: Bruker NMR, Ascend 400, used to characterize the ionic liquids. 

2.2 Rheology measurement 

Chandler HPHT viscometer Model 5550 (Figure 3) was utilized to measure the rheological 
properties of the developed ionic liquids. The viscometer follows the rotor and bob geometry 
specified by ISO and API standards, which are designed for measuring fluid viscosity under high-
pressure and high-temperature conditions. The equipment consists of a sliding carbon dry-block 
heater and a digital torque sensor positioned outside the sample cell. The rotor drive system 
incorporates a speed control mechanism to regulate the shear rate, while torque measurements are 
performed by a sensor located outside the sample cell. Pressure is applied to the fluid sample, 
around 55 cc, using nitrogen gas. 
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Figure 3: Rheology measurement using Chandler HPHT 5550 viscometer. 

The HPHT viscometer measures viscosity, sample temperature, pressure, and shear rate at 1 hertz. 
A sample of the raw data for HPyBF4 at a constant pressure of 100 psi is illustrated in Figure 4, 
which shows viscosity, temperature, pressure, and shear rate versus time. The rheology data were 
average at each tested temperature, pressure, and shear rate for the analysis.  

 
Figure 4: Rheology measurement at constant pressure for HPyBF4. 

3. Results and Discussion  
3.1 Ionic Liquid Characterization 

To verify the structure of the synthesized ionic liquids, H-NMR testing was performed. Figure 5a-
b presents the H-NMR characterization of HPyBr and HPyBF4, respectively. Although most of 
the hydrogen atoms were successfully identified and assigned based on the H-NMR analysis for 
HPyBr, as evidenced by the presence of green peaks, there were specific hydrogen atoms depicted 
in yellow color, indicating that H-NMR was unable to detect or assign them. In the NMR plots, the 
peaks are representative of the number of different neighborhoods and the area under the peaks is 
representative of the number of atoms at the specific neighborhoods. In this case, there are 4 
hydrogen atoms in one neighborhood while the area under the corresponding curves are showing 
around 3 atoms. 
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Figure 5: H-NMR spectrum of in chloroform-d solution showing characteristic proton signals of (a) HPyBr, 

and (b) HPyBF4.  

The characterization of HPyBF4 using H-NMR is shown in Figure 5b. While the majority of the 
hydrogen atoms were successfully identified and assigned using H-NMR, as indicated by the 
presence of green peaks, there were some hydrogen atoms indicated in red color which suggest 
that H-NMR was unable to identify them. 
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The synthesis of HPyBF4 is a two-step process and it has been observed that the yield is low. 
Additionally, purifying the final product poses challenges, which can introduce impurities into the 
sample. These impurities can lead to the H-NMR characterization not recognizing all hydrogen 
atoms. 

3.2 Rheology 
3.2.1 Constant pressure rheology 

The rheological behavior of HPyBF4 and HPyBr was investigated under a constant pressure of 
100 psi. The relationship between shear rate and shear stress was examined at different 
temperatures and shear rates. Figure 6 presents the rheological properties of HPyBF4 and HPyBr, 
showcasing the results obtained. In Figure 6(a), the relationship between shear rate and shear stress 
for HPyBF4 is depicted at various temperatures. On the other hand, Figure 6(b) demonstrates the 
viscosity of HPyBF4 plotted against temperature for different shear rates. For HPyBr, Figure 6(c) 
showcases the shear rate versus shear stress at different temperatures, providing insights into its 
rheological behavior. Figure 6(d) presents the viscosity versus temperature for HPyBr at various 
shear rates.  

 

Figure 6: Shear stress and viscosity behavior at 100 psi constant pressure for (a) HPyBF4 at varying shear 
rate, (b) HPyBF4 at varying temperature, (c) HPyBr at varying shear rate, and (d) HPyBr at varying 

temperature. 

The influence of temperature on viscosity behavior can be observed in Figure 6. In the case of 
HPyBF4, increasing temperature leads to a decrease in shear stress and viscosity. However, for 
temperatures higher than 310 °F, a slight decrease in shear stress and viscosity can be seen (Figure 
6a-b). Similar trends can be observed for HPyBr concerning temperature (Figure 6c-d), but HPyBr 
exhibits higher shear stress and viscosity compared to HPyBF4. 
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To facilitate a better comparison between the two ionic liquids (ILs), a power law model, τ=k γn, 
which describes the shear behavior at different temperatures, was fitted to the experimental data. 
The resulting constants, n and k, for each IL at various temperatures, are provided in Table 1. 
The table also includes the coefficient of determination (r²) for each model fit, indicating the 
goodness of fit for the power law model to the data. 

Table 1. Shear stress versus shear rate power law model constants of HPyBF4 and HPyBr at a constant 
pressure of 100 psi. 

Ionic Liquid Temperature (°F) n k r2 

HPyBF4  

74 0.972 3.848 1 
120 0.952 0.943 1 
220 0.262 4.34 0.94 
310 0.059 7.668 0.85 
410 0 9.186 0.01 
480 0.038 7.623 0.69 

HPyBr  

74 0.981 7.631 1 
120 0.799 5.497 1 
220 0.109 18.798 0.78 
310 0.027 17.406 0.74 
410 -0.031 18.875 0.76 
480 0.063 8.866 0.92 

 

For HPyBF4, Table 1 reveals that as the temperature increases, the value of the parameter n 
decreases. This indicates a deviation from purely Newtonian behavior, suggesting that the 
viscosity of HPyBF4 is not solely dependent on shear rate but also on other factors. The parameter 
k also exhibits variations with temperature, indicating different flow properties at different 
temperatures. In general, the r² values indicate a good fit for the power law model, except for the 
test at 410 °F where the relationship between shear stress and the shear rate appears weaker, 
possibly due to the influence of elevated temperatures. 

Similarly, for HPyBr, the parameter n decreases as the temperature increases, indicating non-
Newtonian behavior. This suggests that the viscosity of HPyBr is also affected by factors other 
than shear rate. The parameter k also shows variations with temperature, and the r² values generally 
indicate a good fit for the models. 

The decreasing values of the n parameter with increasing temperature for both HPyBF4 and HPyBr 
suggest non-Newtonian behavior. Non-Newtonian fluids do not follow a linear relationship 
between shear stress and shear rate, as observed in Newtonian fluids. The decreasing trend 
indicates that the viscosity of the ionic liquids decreases as the shear rate increases. This behavior 
is often observed in complex fluids where factors such as molecular structure, interactions, and 
particle or polymer content influence the flow characteristics. 

Comparing the parameters and their values between HPyBF4 and HPyBr, it is clear that each ionic 
liquid exhibits its unique shear behavior. The differences in the n and k values indicate variations 
in their flow properties. HPyBF4 generally demonstrates lower consistency with lower k values, 
while still displaying a pronounced shear-thinning behavior compared to HPyBr. The term 
consistency refers to a material's ability to withstand flow or deformation when subjected to 
applied stress, reflecting its capacity to maintain structure and resist flow under external forces. 
Conversely, HPyBr exhibits higher consistency with higher k values. 
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Figure 7 presents a comparative analysis between HPyBF4 and HPyBr under varying temperatures 
and shear rates. The comparison is performed at two specific temperatures: 74 °F and 480 °F 
(depicted in Figures 7a and 7c, respectively), as well as two different shear rates: 25 sec-1 and 100 
sec-1 (illustrated in Figures 7b and 7d, respectively). Notably, it should be emphasized that the 
pressure is consistently maintained at 100 psi throughout the entire comparison. 

 
Figure 7: Constant pressure comparison of HPyBF4 and HPyBr at (a) 74 °F, (b) 25 sec-1, (c) 480 °F, and (d) 

25 sec-1. 

HPyBF4 exhibits lower shear stress and viscosity values compared to HPyBr. The dissimilarities 
in shear stress and viscosity can be attributed to the distinctive molecular structures and chemical 
compositions of the two substances. The higher shear stress and viscosity observed in HPyBr 
indicate that its molecular structure promotes stronger intermolecular interactions and greater 
resistance to flow. This could be due to factors such as more molecular structures, increased 
molecular polarity, larger molecule size, or stronger ionic interactions within the liquid. 

On the other hand, HPyBF4 demonstrates lower shear stress and viscosity values, suggesting that 
its molecular structure allows for easier flow and reduced intermolecular interactions. This could 
be attributed to weaker ionic interactions within HPyBF4 compared to HPyBr. The structural 
disparities among the ionic liquids lead to variations in their physical properties, including 
viscosity and shear stress response, as these properties directly depend on intermolecular forces 
and molecular mobility. 

To gain a deeper understanding of the observed trends, factors such as molecular size, shape, 
polarity, as well as the strength and nature of the interactions within the liquid, need to be 
considered. These factors collectively contribute to the variations in physical properties exhibited 
by the two ionic liquids. 
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3.2.2 Constant temperature rheology 

Figure 8 depicts the viscosity characteristics of HPyBF4 and HPyBr at a constant temperature of 
380 °F while subject to varying shear rates and pressures. Figures 8a and 8b illustrate the viscosity 
behavior of HPyBF4 under different shear rates and pressures. The impact of shear rate and 
pressure on viscosity is relatively minimal at 380 °F. A similar trend is observed for HPyBr, as 
depicted in Figures 8c and 8d. The findings suggest that pressure does not exert a substantial 
influence on the viscosity of both HPyBF4 and HPyBr. Despite variations in shear rate and 
pressure, the viscosity of the fluids remains relatively stable at the given temperature of 380 °F. 

 
Figure 8: Viscosity behavior at 380 °F: (a) HPyBF4 at varying shear rates, (b) HPyBF4 at varying pressure, 

(c) HPyBr at varying shear rates, and (d) HPyBr at varying pressure. 

In line with the analysis conducted for varying temperatures, a power law model was utilized to 
establish the relationship between shear stress and shear rate for the HPyBF4 and HPyBr tests 
conducted under varying pressure conditions. The resultant n and k constants, along with the 
coefficient of determination r², are presented in Table 2. 

Table 2. Shear stress versus shear rate power law model constants of HPyBF4 and HPyBr at 380 °F. 

Ionic Liquid Pressure (psi) n k r2 

HPyBF4  

100 0.382 0.137 0.33 
500 0.255 0.406 0.47 
800 0.208 0.497 0.47 

1300 0.306 0.377 0.98 
1800 0.291 0.418 0.93 

HPyBr  

100 0.661 0.067 0.93 
500 0.341 0.295 0.77 
800 0.429 0.23 0.83 

1300 0.435 0.242 0.92 
1800 0.203 0.718 0.41 
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The rheological behavior of HPyBF4 and HPyBr was analyzed using the power law model under 
different pressure conditions. HPyBF4 displayed shear-thinning behavior with power law 
exponent n values ranging from 0.208 to 0.382, indicating decreased viscosity as the shear rate 
increased. The flow behavior index k values ranged from 0.137 to 0.497, indicating consistent flow 
properties. HPyBr also exhibited shear-thinning behavior with power law n exponent values 
ranging from 0.203 to 0.661, indicating viscosity reduction at higher shear rates. The flow behavior 
index k values ranged from 0.067 to 0.718, indicating consistency in flow behavior. Both liquids 
showed slight variations in the parameters with respect to pressure, suggesting a minor influence 
of pressure on their flow behavior. 

Based on the results, it can be concluded that at a constant temperature of 380 °F, both HPyBF4 
and HPyBr show a weak pressure dependency in their shear behavior. The small variations in the 
power law constants at various pressure levels indicate that the effect of pressure on flow behavior 
is negligible. Additionally, shear-thinning behavior is seen in both ionic liquids, with HPyBr 
typically exhibiting a milder shear-thinning tendency with an average power law n constant of 0.41 
compare to the HPyBF4 with an average of 0.28. 

Figure 9 compares HPyBF4 with HPyBr over a range of shear rates (Figure 9 a, c) and pressures 
(Figure 9 b, d) at a constant temperature of 380 °F. According to the results, the viscosity slightly 
increases as pressure rises. Both ionic liquids have viscosities that change from around 2 cP to 
almost 6 cP. The operating temperature of 380 °F can be responsible for the low viscosity values 
in the range of 1 to 6 cP. The influence of pressure on viscosity appears to be insignificant, likely 
due to the high temperature of 380 °F, which contributes to the exceptionally low viscosity of the 
ionic liquids. The reduced sensitivity of viscosity to pressure at 380 °F may be due to the thermal 
energy overriding the pressure-induced effects on molecular interactions. 

 
Figure 9: HPyBF4 and HPyBr Comparison under 380 °F at (a) 100 psi (b) 25 sec-1, (c) 1800 psi, and (d) 100 

sec-1. 
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3.3 Implication of ionic liquids in EGS application 
Ionic liquids offer a potential benefit in their responsiveness to temperature changes, leading to a 
reduction in viscosity. This characteristic becomes particularly advantageous when utilizing these 
liquids for heat extraction in EGS. The ionic liquids examined in this study exhibit lower viscosity 
at higher temperatures and vice versa. Such behavior proves valuable as it allows the ionic liquid 
to flow more easily through narrower and hotter fractures compared to larger and colder fractures. 
Consequently, this enhances the efficiency of energy extraction. To support this claim, a 
theoretical pressure drop investigation is conducted using HPyBF4, HPyBr, and water for 
comparison. A smooth rectangular fracture with a hydraulic diameter of 7.11 mm was selected for 
the investigation. The pressure drop per unit length is calculated following Darcy–Weisbach 
equation (Rouse, 1946).  

∆𝑃𝑃
𝐿𝐿

= 𝑓𝑓𝐷𝐷
𝜌𝜌×𝑣𝑣2

2×𝐷𝐷ℎ
2            (1) 

where ∆P is the pressure drop across the fracture, L is the fracture length, fD is the Darcy friction 
factor, 𝜌𝜌 is the fluid density, 𝑣𝑣 is the average velocity, and Dh is the hydraulic diameter. For laminar 
flow (Re<2000), the Darcy friction factor is obtained using Equation 2.  

𝑓𝑓𝐷𝐷 = 64
𝑅𝑅𝑅𝑅

             (2) 

where Re is the Reynolds number, which is calculated as:    

𝑅𝑅𝑅𝑅 = 𝜌𝜌×𝑣𝑣2×𝐷𝐷ℎ
𝜇𝜇

           (3) 

where 𝜇𝜇 is the fluid dynamic viscosity. For turbulent flow (Re>4000), the Darcy friction factor can 
be calculated using Kármán–Prandtl resistance equation in smooth pipes (Rouse, 1946).   

1
�𝑓𝑓𝐷𝐷

= 1.930 × log�𝑅𝑅𝑅𝑅 × �𝑓𝑓𝐷𝐷� − 0.537         (4) 

The input parameters for the pressure drop investigation are shown in Table 3 for different 
temperatures, where the viscosity of the ionic liquids is presented as a function of shear rate γ 
measured in sec-1 derived from HPHT rheology measurements.  

Table 3. Pressure drops input parameters for water, HPyBr, and HPyBF4. 

Temperature 
(°F) 

Density (lb/gal) Viscosity (cP) 
Water HPyBr HPyBF4 Water HPyBr HPyBF4 

68 8.33 10.85 9.68 1.00 720.34-0.231×γ 357.41-0.2075×γ 
122 8.25 10.69 9.52 0.55 300.22-0.87×γ 89.415-0.1521×γ 
176 8.11 10.53 9.36 0.35 224-1.188×γ 78.761-0.5586×γ 

 

Figure 10(a-c) shows the pressure drop per unit length for water, HPyBr, and HPyBF4, 
respectively, for different flow rates in gallons per minute (GPM). Logically, higher pressure drops 
can be seen with higher flow rates and water shows a lower pressure drop per unit length compared 
to HPyBr and HPyBF4 due to lower dynamic viscosity. As temperature increases, the decrease in 
pressure drop per unit length is low due to the insignificant change in viscosity (Figure 10a). 
HPyBr has a higher viscosity and thus shows a higher pressure drop compared to water. The 
viscosity change due to temperature increase causes a significant change in pressure drop (Figure 
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10b). Similarly, HPyBF4 shows a significant reduction in pressure drop as a result of increasing 
temperature (Figure 10b).  

 
Figure 10: Pressure drop per unit length for (a) water, (b) HPyBr, and (c) HPyBF4. 

The pressure drop behavior of the ionic liquids suggests that the fluid will be less resistant to flow 
through higher temperature fractures due to the significant change in viscosity. Such behavior can 
be used to stimulate smaller fractures with higher temperatures for efficient heat extraction and 
reducing short-circuiting.  

As a comparison between the ionic liquids and water, the pressure drop reduction relative to water 
for 1 GPM due to temperature increases. Table 4 shows the change in pressure drop and relative 
reduction compared to water for the two ionic liquids. The reduction in pressure drop relative to 
water for HPyBr is higher than HPyBF4, where higher reduction indicates the ability to flow 
through higher temperature fractures.  

Table 4. Change in pressure drop due to temperature change of HPyBr and HPyBF4 relative to water.  

Temp. 
(°F) 

Pressure drops (psi/ft) Change due to 
temperature Frictional pressure 

loss reduction ratio  
Water HPyBr HPyBF4 Water HPyBr HPyBF4 

HPyBr HPyBF4 
68 5.18E-03 3.67E+00 1.80E+00      
122 4.79E-03 1.33E+00 4.23E-01 8% 64% 54% 8.37 7.03 
176 4.16E-03 8.51E-01 2.63E-01 20% 77% 71% 3.90 3.62 

 

The results suggest that these ILs tend to flow more readily through smaller fracture systems with 
higher temperatures, rather than the larger ones with lower temperatures. This flow diversion is a 
gradual equilibrium process as the temperature in larger fractures starts decreasing over an 
extended period. An experimental fluid flow investigation in fracture networks will be necessary 
to verify the predicted behavior under varying temperatures.   
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4. Conclusion 
The HPyBF4 and HPyBr ionic liquids were synthesized in the lab and their rheological properties 
were investigated using a HPHT rheometer. A power law model was fitted on the data to describe 
the behavior of the two ionic liquids under varying shear rates, pressure, and temperature. A 
theoretical pressure drop investigation was performed. The main conclusions of this work are:  

• Both HPyBF4 and HPyBr show a reduction in shear stress and viscosity with increasing 
temperature. The shear stress response and viscosity of HPyBF4 and HPyBr remain 
relatively constant for temperatures higher than 310 °F. It is seen that the HPyBr in general 
shows higher viscosity compared to HPyBF4. 

• Both ionic liquids show deviation from Newtonian fluid behavior with both displaying 
shear thinning characteristics. It is seen that the flow behavior index “n” decrease as the 
temperature increase. 

• The viscosity values of HPyBF4 and HPyBr remain low at a constant temperature of 380 
°F and are unaffected by changes in pressure.  

• Ionic liquids exhibit greater pressure drop reduction relative to water with increasing 
temperature, which can be used to control short-circuiting in enhanced geothermal systems.  
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ABSTRACT 

GreenFire Energy Inc. (GFE) has been developing a technology for the application of closed-loop 
geothermal (CLG) technology in steam-dominated and high-enthalpy two-phase reservoirs (called 
Steam 2-Phase GreenLoop (S2PGL)) for several years. Details on the coupling of thermal, 
hydraulic, mechanical and chemical (THMC) modeling of the S2PGL system with focus on factors 
such as heat transfer, phase change, temperature, fluid flow, mineral alteration, fluid chemistry, 
and seismic activity have been illustrated. The simulation was conducted for a well in the Southeast 
Geysers area using TOUGH-REACT and TOUGH-FLAC. The Downbore heat exchanger 
(DBHX) model in the simulation was calibrated with GFE’s DBHX model and was found to be in 
good agreement. Gravity drainage of condensate in the well fills the lower 60-80 meters of the 
well and flows by gravity and imbibtion into the surrounding unsaturated reservoir rock. The net 
changes in porosity were found to be minor over the period of simulation/testing and are therefore 
not expected to impact the S2PGL testing. The THM analysis indicates minor geomechanical 
impact of the S2PGL operation because temperature and pressure changes are minor in the host 
rock. The most substantial geomechanical changes are expected to occur at the bottom of the 
injection well as a result of local cooling, but of smaller magnitude than typical conventional 
geothermal operations.      

1. Introduction 
GFE has been focused on tailoring solutions to specific geothermal resource characteristics so as 
to optimize the heat extraction from the resource in a sustainable fashion. One such tailored 
solution of GFE, the S2PGL is currently being implemented as a proof of concept test project (test 
project) in the Southeast Geysers area with funding from the California Energy Commission (CEC) 
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in a project to prove its commercial feasibility (Scherer et al., 2022). This project aims to establish 
a proof-of-concept test in a well owned by Geysers Power Corporation, a subsdiary of Calpine 
Corporation, with the underlying objective of deploying the technology in a larger scale at The 
Geysers known geothermal resource area (KGRA). The testing period for the system is expected 
to be about 3 months. 

The S2PGL system at The Geysers consists of a tube-in-tube downbore heat exchanger (DBHX) 
inserted into a well. The tube-in-tube system consists of vacuum insulated tubing that is contained 
within an outer casing. The material of the outer casing is typically designed based on the near-
wellbore/resource fluid chemistry. The S2PGL system can have variations too as covered in prior 
research (Amaya et al., 2021; Higgins et al., 2021).   

Depending on the specific application/end use of the heat from the S2PGL system, a working fluid 
for the DBHX can be selected. Details on the comparative analysis between multiple working 
fluids is covered in Chandrasekar et al. (2023). In the case of the DBHX in the Southeast Geysers 
test well, water was chosen as the working fluid. The flow direction within the DBHX can either 
be forward or reverse. Forward flow refers to injection of the working fluid through the center 
insulated tubing and production of the working fluid through the annular region between the 
outside of the insulated tubing and the outer casing of the DBHX. On the other hand, reverse flow 
refers to the injection of working fluid through the annular region and production through the 
center insulated tubing. Both forward and reverse flows are expected to be tested for substantial 
time periods in the test project; however, this paper only covers the simulation results considering 
the reverse flow operating condition.     

Besides flow inside the DBHX, there exists an additional fluid loop on the outside of the DBHX 
in the near wellbore region. The steam enters the wellbore through its perforated liner from the 
resource and interacts with the relatively colder outer surface of the DBHX resulting in 
condensation. The latent heat of vaporization is extracted by the DBHX and captured in the 
working fluid. The resource fluids (in liquid state) flow downwards by virtue of having a higher 
density than steam and the hydrostatic pressure of the fluid column causes the fluid to recharge 
back into the resource. Prior to and during recharge, the condensate will contact the DBHX and 
casing metals. The chemistry of the condensate impacting the DBHX, casing materials and the 
resource rock are assessed in this paper using reactive-transport simulations of water chemistry 
changes owing to the rock-steam-water interaction and acid gas transport. Non condensable gases 
(NCG’s) are either vented at the surface (if their concentrations are high) or, if very substantial, 
may power a surface heat exchanger to make additional power. Due to the counter flow, as the 
NCG’s approach the surface, they cool and lose humidity until they are produced relatively dry at 
the surface. 

The geomechanical changes in the resource as a result of cooling around the heat exchanger are 
also rigorously modeled to estimate the expected stress changes and possible increases in the 
fracture apertures. 

17



Chandrasekar et al. 

 

Figure 1: Schematic of the S2PGL system with a DBHX tube-in-tube configuration (i.e., a vacuum insulated 
tubing contained within an outer perforated liner casing) inserted within a geothermal wellbore. Various 
subsurface and surface components that are pivotal for the operation of the technology are also labeled 
and shown in the figure. Non-condensable gases are shown venting at the surface as they flow between 
the outer casing of the DBHX and the casing of the wellbore. The figure shows the reverse flow operating 
condition within the DBHX (cold fluid entering the annulus and hot fluids exiting through the center of 
the vacuum insulated tubing). The figure is adapted from Scherer et al. (2022).   

2. California Energy Commission Support 
GreenFire was awarded a $2,705,228 grant by the California Energy Commission (CEC) to 
advance the development of GreenFire’s Steam Dominated GreenLoop (SDGL) system in an 
existing low-production geothermal well at The Geysers geothermal area in Lake County, 
California (GreenFire Energy, 2022). The award (EPC-21-015) came from the CEC’s Bringing 
Rapid Innovation Development to Green Energy (BRIDGE) funding opportunity, which 
competitively selects and awards follow-on funding for the most promising clean energy 
technologies that have previously received an award from an eligible CEC program or United 
States federal agency. GreenFire’s previous CEC project (GEO-16-004) that retrofitted an existing 
well and conducted tests with a DBHX at Coso, California was referenced to support award 
selection. 

BRIDGE seeks to 1) help start-up companies minimize the time between when their successful 
publicly funded project ends and new public funding becomes available; and 2) mobilize more 
early-stage capital in the clean energy space by providing non-dilutive, matching investments in 
promising clean energy companies alongside investors and commercial partners. This provides 
increased support for the most promising clean energy technologies that have already attracted 
interest from the market as they are developed and continue their path to market adoption. 

BRIDGE is part of the CEC’s Electric Program Investment Charge (EPIC) program – a public 
interest research and development program that invests in scientific and technological research to 
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accelerate the transformation of the electricity sector to meet the state’s energy and climate goals. 
The EPIC program invests more than $130 million annually to help: 

• Expand the use of renewable energy. 

• Build a safe and resilient electricity system. 

• Advance electric technologies for buildings, businesses, and transportation. 

• Enable a more decentralized electric grid. 

• Improve the affordability, health, and comfort of California’s communities. 

• Support California’s local economies and businesses. 

 

Figure 2: The layout of surface equipment along with wellhead modifications that were required for the 
demonstration project conducted by GreenFire Energy at Coso, California. The project was funded by the 
California Energy Commission. 

3. Modeling Methodology 
A thermal-hydrological-mechanical-chemical (THMC) model was developed as a part of the 
project to analyze and predict the behavior of the wellbore and the near wellbore region over the 
period of the testing (before the actual installation of the system in the wellbore). The model was 
primarily developed using LBNL’s multiphase reactive-transport and geomechanics simulators 
TOUGH-REACT, TReactMech (Sonnenthal et al., 2021; Xu et al., 2011; 2006), and TOUGH-
FLAC (Rutqvist et al., 2002; Rutqvist, 2011; 2017; Rinaldi et al., 2022). The thermal hydrological 
wellbore simulator implemented for the closed loop of the DBHX of the multiphase transport 
model was also compared with GFE’s proprietary S2PGL DBHX model. Greater detail on GFE’s 
S2PGL modeling methodology can be found in Higgins et al. (2021). The following paragraphs 
details the various steps undertaken for the simulation. 
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First, a 2-D axisymmetric mesh was developed and generated to simulate the native-state model 
(at steady state) of the wellbore in the Southeast Geysers area capturing the observed depth of the 
liquid cap and steam zone as well as the approximate reservoir pressures and temperatures. 
Appropriate permeabilities were assigned to various rock layers adjoining the wellbore which 
include the cap rock section and the reservoir sections. A high permeability zone or feedzone was 
also assigned to the grid at an appropriately observed depth. The DBHX was modeled with a casing 
outer diameter of 7.625 inches. Thermal conductivities (wet and dry) along with densities and 
specific heat capacities were assigned to various rock layers, well casing, DBHX casing and the 
vacuum insulated tubing. Van Genuchten correlations were employed for modeling the capillary 
pressures and the relative permeabilities, based on earlier modeling studies of the Geysers area 
(Dobson et al., 2006).  

TReactMech introduces a parallel coupled continuum geomechanics capability into the THMC 
parallel simulator TOUGHREACT V4.13-OMP (Sonnenthal et al., 2021; Xu et al., 2011); with 
improvements to the TOUGH2 multiphase flow core (Pruess et al., 1999). The geomechanical 
formulation is based on a continuum finite-element model with stress calculations (Smith et al., 
2022; Kim et al., 2012). Geomechanics are solved after fluid and heat flow, followed by transport 
of aqueous and gaseous species, mineral-water-gas reactions, and finally permeability-porosity-
capillary pressure changes owing to geomechanical and geochemical changes to porosity (or 
fracture aperture). For the reactive-transport simulations we used the TOUGHREACT v4.13 
reactive transport core of the simulator (i.e., no geomechanics).  

 

Figure 3: Heat and fluid flow, stress, and reactive transport are solved using the sequential non-iterative 
approach in TReachMech as shown. Fluid flow and heat transport are solved simultaneously with 
modifications to consider multiple coupled geochemical and geomechanical effects on porosity and 
permeability, as well as new capabilities such as temperature-dependent thermal properties. 
Geomechanics are solved using Petsc/MPI and reactive chemistry with OpenMP (TOUGH-REACT 
core). 
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The coupled multiphase fluid flow, heat transport and geomechanics was in this case simulated 
with the TOUGH-FLAC simulator, that links TOUGH2 or TOUGH3 multiphase flow and heat 
transport simulators with the FLAC3D geomechanical simulator (Rutqvist et al., 2002; Rutqvist, 
2011; 2017; Rinaldi et al., 2022). The TOUGH-FLAC simulator has been extensively applied to 
The Geysers system associated with the Northwest Geysers EGS Demonstration Project (Garcia 
et al., 2016; Rutqvist et al., 2016).   

4. Results and Discussions 
The findings and discussions have been divided into three distinct sections namely: Thermal-
Hydrological (TH), Thermal-Hydrological-Chemical (THC), and Thermal-Hydrological-
Mechanical (THM) modeling. The results from the TH analysis are used as inputs to obtain the 
detailed THC and THM models. 

4.1 Thermal-Hydrological (TH) Modeling 

The liquid velocity vectors in the wellbore and the region very close to the wellbore (about 2 m 
away) are shown in the figure below through streamlines (Figure 4). The arrows indicate the 
direction of the flow in the wellbore/near wellbore region. The figure captures the effect of 
condensation and the resultant density differential that is created while operating the S2PGL 
system at a specific flow rate. The liquid saturation is high as the fluid reaches towards the DBHX 
bottom (about 1460 m), post which the saturation decreases since the fluid begins to gain 
temperature during the downflow within the wellbore.  

 

Figure 4: Liquid velocity vectors represented in the radial and axial coordinates (radial distance in m versus 
Depth in km). The figure also represents the liquid saturation in the wellbore and the near wellbore 
region. The near wellbore region right below the DHX at about 1.465 km shows a high liquid saturation 
due to the effects of capillarity. The X axis scale is from up to 2 m and the Y axis scale is from 1.44 km to 
about 1.48 km.    

21



Chandrasekar et al. 

The figure below (Figure 5) illustrates the liquid saturation in the wider vicinity of the wellbore 
(50 m away from the DBHX). It also displays the saturation profile spanning the entire wellbore 
and extending beneath it for a particular flow rate within the DBHX. It can be observed that the 
liquid saturation at the surface when the DBHX is in operation is very low (about 0.1 from the 
dashed blue line which represented the open well, i.e., the annulus between the DBHX outer casing 
and the well casing) and that steam is primarily expected to consist of NCG’s. Towards the bottom 
of the well (lower 60-80 m) ponding occurs due to gravity drainage of condensate leading to high 
liquid saturations. However, beneath the well the liquid saturation is expected to drop rapidly 
towards the native state of the resource.  

It is also observed that the effects of capillarity are minimal and can be observed only up to a radial 
distance of about 20 m from the bottom of the DBHX. In addition, it is also analyzed that the 
condensed fluid movement back into the resource in the region right below the DBHX is minimal 
and the majority of the condensed fluids travel down the wellbore resulting in the ponding effect. 
Therefore, it is understood that capillarity only plays a minor role in the performance of the system 
overall.  

In the near wellbore region, the liquid saturations are seen to reduce as the radial distance from the 
wellbore center increases. At the bottom of the DBHX it is observed that there is an increase in 
the liquid saturation due to the effects of capillarity, however, below the DBHX, it is observed that 
the liquid saturation quickly drops off to lower levels (cyan, orange and dashed black lines).   

 

 

Figure 5: Liquid saturation in the near wellbore region represented in the radial (in m) and axial coordinates 
(in km) (left). The effects of capillarity leading to increased liquid saturation can be observed only up to 
a radial distance of about 20 m. The figure on the left only shows the near wellbore region between depths 
of 1.4 to 1.54 km. The liquid saturation profiles in the entire wellbore and beneath the wellbore are shown 
in the figure on the right. The dashed blue line represents the liquid saturation profile in the region 
between the outside of the DBHX casing and the wellbore casing (open well). The liquid saturations are 
seen to drop with radial distance as the native state of the resource is reached with increasing radial 
distance.  
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The temperature profile at the base of the well and the DBHX was also analyzed for a particular 
flow rate in the DBHX as a function of radial distance from the wellbore (Figure 6). The profiles 
in the figure below are after about 42 days (6 weeks) of continuous steady operation at the selected 
flow rate. Temperatures in the rock around the base of the DBHX are close to the reservoir 
temperature owing to the condensed steam flow towards the well. At the base of the well the 
cooling front has reached nearly its maximum extent from the base of the well from condensate 
imbibition.  

 

Figure 6: The temperature profile at the bottom of the DBHX and the base of the well are represented for a 
particular DBHX flow rate. The temperature at the base of the well has been shown as a function of 
weeks. With increasing time the native state resource temperature is reached with increasing radial 
distance. 

4.2 Thermal-Hydrological-Chemical (THC) Modeling 

The fluid chemistry at the DBHX was simulated by setting the initial pore fluid chemistry. 
Information related to the shallow pore water above the caprock was obtained from the Allen 
Spring thermal-meteoric water composition (Peters, 1993). The pore water conditions for the 
deeper rock layers (caprock, reservoir, and hornfels) were adapted initially from Wilbur Hot Spring 
(Donnelly-Nolan et al., 1993) and then equilibrated with reservoir mineral assemblages (Moore et 
al., 2000). The gas chemistry was calculated through equilibration with the mineral-fluid system.  

The figure below (Figure 7) illustrates the pH of the fluids at the bottom of the DBHX and in the 
wellbore after 6 months of continuous testing at the preferred DBHX flow rate. The condensate is 
more dilute and has a lower pH in the well.    
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Figure 7: The profile of pH at the bottom of the DBHX and in the near wellbore region after a period of about 
6 months of continuous operation is represented for a particular preferred DBHX flow rate. The 
condensate is more dilute and has a lower pH in the well and in the near wellbore region. The radial axis 
indicates the distance in meters from the wellbore. The axial direction indicates the depth in km.  

Cl- and HCO3
- concentrations were also analyzed as a function of radial distance from the wellbore 

in the figure below (Figure 8). The concentrations of the ions are fairly low near the DBHX but 
due to boiling of condensate significantly higher concentrations of these ions are found in the near 
wellbore region.   

 

Figure 8: Cl- and HCO3- ion concentrations in the near wellbore region after a period of about 6 months of 
continuous operation. The radial axis indicates the distance in meters from the wellbore. The axial 
direction indicates the depth in km.  
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The CO2, CH4, H2S, and NH3 gas fractions were analyzed and found to vary with steam fraction 
(Figure 9), however, there was found to be more uncertainty in the well from the low total pressure 
and high velocity. It was found that the mole fraction of CH4 was a bit higher than CO2. This is 
primarily because of the fact that gases like CO2, HCl, and HF are scrubbed from the gas into the 
condensate 

 

Figure 9: CO2, CH4, H2S, and NH3 concentrations in the near wellbore region after a period of about 6 months 
of continuous operation. The radial axis indicates the distance in meters from the wellbore. The axial 
direction indicates the depth in km.  

The mole fractions of HCl and HF were in the order of 10-14 and 10-12 respectively as shown in the 
figure below (Figure 10). The compositions of NCG’s were simulated in the well at the base of the 
DBHX after 6 months of continuous operation. The equilibrium gas composition in the well was 
computed at about 170 ℃. 
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Figure 10: HCl and HF gas compositions in the near wellbore region are represented after a period of 6 months 
of continuous operation at the preferred flow rate. The radial axis indicates the distance in meters from 
the wellbore. The axial direction indicates the depth in km. 

It was also found through simulation that boiling leads to higher volume fraction changes for albite, 
microcline and dolomite in the reservoir at the base of the DBHX. Steam flow and condensate 
formation also leads to quartz dissolution. However, the order of magnitude volume fraction 
changes are very low over this time period, given our estimate of the initial water and rock 
chemistry. This would imply that the expected change in fractures, matrices, and reservoir in 
general are very low. The only silicate mineral species formed were quartz, albite and microcline 
since boiling and condensation temperatures are higher than that required for amorphous silica to 
occur. Therefore, it can be inferred that the risk of silica scaling is very low (it is important to note 
that the operational saturation temperature required for the S2PGL to function is always higher 
than the temperatures at which amorphous silica scaling occurs).  

For the case of dolomite, the speciation volume fraction changes show a lower precipitation 
because of inverse solubility as a function of temperature, or in other words, at higher temperatures 
the concentration or probability of carbonate precipitation increases. The saturation temperature 
in all the operational cases is lower than 180 ℃ (which is a very low temperature to have a 
carbonate calcium scaling risk). It is also important to note that steam dominated reservoirs in 
general show lower flow rates when compared to liquid dominated reservoirs and therefore all the 
dilution, precipitation and formation volume fraction changes presented in the figures below 
(Figure 11) are very low.   
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Figure 11: Quartz, albite, microcline and dolomite volume fraction changes in the near wellbore region at the 

base of the DBHX are represented after a period of 6 months of continuous operation at the preferred 
flow rate. The radial axis indicates the distance in meters from the wellbore. The axial direction indicates 
the depth in km. 

At the base of the well the recharge of condensate back into the resource is expected leading to 
higher liquid saturations as observed in the figure below (Figure 12). The condensate shows a 
lower pH since HCl, HF and other species are scrubbed from the gas into the condensate. While 
the condensate recharges back into the resource boiling occurs which leads to high concentrations 
of solute in the reservoir (higher ionic strength).  

 
Figure 12: Temperature, liquid saturation, ionic strength and pH in the near wellbore region at the bottom of 

the well are represented after a period of 6 months of continuous operation at the preferred flow rate. 
The radial axis indicates the distance in meters from the wellbore. The axial direction indicates the depth 
in km. 
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It is also to be noted that the condensate in the well is more dilute of chemical species and boiling 
leads to higher concentrations in the reservoir. The order of magnitude of species concentration 
follow the order: [Cl]>[K]>[SiO2]>[H2S] as observed in the figure below (Figure 13). This is in 
agreement with the geochemical data for the Clear Lake region (Moore et al., 2000; Donnelly-
Nolan et al., 1993).  

 

 
Figure 13: Cl, SiO2, K, and H2S concentrations at the base of the well are represented after a period of 6 months 

of continuous operation at the preferred flow rate. The radial axis indicates the distance in meters from 
the wellbore. The axial direction indicates the depth in km. 

 

Condensate drainage also causes quartz and calcite dissolution around the open well at the base of 
the well. Albite and epidote precipitation also occur at the base of the well although at very low 
volume fraction change as observed in the figure below (Figure 14). These minerals do not 
represent any risk of scaling due to the equilibrium temperature and the low order of magnitude 
condensate flow. 
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Figure 14: Quartz, albite, epidote, and calcite concentrations at the base of the well are represented after a 

period of 6 months of continuous operation at the preferred flow rate. The radial axis indicates the 
distance in meters from the wellbore. The axial direction indicates the depth in km. 

Plagioclase and wairakite dissolution is also caused due to condensate drainage/boiling. 
Microcline dissolution and precipitation is also formed along with minor dolomite precipitation. 
These minerals do not represent any risk of scaling due to equilibrium temperature, and order of 
magnitude of condensate (Figure 15).  

 

 
Figure 15: Microcline, plagioclase, wairakite, and dolomite concentrations at the base of the well are 

represented after a period of 6 months of continuous operation at the preferred flow rate. The radial axis 
indicates the distance in meters from the wellbore. The axial direction indicates the depth in km. 
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3.3 Thermal-Hydraulic-Mechanical (THM) Modeling 

The thermal hydraulic mechanical modeling approach used in this paper was developed and 
extensively validated for The Geysers geothermal area (Garcia et al., 2016; Rutqvist et al., 2016). 
The mechanical stress changes and the potential of well integrity along with the micro-seismic 
effects were studied in detail. In general, geomechanical changes will be driven primarily by 
pressure and temperature changes. Since no fluid is injected, pressure changes are not significant. 
In other words, it was found that the geomechanical changes incurred due to the S2PGL system 
were far less than the changes that would be expected from a typical injection well in The Geysers 
area such that the resource risk of S2PGL systems will be far less than conventional geothermal 
systems. Temperature changes were found to be relatively small overall, with the biggest changes 
of about 30℃ cooling at the bottom of the well as observed in the figure below (Figure 16) and an 
8℃ cooling in the casing. Temperature changes along the open borehole wall using the S2PGL 
technology were found to be insignificant for borehole instability. 

 

Figure 16: Temperature change at the bottom of the wellbore as a function of time (1 day, 1 week, and 6 weeks 
respectively). Cooling in the liquid zone reached steady conditions at around 6 weeks of continuous 
operation.  

The microseismic potential of the S2PGL was estimated using TOUGH-FLAC based in the 
approach developed and applied in previous studies of The Geysers (Rutqvist et al., 2016). The 
stress changes induced by temperature and pressure changes are calculated and using a Coulomb 
type of criterion, the potential for causing microseismic events are estimated. The criterion have 
been validated against observed micro-seismicity around injection wells at The Geysers (Rutqvist 
et al., 2015; 2016). The figure below (Figure 17) shows liquid saturation along with changes in 
temperature and pressure, and calculated seismic potential after 6 weeks of operation. The seismic 
potential correlates with the cooling zone below the well, while the pressure changes were found 
to be low (less than 0.05 MPa) with no significant impact on stress. The micro-seismic volume 
(dark blue area in the figure below) 150 m height and 100 m horizontal extent is small and would 
not be expected to induce seismicity that could be felt on the ground. Because the micro-seismic 
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volume is limited in extent, the likelihood of activating larger fractures or faults that could give 
rise to felt events is small.     

 

Figure 17: Liquid saturation, temperature and pressure changes, and seismic potential estimations respectively 
are represented at the bottom of the wellbore after 6 weeks of operation. The seismic potential correlates 
with zone of cooling while pressure changes are negligible and have no significant impact stress. The 
micro-seismic volume is small and would not be expected to induce seismicity that could be felt on the 
ground.  

The seismic potential and temperature change was also compared with 4 months of continuous 
S2PGL operation and was found to be very minimal although the zone of temperature and seismic 
potential expanded from 6 weeks to 4 months as shown in the figure below (Figure 18).  

 

Figure 18: Temperature change and seismic potential estimations in ℃ and MPa are represented at the bottom 
of the wellbore after 6 weeks and 4 months of continuous operation at the preferred flow rate 
respectively. The micro-seismic volumes in both the scenarios are found to be relatively small. 
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The sensitivity of seismic potential to rock elastic modulus was also studied (Figure 19). Even 
when the rock elastic modulus was increased to 34 GPa from 3.3 GPa, the micro-seismic volume 
was found to be small. Therefore, the micro-seismic potential was found to be much smaller than 
typical injection wells required in conventional geothermal technology (Rutqvist et al., 2015; 
2016).  

 

 

Figure 19: Sensitivity of seismic potential to rock elastic modulus. It can be observed that the area of micro-
seismic influence is very small even when the rock elastic modulus is increased to about 34 GPa from 3.3 
GPa.  

4. Conclusions 
The THMC modeling of the S2PGL technology was developed and simulated for a well in the 
Southeast Geysers area using TOUGH-REACT and TOUGH-FLAC. At first the native-state 
conditions of The Geysers resource was developed to capture the observed depth of the liquid cap 
and steam zone as well as the approximate reservoir pressures and temperatures. The DBHX model 
in the simulation used was compared with GFE’s DBHX model and was found to be in good 
agreement. Gravity drainage of condensate in the well fills the lower 60-80 meters of the wells and 
flows by gravity and imbibition into the surrounding unsaturated reservoir rock. THC modeling 
shows a higher CH4 mole fraction as compared to the CO2 mole fraction in the NCG stream 
suggesting that CO2, HCl, and HF are scrubbed from the steam into the condensate. Minor 
dissolution of primary silicates below the wellbore and dissolution/precipitation in rock just below 
and around the DBHX are also shown through the THC simulations. The net changes in porosity 
were found to be minor over the 6 month period of simulation and are therefore not expected to 
impact the S2PGL testing. The THM analysis indicates minor geomechanical impact of the S2PGL 
operation because temperature and pressure changes are minor in the host rock. The most 
substantial geomechanical changes are expected to occur at the bottom of the injection well as a 
result of local cooling, but of smaller magnitude than typical conventional geothermal operations.      
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ABSTRACT  

Connecting the wellbore to the reservoir is critical for water injection and geothermal water 
production doublet success. This connection enables fluid to flow efficiently through the rock for 
heat capture and then upward into the closed-loop distribution network for heat generation into 
facilities, greenhouses, and residences when applicable. The reservoir requires specific key 
attributes (i.e., adequate temperature, porosity, permeability, structure, and others) to be a good 
source rock; however, these factors are in situ and are not changeable. One item to manipulate for 
optimum flow is the completion design (i.e., type/ size of casing, type/rate of injected/ produced 
fluid, well spacing, and others). This study will focus on two key aspects, 1) the casing design and 
bespoke tools for its protection during the running of completion equipment (i.e., perforating 
equipment), and 2) the best perforating equipment to use to establish flow path connectivity from 
the well to the reservoir for injection and vice versa for production. Note: These are sometimes 
different. 

The Greenport Westland-Oostkand area is a sizeable geothermal district heating project near 
Maasdijk, Netherlands. Its master plan comprises 153 doublets spread over a 170 km2 area. Upon 
completion, it has the potential to provide 25% of Greenport's greenhouses with heat for 30 years. 

Within this area, there are two target sandstones within several wells drilled: 

1. Delft‐ shallower, cleaner (~50m), with ~150m gap in between,  
2. Alblasserdam‐ deeper, less clean, thicker (~150m)  

Unfortunately, some of those experienced sand production and well integrity challenges. The 
current design utilizes familiar oilfield well construction and cementing; however, it differentiates 
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with Glass Reinforced Epoxy (GRE) lined casing to protect from highly corrosive salt water. The 
current plan is to use an oilfield completion technique that consists of a Tubing Conveyed 
Perforation (TCP) system conveyed on Coiled Tubing (CT) using a Dynamic Underbalance 
technique (DUB) to provide uniform wellbore under balance at the time of firing for optimal 
perforation tunnel cleaning. 

This case study will discuss the innovative technologies used to ensure a 30-year life. It will also 
explore the process and innovation behind the devices used to protect the GRE-lined casing, which, 
if damaged, can cause leaks and failure leading to costly intervention, well abandonment, and 
especially heat loss for surface facilities. It will also discuss advanced perforating design driven 
by rock mechanics, based on pre-job modeling and core analysis when available, as well as post-
job well flow analysis, using Production Logging Tools (PLT), Injectivity tests, and production 
flow tests. 

The efficient collaboration between the Client, Expro, and third-party experts was essential for 
effectively designing, delivering, and implementing these well-integrity concepts. So far, we have 
completed two wells with two runs each. The Client now awaits connection to surface facilities to 
begin geothermal heat production.. 

1. Introduction  
Expro was awarded a ten-well TCP project for a geothermal district heating initiative. The project 
consisted of five pairs of wells, known as doublets, each with specific target sandstones. The first 
target zone, Delft, comprised shallower, cleaner, and thinner sandstones, with a gap of 
approximately 150m/492 ft between them. The second zone, Alblasserdam, featured deeper, less 
pure, and thicker sandstones. The project faced several challenges: The first involved protecting 
the Glass Reinforced Epoxy (GRE)-lined casing during interventions. 

Additionally, a uniform wellbore under balance had to be achieved during firing to ensure optimal 
perforation tunnel cleaning across the entire perforating interval. Another challenge was ensuring 
the successful and safe deployment, firing, and retrieval of the long bottom hole assembly (BHA) 
on Coiled Tubing (CT). Furthermore, managing the risk associated with two independent rig set-
ups, each requiring different lifting, handling, risk assessment, and personnel competencies and 
training, posed a significant challenge. Lastly, the project had to be executed efficiently within 
tight timelines, considering an active drilling project and avoiding costly downtime and penalties. 

This paper will discuss how we overcame the challenges and how post-job analysis (aka. 
computerized modeling) allowed the understanding of the reservoir reaction to various perforating 
systems to determine the best connection and flow regime. This analysis identified the best 
perforating system for future wells for optimized injection and production flow. 

2. Geothermal Project Parameters 
The project is a geothermal district heating initiative near Maasdijk, NL [Fig 1, 2]. As part of the 
master plan, 153 doublets cover a vast area of 170 km2. The project focuses on two sand targets, 
namely Delft and Alblasserdam. Its objective is to provide heat to 25% of the greenhouses in 
Greenport for 30 years.  
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Fig. 1: Map View of Netherland’s     Fig. 2: Schematic of Doublet Wells and  

Greenport Westland-Oostkand area,     Target  Reservoirs  
Van Leeuwen, W. et al (2019 )     https://allesoveraardwarmte.nl                                               

 

Some previous wells drilled and completed by the Client in the area encountered sand production 
and integrity challenges. As a result, the completion plan for the 10-well project involved 
perforating the wells using a continuous string of Tubing Conveyed Perforating (TCP) guns with 
the Static/Dynamic Underbalance (DUB) technique. However, Expro's analysis revealed potential 
risks associated with gun misfires and weight/shock load concerns when running on CT. As such, 
we agreed to break the long intervals into two runs to address these concerns. We selectively 
perforate each zone using Deep Penetrating (DP) charges for the DUB run and "reactive" DP 
charges on the subsequent run when the wellbore was no longer underbalanced. Reactive liners 
produce heat and pressure as part of the perforating event, thus providing perforation tunnel 
cleaning in the formation similar to DUB. This solution aimed to mitigate the identified risks and 
ensure the safe and efficient execution of the project. 

The Greenport Westland-Oostkand area has had a long history of geothermal production since 
2007, as Van Leeuwen et al. documented in 2019 [Fig. 1]. The Client designed the configuration 
to ensure that thermal breakthrough occurs only after a certain number of years, optimizing heat 
extraction. The spacing between production and reinjection wells is also carefully planned, 
considering variations in reservoir thickness and temperature. The formation depths in this area 
offer adequate temperatures, with a geothermal gradient of T=0.028*d+11 [Table 1]. Among the 
formations, Delft exhibits the highest potential for transmissivity, making it a promising 
geothermal reservoir [Table 2].  

A key concept in this context is the thermal breakthrough, which marks the end of a geothermal 
system's lifetime. The extracted water's minimum temperature from the production well 
determines this point, typically after 30 years [Table 3]. 
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Table 1: Delft Sandstone Properties (Van Leeuwen, 2019) 

 
Table 2: % Probabilities of transmissibility (Van Leeuwen, 2019) 

 
Table 3: Analytical results of Geothermal Project 

Note: HIP= Total Amount of present heat (Van Leeuwen, 2019) 

3. Challenges and Solutions 

3.1 Protection of Glass Reinforced Epoxy (GRE)-lined casing during the intervention 

A significant challenge in the project was the need to protect the Glass Reinforced Epoxy (GRE) 
lined casing during intervention activities. The conditions posed additional difficulties due to using 
highly corrosive 1.08 Specific Gravity Salt Water with a salinity of approximately 10.8% (9.01 
lb/gal). Furthermore, the production water rate was approximately 75,000 barrels per day, putting 
strain on the casing. The casing was a large 9 5/8" size, designed for a completion life of 30 years. 
The GRE lining was crucial for maintaining the wellbore's integrity over this extended period.  

As such, we implemented a remedy using specially designed roller connectors to protect the GRE-
lined casing [Fig. 4,5]. The success of this solution relied on efficient collaboration between the 
Client, the company, and external experts, ensuring the timely design, delivery, and 
implementation of the protective measures, ultimately ensuring the longevity of the well. 
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Fig. 4- Roller Sub Design                                              Fig. 5- Drag Test Results 
3.2 Providing uniform wellbore under balance at the time of firing for optimal perforation 
tunnel cleaning across the entire perforating interval 

Another challenge faced in the project was the need to provide a uniform wellbore under balance 
at the time of firing to ensure optimal perforation tunnel cleaning throughout the entire perforating 
interval. To address this challenge, Expro utilized our expertise in TCP (Through Tubing 
Conveyed Perforating) operations due to its ability to simultaneously create and clean long sections 
of the perforating interval. The process involved using explosive jet charges to create holes in the 
gun body, wellbore casing, and formation, forming perforation tunnels.  

Dynamic Underbalance (DUB) was employed to achieve uniform cleaning; DUB allowed higher 
pressure formation fluid to surge-clean the perforations into lower pressure evacuated guns, 
maintaining a pressure of 0 psi [Fig. 6]. By implementing these methods, the project aimed to 
ensure effective and thorough cleaning of the perforation tunnels, enhancing overall operational 
efficiency. 

Note: DUB is a timed event:  

• First, the perforating guns fire- Completed in µsec 

• Next, DUB occurs- Completed in msec through secs 

To actuate the gun system through closed-system CT, Expro's proprietary Auto-Vent Firing 
System, using absolute pressure, was selected as fit-for-purpose for this application. 

       
Fig. 6- Dynamic Underbalance, Fadzil et al (2021)             Fig. 7- Proprietary Auto-Vent Firing Assembly 
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3.3 Successful deployment of long bottom hole assembly (BHA) 

It was essential to ensure the successful and safe deployment, firing, and retrieval of an extended 
bottom hole assembly (BHA) since the Client required we run long intervals of large OD 
perforating guns with high-shot density on small-diameter Coiled Tubing. The perforating guns 
had an outer diameter of 114 mm (4.5 in) and a high shot density of 39 shots per meter (12 shots 
per foot). The Coiled Tubing had a small outer diameter of 50.8 mm (2.00 in), tiny AMT threads 
with a diameter of 38.1 mm (1.50 in), and low tensile strength of 42,000 lbs.  

The Company's Reservoir Engineering team took remedial measures to address this challenge. 
They performed shock modeling using PulseFrac to evaluate and ensure the successful 
deployment, firing, and retrieval of the long BHA on Coiled Tubing [Fig. 7, Tables 4]. By 
conducting this analysis, the team aimed to mitigate potential risks and uncertainties associated 
with the Coiled Tubing operations, ensuring the project's overall operational success and safety. 

 

  

Fig. 8- Modeling results showing no failure points   Table 4- PulseFrac modeling results 

 
Of special importance: 

• Top Graph- Final Skin = -0.3, at/or below +1.0 indicates like-virgin formation with no 
damage.  

• Middle Graph- Max Tool Movement = -8.12 ft/ -2.47 meters, which indicates that the BHA on 
Coiled Tubing moves up but does not fail 

• Lower Graph- Static UB generated= 49 bar/ 714psi, with DUB generated= 406 psi. This 
pressure directly affects the BHA movement due to shock as fluid enters empty gun carriers.   

 

Additionally, we worked with the Client to split the perforation intervals into two separate runs. 
However, this approach introduced a new challenge that must be addressed (#3a) [Fig. 8,9]. It is 
essential to note the gun systems selected for the different wells.  
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• For Injectors: 

1. Lower Alblasserdam- 150m, 114mm/ 4.5in OD, 39spm/ 12 spf, Deep Penetrating (DP) 
charge 

2. Upper Delft- 50m, 114mm/ 4.5in OD, 39spm/ 12 spf, DP charge (reactive) 

• For Producers: 

3. Lower Alblasserdam- 150m, 114mm/ 4.5in OD, 39spm/ 12 spf, Good Hole (GH) charge 
4. Upper Delft- 50m, 114mm/ 4.5in OD, 39spm/ 12 spf, DP charge (reactive) 

By carefully selecting the appropriate gun systems and splitting the perforation intervals, the 
project aimed to overcome the challenges associated with deploying and retrieving the BHA on 
Coiled Tubing, ensuring successful operations and achieving project objectives. 

• 1st Runs: Standard DP or GH charges used: 

• Knowing that debris and perforation tunnel plugging would occur, we used DUB to surge 
clean to remove debris and crushed zone. 

 
Fig. 9- DP or GH system (Third party provider- Perforating gun system) 

2nd Runs: Reactive liner DP charges used: 

• Well has open perforations and is now at a balanced pressure condition, so DUB is no 
longer possible. 

• Instead, used Reactive Liner DP charges, which provide cleaning/ opening of the 
perforation tunnel like DUB. 

 
Fig. 10- Reactive liner system (Third party provider- Perforating gun system) 
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3.4 Managing risk of two independent rig setups, which required different lifting, handling, 
risk assessment, and personnel competencies and training. 

One of the challenges faced in the project was effectively managing the risk associated with using 
two independent rig setups, each requiring different lifting, handling, risk assessment, and 
personnel competencies and training. The project involved the utilization of two setups. The first 
setup involved a standard land drilling rig, which utilized rig equipment such as hoists and blocks 
for lifting operations [Fig. 11]. The second setup was rig-less, utilizing a Coiled Tubing Tower 
and Work Platform, which relied on a crane truck and Coiled Tubing (CT) unit for lifting [Fig. 
12].  

To address this challenge, the Company had trained and competent personnel skilled in performing 
operations on both setups. Additionally, the Company possessed a full suite of equipment, 
including proprietary and third-party equipment, specifically designed to ensure the safe pickup, 
deployment, retrieval, and laydown of the required components [Fig. 13]. By having well-trained 
personnel and a comprehensive set of equipment, the project aimed to effectively manage the risk 
associated with the different rig setups, ensuring safe and efficient operations throughout the 
project. 

         

Fig. 11- Land drilling rig                    Fig. 12- 3rd party Coiled Tubing            Fig. 13- 3rd party Coiled Tubing 
                                                                    BOP/ Lubricator/ Work Platform            BHA- (same for both setups) 

3.5 Executing efficiently to tight timelines around an active drilling project prevents costly 
downtime and penalties. 

One of the significant challenges in the project was executing efficiently within tight timelines 
while working around an active drilling project, aiming to prevent costly downtime and penalties. 
The Company had to navigate these time constraints to avoid delays carefully. To address this, we 
collaborated with the Client and several separate companies responsible for different aspects of 
the project. An integrated project management solution led by the Company was the key to success, 
ensuring that information was effectively communicated and shared among all stakeholders. The 
Company also relied on established relationships with key suppliers, who expedited deliveries and 
adjusted schedules to meet the demanding delivery times required. We tapped into a deep 
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personnel pool of employees and consultants to ensure comprehensive personnel coverage. 
Subsequently, all potential personnel were trained using project-specific equipment and held in-
country, ready for deployment on Day 1 [Fig. 14, 15, 16].  

By implementing these measures, the project aimed to overcome the challenge of tight timelines 
and an active drilling project, ensuring efficient execution and avoiding costly downtime or 
penalties. 

 

                

Fig. 14- Company personnel                     Fig. 15-View of the Netherlands                   Fig. 16- Personnel 
   inspecting firing head assemblies       infrastructure visible from rig floor          inspecting GRE casing 
    during in-country training                                                                                         during the Rig Visit 

4. Reservoir Analysis 
The perforation analysis model used Prosper PETEX™. The calculated gun penetration length 
and entrance hole diameter came from the SPOT calculation tool. At the same time, the inflow 
performance curve used the Darcy IPR model and System IPR/VLP model. MacLeod was used 
to calculate the mechanical/geometric skin, while Cinco /Martin-Bronz Skin model has been 
used in this model to calculate the skin due to partial penetration. 

4.1 Injection Well Flow Performance Results 

Note: Estimated results based on reservoir parameter input and digital model analysis output, not 
actual results. 

Expro Subsurface Engineering analyzed the perforating guns for the Expro Netherlands 
Geothermal Water Injector Project. As such, for an injector well, two cases have been investigated. 
 
Case 1 examined the performance of the deep penetration gun configuration from DYNA (DYNA 
4.5" DW 22.7g DP RDX/St) used at three upper perforation intervals in the Delft formation. The 
best results were from Case 1c, yielding 258 m3/hour in Perforation Flow Performance [Table 5, 
Fig. 17] 
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Case 2 examined the performance of the deep penetration gun configuration from DYNA (DYNA, 
4.5" 23g DPEX HMX St) used at the seven lower perforation intervals in the Alblasserdam 
formation. The best results were from Case 2g, yielding 263 m3/hour in Perforation Flow 
Performance [Table 6, Fig. 18] 
 
This table on the next page represents the estimated injection perforation flow performance based 
on the data provided by the Client. Below are the gun performance results tables generated based 
on the modeling work undertaken and the data supplied by the Client. The table shows the gun's 
total penetration depth and casing entrance hole diameter with the resultant perforation flow 
performance. We calculated the IPR/VLP injection flow potential in m3/hr from the IPR of the 
layers of interest. 
 
4.1.1 Run 1:  

Upper Delft Formation - shot 50 psi static underbalanced, so automatic formation surge-cleaning 
probable (Formation P > Wellbore P) 

• The Client selected three small perforation intervals within the larger formation interval 
based on the geologic interpretation of log data: these were the best stringers within the 
Delft sand section. 

• The gun system used DP charge (Before the small entry hole and narrow penetration to 
begin with), which provided no formation cleaning as part of the perforation creation event; 
however, static UB provided that (After the same entry hole but a large clean tunnel). 

 

Table 5- Modeling Analysis for Injector Run 1 
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Fig. 17- Case 1c- Perforation flow performance under downhole conditions 

                                                                
4.1.2 Run 2:  

Lower Alblasserdam Formation- shot balanced conditions, so no automatic formation surge-
cleaning possible (Formation P= Wellbore P)  

• The Client selected seven small perforation intervals within the larger formation interval 
based on the geologic interpretation of log data: these were the best stringers within the 
Alblasserdam silty sand section. 

• The gun system used DP "Reactive" charge (Before the small entry hole and narrow 
penetration to begin with) to provide formation cleaning as part of the perforation creation 
event (After the same entry hole but a large clean tunnel). 

 

 
Table 6- Modeling Analysis for Injector Run 2 
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Fig. 18- Case 2g- Perforation flow performance under downhole conditions 

 
Note: This is a reversal in the Clients original plans, where he planned: 

• Run 1 to perforate the lower Alblasserdam with DP charges using SUB (50 bar/ 725 psi) 
• Then Run 2 perforate the upper Delft with Reactive DP charges with a balanced wellbore. In 

actuality, the program changed: 
• Run 1 to perforate the upper Delft with DP charges using DUB, 
• Then, Run 2 perforate the lower Alblasserdam with Reactive DP charges with a balanced 

wellbore. 
 
The Client changed his decision due to losses during drilling. He switched the order to allow the 
cleaner Delft to be underbalanced for optimum cleaning, leaving the more extensive and less clean 
Alblasserdam for reactive liners. 
 
4.1.3 Post-Job Analysis:  

Compare modeling data to Client flow test results: 

• Injector (related to models in 2.3.1 and 3.1)- ran PLT, but spinner stopped, so unfortunately, 
no good data. 

• However, promising results from injection test  
o Top perforations took 70% vs. 30% for the bottom  

 
Compare that to the original model, which calculated Final Skin= -0.3, so close match. 
 

 
Table 7- PulseFrac modeling results for Injector 
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4.2 Producer Well Flow Performance Results 

Note: Estimated results based on reservoir parameter input and digital model analysis output, not 
actual results. 

4.2.1 Run 1:  

Lower Alblasserdam Formation- shot 30 psi static underbalanced, so automatic formation surge-
cleaning probable (Formation P > Wellbore P) 

• Twelve small perforation intervals were selected within the larger formation interval based 
on geologic interpretation of log data identifying the best stringers within the Alblasserdam 
silty sand section. 

• The gun system used GH charge (Before moderate entry hole and shorter moderate 
penetration to begin with), which provided no formation cleaning as part of the perforation 
creation event; however, static UB provided that (After same entry hole but large clean 
tunnel). 
 

 
Table 8- Modeling Analysis for Producer Run 1 
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Fig. 19- Case 1a- Perforation flow performance under downhole conditions 

 
4.2.2 Run 2:  

Upper Delft Formation- shot balanced conditions, so no automatic formation surge-cleaning 
possible (Formation P= Wellbore P)  

• Six small perforation intervals selected within the larger formation interval based on geologic 
interpretation of log data identifying the best stringers within the Delft sand section. 

• The gun system used GH charge (Before moderate entry hole and shorter moderate penetration 
to begin with), which provided no formation cleaning as part of the perforation creation event. 
With no under balance possible, no perforation tunnel was provided (After the same entry hole 
and same perforation tunnel). 
 

 
Table 9- Modeling Analysis for Producer Run 2 
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Fig. 20- Case 2c- Perforation flow performance under downhole conditions 

 
4.2.3 Post-Job Analysis:  

Compare modeling data to Client flow test results: 

• Producer using GH charges- ran PLT, but spinner stopped, so no data 
• However, good results from injection test: 

o Top perforations took 70% vs. 30% for the bottom  
o Final Skin= - 0.75 

Compare that to the original model, which calculated Final Skin= -0.3, so close match. 

 

Table 10- PulseFrac modeling results for Producer 

5. Recommendation 
Given the acceptable results in the Producer well when using Good Hole (GH) charges, the next 
Injection well will be tested with GH charges to compare against the first well, which used the DP 
and DP reactive charges. 

This downhole result comparison will allow the optimization of further completion designs. 
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6. Conclusion 
The Greenport Westland-Oostkand area has a long history of geothermal production since 2007. 
The project is a geothermal district heating initiative located near Maasdijk, NL. As part of the 
master plan, 153 doublets will exist across a vast area of 170 km2. Its objective is to provide heat 
to 25% of Greenport's greenhouses for 30 years. 

Previous wells drilled and completed by the Client in the area encountered sand production and 
integrity challenges. As a result, the completion plan involved perforating the wells using a 
continuous string of Tubing Conveyed Perforating (TCP) guns with the Static/Dynamic 
Underbalance (DUB) technique.  

Expro was awarded a ten-well TCP project for a geothermal district heating initiative. The project 
consisted of five pairs of wells, known as doublets, each with specific target sandstones. The first 
target zone, Delft, comprised shallower, cleaner, and thinner sandstones, with a gap of 
approximately 150m/492 ft between them. The second zone, Alblasserdam, featured deeper, less 
clean, and thicker sandstones.  

To date, two wells (4 runs total) have been completed, with several challenges addressed as part 
of the successful completion. We discussed the specifics of the challenges within this paper. 

The Client derived significant value from the project by efficiently applying proven completion 
technology and expertise from the oil and gas industry. This approach aimed to enhance 
productivity in the geothermal project, thereby bolstering energy security and supporting energy 
transition initiatives.  

To ensure the successful completion of the project, the Company provided an integrated project 
management solution encompassing technical expertise, supply chain coordination, and 
operational excellence. 

 The injection and production results are undergoing further analysis to evaluate the effectiveness 
of the selected gun systems and optimize the bottom hole assembly (BHA) assemblies for future 
use in these wells.  

By leveraging these strategies and conducting thorough evaluations, the project aimed to deliver 
tangible benefits to the Client, fostering increased productivity and success in this geothermal 
venture. 
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ABSTRACT 

Over the last decade, geothermal operators increased their use of legacy electric submersible pump 
(ESP) technology in lower- and medium-enthalpy wells because of the significant practical 
benefits over conventional line shaft pumps, establishing a favorable performance record. At the 
same time, a reliable and flexible lifting solution suitable for high-enthalpy wells did not exist in 
the industry. 

Extensive expertise derived from petroleum applications, combined with recent breakthroughs in 
high-temperature materials and ESP technology, resulted in a purpose-built geothermal ESP 
system capable of delivering over 1,000 HP with high reliability and efficiency in extreme well 
temperatures of more than 200ºC (392ºF). 

Pilot deployment at Kizildere geothermal field in Turkey helped to validate performance and 
demonstrate longer-term reliability for the newly developed high-enthalpy geothermal ESP, while 
boosting individual well revenue by over 50% for the operator. 

1. Introduction 
The world is now putting an increased focus on more-efficient utilization of geothermal resources 
to meet global demand for power generation and district heating applications, in line with 2050 
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net-zero emissions commitments. Geothermal assets offer an abundant, clean, sustainable, 
dependable, and cost-competitive option compared to traditional hydrocarbon and alternative 
renewable sources. 

As a result, installed geothermal capacity for power generation alone (Fig. 1) is poised to at least 
double by the end of the decade. This is enabled primarily by new well drilling, and, potentially, 
repurposing of existing petroleum wells at a fraction of new project cost (Ashena, 2022). At the 
same time, existing assets may experience further deterioration in reservoir pressure and hence 
production deliverability, necessitating an efficient and reliable artificial lift mechanism. 
Additionally, certain governmental incentives have been introduced by leading geothermal-
producing nations to boost sustainable power generation in the short to medium term, offering the 
operators an attractive option to maximize recovery from their aging reservoirs with artificial lift 
support. 

 
Figure 1: Projected growth in geothermal power generation capacity (after Rystad). 

 

For nearly 100 years, the petroleum industry has relied heavily on electric submersible pump (ESP) 
technology for its lifting requirements. It is estimated that ESPs currently account for 
approximately 80% of global oil production and are deployed in close to 200,000 production wells. 
This has driven major developments in ESP technology to enable reliable operation in a variety of 
well environments globally, from relatively benign (characterized by lower temperature, stable 
inflow, and absence of abrasive and corrosive components in the produced fluid) to extremely 
harsh conditions that include bottomhole temperatures of up to 250ºC (482ºF) at pump intake. 
Most recently, dedicated geothermal ESPs have been engineered by leading ESP suppliers, 
leveraging extensive expertise from high-temperature and high-reliability petroleum applications, 
while addressing specific challenges of geothermal projects. 
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It is projected that approximately 800 wells will be drilled yearly by 2030 to feed geothermal 
power plants (Fig. 2). Nearly half of these wells will fall in the 250ºC (482ºF) and lower 
temperature category, which now makes them potentially pumpable with the new geothermal ESP 
designed for high-enthalpy wells. 

 
Figure 2: New geothermal well drilling forecast (after Rystad). 

 

Depending on the actual bottomhole temperature, suitable ESP technology can be configured that 
meets the well conditions and project economics. This paper will highlight major design 
improvements of ESP technology tailored for high-enthalpy geothermal wells, along with the key 
advantages of ESP use over traditional line shaft pump (LSP) applications. These include higher 
production capability in deep and deviated wellbores due to closer placement to the reservoir, 
lower parasitic losses due to higher motor and pump efficiency, and maintenance-free operation. 
The history of high-temperature, high-power, and high-reliability ESP development and 
operational performance will be summarized. Finally, case studies and the record of ESP 
performance in geothermal wells will be presented, ranging from lower-enthalpy wells in the US 
to higher-enthalpy applications in Iceland and Turkey, including the pilot installations of the newly 
developed high-temperature geothermal ESP. 

2. Comparison of Electric Submersible and Line Shaft Pumps 
Historically, line shaft pumps have been the dominant artificial lift method in geothermal wells 
that fail to sustain economically sufficient rates with reservoir energy alone. The eventual need for 
mechanical lifting may be precipitated by gradual reduction in reservoir pressure and/or loss of 
noncondensable gases (NCG) content over time, resulting in reduction, or complete loss of artesian 
flow against wellhead pressure requirement, dictated by surface power plant and piping network 
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setup. In some cases, it may be beneficial to artificially lift the well from the onset of production 
due to higher flow rate capability and better economics. 

The fundamental advantage of LSP technology is that the most complex and vulnerable 
component, the electrical motor, is placed on the surface rather than downhole. This protects the 
motor from well fluid exposure and enables quick and relatively inexpensive repair if a motor fails. 
However, this also places a significant limitation on LSP applications—since the motor is linked 
with the pump by a long rotating shaft, an LSP can only be deployed in a relatively straight section 
of the well and to a maximum depth of ~250 m (Aydin et al., 2021). 

ESPs, on the contrary, have been successfully deployed in very deep wells and at very high 
deviation, including horizontal bores.  A 1936 Tulsa article in the newspaper Tulsa World aptly 
described the ESP (a novel invention at the time) as “an electric motor with the proportions of a 
slim fencepost which stands on its head at the bottom of a well and kicks oil to the surface with its 
feet” (Aoghs.org Editors, 2023). 

Placing the ESP motor and pump intake “at the bottom of the well”, or much closer to the reservoir, 
unlocks additional drawdown capability that is simply not possible with LSP technology. ESPs 
can also be designed to operate at much higher speed (with surface variable speed drives), helping 
to increase production flexibility and/or further reduce the overall length of the system for even 
better placement in deviated wellbores. Other researchers (Lovekin et al., 2020) mention the 
following additional advantages of ESPs over LSPs: 

• The ESP is compatible with scale inhibitor injection. Since the ESP is deployed on tubing 
(or smaller casing) much closer to the producing interval, chemical can be delivered at a deeper 
point with better efficacy. 

• Installation time and cost are reduced due to factory-prepared, modular components. 
Current ESP technology does not require oil servicing during installation or at any point during 
the operation of the ESP. According to Aydin et al. (2021), an LSP workover requires 15 to 20 
days in total, while ESP can be replaced much more quickly in only 2 to 5 days. 

• There is no contamination by lube oil (required for LSP operation) of reservoir or process 
fluid due to self-contained lubrication. 

Additionally, in higher-enthalpy wells, it may become necessary to reduce the temperature by 
introducing cooler water and/or further decrease LSP setting depth to minimize thermal expansion 
effects and achieve better reliability. Even then, LSP longevity may not be satisfactory (Bilfinger 
and Thorbergsson, 2021), leading to premature failures, process disruptions, and expensive and 
time-consuming workovers. 

Since all ESP components (Fig. 3) are deployed downhole and continuously exposed to high 
bottomhole temperature (combined with additional heat rise generated by the ESP motor and pump 
itself), it is obvious that they must be designed with suitable materials and superior reliability to 
deliver commercially viable runtimes in such extreme conditions. While originally ESPs have not 
been intended for high-temperature applications, major technology breakthroughs in the recent 
decades enabled ESP use in very high temperature environments, albeit predominantly in the 
petroleum sector to date. 
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Figure 3: ESP system components. 

 

Despite these benefits, so far ESP technology has found limited use in high-enthalpy geothermal 
wells, largely due to significant limitations in motor horsepower and, hence, flow capacity. A 
purpose-built geothermal ESP for high-enthalpy applications should uniquely combine the 
following capabilities: 

• High temperature resistance, enabling deployment in wells with >200ºC (392ºF) 
bottomhole temperature 

• High horsepower (>1,000 HP) and flow rate (>1,000 tons per hour) capacity 

• High reliability and extended run life measured in years not days or months, eliminating 
costly workovers and process disruptions 

• High system efficiency, reducing the parasitic load 

While there are existing ESP technologies capable of addressing these requirements individually, 
they have not been available in a single ESP system until recently. We will now discuss in more 
detail the foundations of these specific developments and how they all came together in the unique 
geothermal ESP offering tailored specifically for high-enthalpy wells. 

3. Development of High-Temperature ESP 
The story of the original ESP starts well over a century ago and is tightly linked to the name of 
Armais Arutunoff, a Russian engineer of Armenian origin (Aoghs.org Editors, 2023), who 
eventually immigrated to the US in 1923. Arutunoff was able to accomplish a seemingly 
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impossible task of designing a sealed, oil-filled electric motor capable of operating fully 
submerged, in a relatively slim casing (Fig 4). Arutunoff engineered a seal, or “protector” unit, 
placed on top of the motor to prevent motor oil contamination with well fluid, and used his 
invention to drive a multistage centrifugal pump deep inside a wellbore to produce oil and water. 

 
Figure 4: ESP inventor Armais Arutunoff pictured next to his submersible motor, circa 1936. 

 

Arutunoff’s REDA (Russian Electro Dynamo of Arutunoff) pump is the very foundation of today’s 
ESP technology, and many of the original concepts still hold true. For example, placing the motor 
below the pump intake enables the heat generated by motor windings to be efficiently transferred 
to the produced fluid flowing past the motor—a neat solution to facilitate superior motor cooling. 

Over the following decades, ESP technology was gradually improved and developed to address 
various challenges in petroleum wells, ultimately becoming the dominant artificial lift method and 
producing approximately 80% of global oil, most commonly in moderate bottomhole temperatures 
of 70 to 100ºC (158 to 212ºF). However, at the turn of the century, a new challenge emerged in 
the form of heavy oil and bitumen applications. These operations required high-temperature steam 
to be injected into the reservoir to reduce the oil/bitumen viscosity to the point that a centrifugal 
pump can efficiently handle, but also resulting in bottomhole temperatures far beyond what a 
conventional ESP could manage. This spurred the development of a high-temperature ESP (Fig. 
5). 
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Figure 5: High-temperature (HT) ESP development milestones. 

 

For example, steam-assisted gravity drainage (SAGD) applications in Canada required an ESP 
with up to ~300 HP at 250ºC (482ºF) ambient bottomhole temperature rating. Such temperatures 
place extreme stress on multiple system components, primarily on nonmetallic materials, 
especially after extended exposure resulting in thermal aging. Caridad and Shang (2019) describe 
the following key ESP failure points and areas that needed substantial improvement to enable 
reliable operation at high temperatures: 

• The motor insulating system is impacted by both well ambient temperature and the 
temperature rise caused by operation of the motor itself. This was addressed by development and 
extensive qualification of new high-temperature materials used for winding wire insulation and 
other insulating components. 

• Axial and radial bearings operate with high friction due to high mechanical loads and 
reduced oil viscosity at elevated temperatures. This required use of hard ceramic bearings with 
improved wear resistance, specially formulated high-viscosity oil, and a new mechanism to fill the 
motors and protectors with clean, purified, and degassed oil during the manufacturing process. 

• Shaft seals, located in the protector unit, serve as a sacrificial barrier between the harsh 
well environment and clean oil inside the motor. These seals are critical to reliability, as increasing 
the number of seals and their individual robustness directly results in improved ESP longevity and 
reduction of failures. Bespoke metal bellow shaft seal design with extended travel was necessary 
to address these requirements. In addition, metal bellow oil compensation chambers are used 
instead of elastomeric, to accommodate motor oil expansion and contraction during operational 
cycles. 

• Elastomers, primarily joint O-rings, are subject to hot water and (sometimes) steam 
exposure. A new high-temperature fluoropolymer recipe was ultimately developed to withstand 
higher temperature and provide increased tolerance to steam. In addition, a dual seal system was 
introduced to ensure proper sealing at very low (such as ambient conditions during winter installs 
in Canada) and very high (when operated downhole) temperatures. 
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Significant improvements in reliability have been demonstrated with described technology 
upgrades across three most-recent generations and several thousand installations of high-
temperature ESP systems (2003 to 2017). Specifically, the fourth-generation system delivered 
~10% reliability improvement over previous generation, and over ~40% higher 1-year 
survivability compared to the older second-generation high-temperature ESP (Fig. 6). A smaller 
number of systems demonstrated extraordinary run times of ~10 years or more at extreme 
bottomhole temperatures of over 200ºC (482ºF). As the well conditions continued to become even 
hotter and harsher, ESP technology was able to successfully rise to the challenge and ultimately 
became the backbone of SAGD heavy oil production. 

 

 
Figure 6: Survivability improvement for different generations of high-temperature ESP (after Caridad and 

Shang, 2019). 

 

4. Bridging the Power and Reliability Gap 
Despite excellent performance of the SAGD ESP in extreme temperature oil-well applications, 
relatively low power availability (less than 300 HP at the rated bottomhole temperature of 250ºC, 
or 482ºF, required in shallow heavy-oil wells) and reduced flow-rate capacity restricted its 
practical use in most geothermal projects. To bridge this gap, it was necessary to tap into offshore 
deepwater subsea ESP expertise. 

By design, subsea ESPs must deliver higher power and flow rate (indicative of deep and prolific 
offshore and subsea oil wells) and guaranteed reliability, considering the multimillion-dollar (and 
up to tens of millions) workover cost of a subsea well. A commonly installed offshore/subsea ESP 
today has 1,500-HP motor capacity and is expected to operate for at least 5 years with 95% 
confidence before needing a workover (Vergara et al., 2019). 

Meeting this steep reliability target required a radical overhaul of engineering, manufacturing, and 
operational practices, compared to a conventional onshore ESP. Pastre and Fastovets (2017) 
presented results of a methodical failure analysis and holistic ESP run life improvement for a major 
offshore project in the North Sea, based on the data collected from over 200 ESP installations and 
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162 failures between 2003 and 2017. Focusing specifically on the electrical subsystem reliability 
(motor, protector, and motor lead extension or MLE), they demonstrated that 100% survivability 
for 2 years (as of 2017) is achievable with latest component and material upgrades in a fourth-
generation system (Fig. 7). According to 2022 data available to the authors, all fourth-generation 
units installed between 2015 and 2016 (with exception of one pulled for reservoir reasons) 
referenced in the 2017 paper were still operational in 2022, demonstrating run life of 5 to 7 years 
at that point. 

 

 
Figure 7: Survivability comparison of different generations of electrical subsystem  

for offshore ESP (after Pastre and Fastovets, 2017). 

 

Similarly, Vergara et al. (2019) describe the deepwater subsea ESP reliability improvement for 
Jubarte project offshore Brazil. The project uses 1,500-HP ESP boosters deployed on the seabed 
at water depth of ~1,300 m (~4,260 ft), which makes intervention for ESP replacement very costly 
and places a very high premium on reliability. At least 50% of recorded system failures in the 
project are related to the motor (part of electrical subsystem). Therefore, major engineering efforts 
went to improving motor and power delivery system robustness since the start of the project in 
2009. 

Among the vast number of motor design improvements, two stand out as perhaps most critical to 
reliability: 

• High power, split phase MLE (electrical power delivery system) 

• Stator winding encapsulation 
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The MLE runs alongside the ESP and connects the power cable (that runs all the way to the surface) 
to the power terminals in the motor head. In a higher-power application, it is required to carry high 
voltage (up to 5,000 volts) and high amperage (over 200 amps), also resulting in significant heating 
both from the current load and the ESP temperature rise. Additionally, it must protect the copper 
conductor from well fluid attack and provide reliable connector sealing into the motor head, over 
the multiple deep temperature cycles encountered during installation, operation, and shutdowns. 

Conventional MLE designs were not fit for subsea applications, which prompted development of 
a completely new split-phase, high-power delivery system for the subsea ESP (Fig. 8). Split-phase 
design enabled improved insulation, mechanical protection, and heat dissipation in a smaller and 
more reliable package than legacy systems. Polyetheretherketone (PEEK) insulated conductor 
provided high current capacity, excellent thermal stability, and dielectric strength. The new MLE 
design demonstrated excellent performance in service and eliminated MLE-related failures in 
high-horsepower applications.  

 

 
Figure 8: High-amperage split-phase motor head and MLE for subsea and geothermal ESP. 

 

Another challenge was to improve motor thermal performance. As explained previously, an ESP 
motor is cooled by produced fluid flowing past the motor housing. As motor power increases, so 
does the heat generated by the motor windings due to inherent internal losses. Evacuating the heat 
from the windings to the housing of the motor is a critical requirement to ensure the motor runs as 
cool as possible with minimum heat rise over ambient, greatly contributing to longer run life. 
Clearly, at the high ambient temperatures typical in geothermal wells, effective heat dissipation 
becomes even more critical. There are three commonly used techniques to fill the voids between 
the wires in the stator slots affecting the heat transfer performance: 

• The slots can be filled with oil (no wire retention). Motor oil has good dielectric properties 
and acceptable thermal conductivity. This was the design employed in the original SAGD system 
fit for lower-horsepower, high-temperature applications. 
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• Varnish, a commercially available resin, helps to mechanically secure and protect the wires 
in the slot and provides improved dielectric strength, but it is also thermally insulative, resulting 
in increased motor internal temperature. While originally used in high-horsepower subsea systems, 
it was eventually phased out by far superior encapsulation technology. 

• In encapsulation, stator wires and ends are sealed with specially designed compound. When 
cured, this results in a complete and void-free stator fill with hard polymer that is highly electrically 
insulative but very thermally conductive at the same time. Encapsulation provides the most 
effective mechanism to evacuate the heat from the motor core to the housing, and then to the 
produced fluid. In addition, encapsulation provides superior mechanical support for the wires, as 
well as chemical protection from hydration (moisture ingress) process, in an unlikely event of well 
fluid penetrating the motor. 

Continuous failure-based design improvements helped to boost mean time to failure (MTTF) for 
all high-horsepower deepwater subsea ESPs installed offshore Brazil between 2010 and 2023 to 
over 4 years, with longest surviving system running for over 12 years at the time of writing. This 
clearly demonstrates that ESPs are now capable of delivering dependable performance in power-
demanding and reliability-critical applications. Combined with high-temperature ESP technology, 
this lays a solid foundation for the ultrareliable, high-enthalpy geothermal ESP system. 

5. Solving the Efficiency Imperative 
Total ESP system efficiency is mainly defined by the hydraulic efficiency of the centrifugal pump 
(load) and the electrical efficiency of the motor (driver). Therefore, both need to be addressed to 
deliver superior performance. 

While universally important, in geothermal applications, ESP efficiency plays a far more critical 
role than it does in petroleum wells, due to combination of two factors: 

• Lower efficiency (more internal losses) results in drastically higher heat rise in the pump 
and the motor. This adds up to already very high ambient wellbore temperatures, effectively 
limiting the output from the system (especially the motor) in terms of useable power and flow rate. 
This is exacerbated by the high-power requirement in most geothermal wells, which means much 
more heat is generated that needs to be dissipated. 

• Parasitic power consumed by ESPs directly detracts from commercial power output by the 
plant, greatly impacting project economics. 

In the last decade alone, rapid advancements in digital computational fluid dynamics (CFD) tools, 
computing power, and additive manufacturing technologies unlocked incremental hydraulic and 
electromagnetic performance that was previously unthinkable. As an example, running automated 
CFD optimization on a high-performance computer (HPC) cluster (Fig. 9) allows rapid analysis of 
tens of thousands of prospective flow geometries in a short span of few weeks, as opposed to only 
few hundred iterations from the legacy manual process, which would still take many months to 
complete. In this example, improvement of 4 points in hydraulic efficiency was achieved together 
with 30% improvement in lift performance over the manual design baseline, resulting in a much 
shorter and efficient pump that can be deployed deeper in deviated bores and operated with far less 
power consumption. This engineering process now enables tailored high-flow geothermal pump 
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designs geared for maximum efficiency, which translates to more production and lower parasitic 
losses. 

 
Figure 9: Evolution of hydraulic pump stage design. 

 

No less impressive are possible efficiency gains on the motor side. As of today, the vast majority 
of ESPs in oil wells are operated with legacy asynchronous induction motor (IM) technology. 
Simple and reliable, IM motors are built with copper bars in the rotor that resemble a squirrel cage 
(Fig. 10). In operation, a secondary magnetic field is “induced” in the rotor by the primary rotating 
field in the stator, which results in internal losses (additional heating) and relatively lower motor 
efficiency. While this may be perfectly acceptable for lower-temperature applications (and/or even 
for lower horsepower at high temperature ones), it ultimately restricts motor output in extreme 
temperatures, in addition to consuming more power to deliver the same production. 

The permanent magnet motor, or PMM, is an alternative and emerging technology in the petroleum 
space that is quickly gaining traction with operators, especially in places with higher energy cost 
and as a proven solution for reducing the carbon footprint. The PMM rotor is built with strong, 
rare-earth magnets that provide a constant magnetic flux. As a result, PMMs operate with 
substantially higher efficiency (up to 95%), higher power factor, and lower heat rise compared to 
IMs, enabling higher output from an identically sized unit, all while reducing surface power 
consumption and footprint. To realize these benefits, a suitable variable speed drive (VSD) with 
dedicated PMM control algorithm is required. 

 
Figure 10: IM vs PMM rotor construction. 
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In their work analyzing over 200 ESP installations with PMMs in Colombia, Villalobos et al. 
(2021) concluded that savings of over 10% in active (kW) and 40% in reactive (kVA) power are 
realized when converting from IM to PMM technology in oil wells. This results in a more attractive 
total cost of ownership, and a favorable reduction in carbon emissions and physical footprint for 
the PMM. 

6. Bringing it all Together 
We have so far witnessed impressive technological improvements and documented ESP reliability 
gains in a variety of extreme and performance-critical environments. These include very high 
temperature (SAGD), high-power (subsea), and high-efficiency (PMM) applications. Together, 
they represent over 20 years and tens of millions of dollars prior investment in technology 
development, qualification, and validation both at component and system level. 

These technologies are ideal ingredients for a high-enthalpy geothermal ESP, if they were 
available in a single, purpose-built system. Naturally, this became exactly the scope of the bespoke 
geothermal ESP development that was initiated at the end of 2019. The new system had to deliver 
up to 1,000 HP and reliably operate at up to 300ºC (572ºF) internal motor temperature, resulting 
in guaranteed run time of at least 1 year in high-enthalpy wells. 

Despite the very strong foundation, several technical challenges needed to be addressed 
specifically for geothermal well applications. Radov et al. (2023) highlight the following areas that 
required most engineering attention: 

• The proprietary insulation and encapsulation materials and manufacturing process enable 
operation at extreme motor temperatures of up to 300ºC (572ºF). While the encapsulation 
technology used in the geothermal ESP is derived from the subsea system, the recipe and process 
(filling and curing) were optimized to fit the new mission profile. Rigorous testing was performed 
to ensure all components could sustain long-term exposure to high voltage and high temperatures 
without degradation. 

• Permanent magnets used in the PMM rotor had to maintain magnetization despite 
prolonged exposure to high temperature and strong magnetic fields. Since the PMM technology 
itself is relatively new, the performance data in extreme applications is limited. Bespoke high-
temperature magnet design, as well as extensive performance and aging testing, was necessary to 
qualify this critical component. 

• Thermal expansion and contraction effects were important considerations. The fully 
assembled system, depending on the configuration and well conditions, can exceed 100 ft in length, 
which requires careful selection of materials with matching coefficient of thermal expansion 
(CTE) and design clearances to ensure no misalignment or excessive radial or axial loads are 
introduced anywhere in the system during the operation at extremely high temperatures. 

• Chemical compatibility is important because most geothermal wells are known to be far 
more corrosive and prone to scaling than traditional petroleum wells. While an ESP completion 
enables continuous chemical injection below the pump intake (via capillary tube that runs 
alongside tubing and ESP), extra care was taken with elastomers selection based on the chemical 
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composition of the geothermal fluid. In addition, a corrosion-resistant coating and sealant were 
applied externally to ESP housings for added protection. 

As the new geothermal ESP relies on PMM technology exclusively for superior efficiency and 
maximum horsepower output, a comprehensive qualification schedule was developed for surface 
VSDs to ensure compatible, efficient, and safe operation. As a result, several VSD designs with 
proprietary PMM control algorithms and optimized settings (accounting for specific motor 
parameters) were tested and accepted for service. 

This newly developed geothermal offering represents the pinnacle of modern ESP technology in 
terms of robustness and efficiency, leveraging decades of experience and incremental 
improvement in petroleum applications, but tailored to the unique challenges of present and future 
high-enthalpy geothermal wells. Depending on the specific wellbore conditions and desired 
production, a suitable and cost-effective system configuration may be selected that employs all, or 
only some, of the features discussed in above sections. In the following few sections, we will look 
at the historical performance of legacy ESPs in geothermal applications, ranging from lower- and 
medium-enthalpy wells in US to high-enthalpy wells in Turkey. Finally, we will take a closer look 
at the pilot installation and performance of the new geothermal ESP. 

7. Geothermal ESP Track Record in the US 
Operators in Utah and Nevada were among the initial adopters of the ESP technology, with first 
available records dating back to more than a decade ago. Lovekin et al. (2020) provide a 
comprehensive overview of recent ESP performance in these wells that range from 128ºC (262ºF) 
to 168ºC (334ºF) in bottomhole temperature, up to approximately 625 tons/hour in production, 
with the maximum ESP setting depth of 1,740 ft (530 m). 

Relatively lower production temperatures enabled a more conventional system (having 200ºC, or 
392ºF, motor internal temperature rating) to be deployed initially with some success. Typical run 
times observed in these operations as of 2020 were ranging from 2 years to 7 years, with no obvious 
correlation to temperature within the specified range. A commonly installed configuration today 
utilizes an improved 1,500-HP induction motor design with the encapsulated stator, and the split-
phase power delivery system (MLE, Fig. 8) identical to that used in the high-reliability subsea 
ESP, with exception of elastomers upgraded for higher-temperature service. This has helped to 
push the runtimes to 5 years as of time of this writing, with an expectation of further improvement 
as older systems continue to be replaced with the superior motor design that enables far better 
thermal performance from the encapsulation technology. 

Despite lower temperatures and already very good reliability achieved with the latest 
“conventional” ESP configuration to date, operators are planning to deploy the new high-enthalpy 
ESP with boosted 300ºC (572ºF) motor temperature limit starting in 2023/2024, to benefit from 
PMM efficiency and even better reliability expectation. 

8. Geothermal ESP Performance in Iceland 
The case study presented by Bilfinger and Thorbergsson (2021) describes the application of a 
third-generation SAGD ESP system (Fig. 5) in a 180ºC (356ºF) geothermal well as part of a district 
heating project in Iceland. As noted by the authors, previous multiple attempts to produce the well 
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with LSP technology were not successful due to very short LSP life of only up to 7 months. Poor 
LSP performance was mainly attributed to thermal expansion of the rotating downhole 
components at this elevated bottomhole temperature, as well as lack of downhole monitoring to 
establish proper operational control. 

The relatively low application requirement of only 150 HP presented the opportunity to utilize an 
available and field-proven SAGD system and benefit from its higher 250ºC (482ºF) ambient 
temperature rating (and 300ºC or 572ºF internal motor temperature limit). The ESP was installed 
in September 2020 and has been successfully operating since then, already exceeding the LSP run 
life by ~5 times, while also delivering higher rates and better process efficiency. The ESP was 
configured with a downhole pressure and temperature sensor, enabling the operator to accurately 
monitor and control the pump and well performance. 

The project in Iceland also serves as an excellent example of ESP operational flexibility. As the 
district heating requirement changes dramatically between winter and summer, the pump is 
expected to cover a very wide flow-rate envelope to cope with the seasonal variability. With the 
combination of robust mechanical and electrical design and variable speed control, the ESP was 
able to deliver more than 3,000 m3/day at the maximum duty point, as well as less than 100 m3/day 
by continuously operating at reduced frequency of 45 Hz (Fig. 11). While the minimum required 
duty point falls technically far below recommended pump operating range, and the flow past the 
motor is extremely low for adequate cooling, the SAGD ESP was able to operate without failure 
and establish a new reliability record for the project. 

 
Figure 11: Pump curve at multiple frequencies  

with minimum and maximum duty points (after Bilfinger and Thorbergsson, 2021). 

 

66



Fastovets, Radov et al. 

   
 

9. Legacy Geothermal ESP Performance in Turkey 
Operators in Turkey are currently incentivized to maximize output from their geothermal plants 
by a favorable tariff mechanism introduced by the government. This has resulted in a very 
aggressive production strategy and a rapid decline in reservoir pressures, reducing or inhibiting 
artesian flow from the wells (Aydin et al., 2021). To compensate for the drop in reservoir energy 
and natural production, ESP deployment campaign was initiated. 

Geothermal fields exhibit a significant variability in bottomhole conditions, with temperatures 
ranging from 140ºC (284ºF) to 250ºC (482ºF). At the same time, increased depth and a higher 
flow-rate/horsepower requirement rules out the use of a standard high-temperature SAGD system, 
suitable to reliably cover the upper temperature range. As a result, prior efforts to produce these 
wells with legacy ESP technology brought mixed success depending on the actual well 
temperature. 

In lower-enthalpy wells (up to 162ºC/324ºF), legacy ESPs demonstrated fair reliability as 
documented by Lovekin et al. (2020). Within the timeframe covered by the paper (2016 to 2020), 
run times of up to 2.6 years were observed, although most units installed in that period had not 
actually failed within the observation window. This appears to be in line with ESP performance in 
the US, even though pumps in Turkey are generally run deeper (up to 979 m or 3,212 ft) and face 
a more challenging chemical environment from the scaling and corrosion perspective, requiring 
effective continuous inhibition. 

With increased temperature, however, the performance of legacy ESPs starts to degrade very 
rapidly. In higher-enthalpy wells above 180ºC (356ºF) bottomhole temperature, 7 out of 10 units 
installed in Kizildere and Alasehir fields failed in less than a year, with an average recorded run 
time of only 144 days (Aydin et al., 2021). Finally, one unit installed at 230ºC (446ºF) failed in 26 
days. It became obvious that legacy ESP technology may only be suitable for lower-temperature 
producers, and a radically different approach is required for high-enthalpy wells. Since these wells 
also represent the most value for the operator in terms of power generation capacity, the pressing 
need for such reliable solution was clear. 

10. Pilot Application of New High-Enthalpy Geothermal ESP in Turkey 
Due to poor performance of legacy ESPs in high-enthalpy wells at Kizildere field, and lack of a 
viable alternative, it became an obvious target for the first field deployment of the newly developed 
high-temperature geothermal ESP system. 

Kizildere well KD-9A with 213ºC (415ºF) temperature at planned pump setting depth was 
identified for the pilot installation, which was completed on 2 July 2022 (Fig.12). The well was 
successfully returned to operation on 3 July 2022 with 56% incremental production from the ESP, 
resulting in net power generation increase of 1.7 MW (SLB, 2023).  
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Figure 12: Installation of pilot high-enthalpy geothermal ESP at Kizildere field, Turkey  

(black housing color depicts corrosion-resistant alloy coating and sealant applied). 

 

At the time of writing, KD-9A has been in continuous operation for 390 days (having successfully 
completed initial trial period of 1 year), a 15x fold improvement over 26 days previously achieved 
by a legacy ESP in similar conditions and an impressive new milestone for the geothermal industry 
at large. 

Seven additional units have been installed at Kizildere to date, with current run times from 1 to 11 
months. On average, this has brought in incremental 51% revenue per well for the operator, 
resulting in a positive economic impact (Radov et al., 2023). On average, the parasitic power 
consumed by ESPs accounted for only 21 to 35% of incremental power (generated from the 
additional flow provided by the pump) because of the superior motor efficiency afforded by PMM 
technology. 

11. Conclusions 
As the world continues to pivot towards renewable energy sources, ESP technology now offers a 
unique opportunity for the geothermal operators to maximize energy production and profitability 
in any scenario, including in high-enthalpy assets with up to 250ºC (482ºF) wellbore temperature. 
While conventional ESP technology demonstrated good performance historically in lower-
enthalpy applications, the growing industry requirement for a reliable solution that combines high-
temperature and high-horsepower capability has not been met until recently. 

Significant technological breakthroughs in materials and design, derived from extreme 
environment ESP applications in petroleum fields, enabled creation of the purpose-built, high-
temperature ESP system capable of delivering over 1,000 HP in high-enthalpy wells with 
temperatures more than 200ºC (392ºF), while operating with motor internal temperatures of up to 
300ºC (572ºF). The combination of PMM technology and improved hydraulic pump design 
resulted in favorable reductions in parasitic power consumption, maximizing the net output from 
geothermal power plants. 
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Longer-term (over 1 year at the time of writing) reliability of the newly developed high-enthalpy 
geothermal ESP was demonstrated in a comprehensive multiwell field trial campaign at Kizildere 
field in Turkey. This establishes an industry milestone and serves as an important case study to 
encourage more geothermal operators consider an ESP application to improve their asset 
utilization and process efficiency. 
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ABSTRACT 

The Ormat-operated Zunil geothermal power plant in Guatemala generates 20 MW of geothermal 
energy, utilizing combined brine and steam for power generation, with full reinjection through the 
use of binary technology. The field currently utilizes seven artesian production wells and up to 
four injection wells for a total flow of over 530 tons/hour (T/h) at a resource temperature of up to 
275°C.  As of 2018, the historic ZCQ-R3 and ZCQ-R5 multi-leg injection wells were taking 275-
500 T/h brine each at average wellhead pressures (WHP) of 2-3 barg and injection temperatures 
between 80-90°C. Since that time, injection has declined to 60-150 T/h at 4.2-6.4 barg for the two 
wells and has been attributed to scaling within the wellbore and near wellbore formation. In an 
attempt to remediate scaling within these wells, an online chemical cleanout of the two wells was 
performed in June 2022 using the cycling of hot (80°C) injectate containing 2.5 wt.% sodium 
hydroxide (NaOH) and 0.25 wt. % ethylenediaminetetraacetic acid (EDTA) with the goal of 1) 
increasing silica solubility through increase of injectate above pH 12, and 2) mitigation of 
secondary calcite and metal silicate precipitation. Total cost for the project was less than $70,000 
USD and took place over a 48-hour period, and within 36 hours of treatment, the wells were 
showing a 65-75% improvement on injection volumes. Performance continued to improve over 
the next several months and had showed a 300-500% increase in injection capacity by the end of 
2022. The program’s success was such that the two wells are now capable of handling full plant 
capacity, allowing optimization of injection configuration strategies to other wells, reducing risks 
of long-term enthalpy declines, and providing additional capacity for production.  Such programs 
highlight that simple, robust chemical cleanouts can remediate many injection-related scale issues 
without the need for complex pumping or chemical programs and can be done as part of regular 
reservoir maintenance.  
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1. Introduction  
Silica oversaturation and precipitation has been a well-documented phenomena in the geothermal 
industry (Harvey, et al., 1976; Gunnarsson and Arnorsson, 2003; Brown, 2011; Brown, 2013) and, 
as a result, significant research has gone into understanding the mechanisms for scale formation 
(Marsh, et al., 1975; Weres, 1978; van den Heuvel, et al., 2018), its kinetics (Weres and Yee, 
1978), and methods to reduce or mitigate those risks through operational design (Addison, et al., 
2015) or chemical treatment options (Gallup, 2005; Gallup, 2011). Despite these efforts, proper 
silica management continues to be a challenge at a number of geothermal facilities, requiring 
alternative methods to adequately remove scale from surface equipment and injection wells 
through mechanical (McClatchie, Verity, 2000) or chemical methods (Lawson, et. al, 2018; 
Richardson, et al., 2018; Goh, et al., 2020), which can result in increased downtime and operational 
costs at those facilities. Chemical treatments have largely utilized a combination of hydrofluoric 
and hydrochloric acid (“mud acid”) to dissolve silica deposits in heat exchangers and injection 
wells, but the use of such acids is operationally challenging and poses risks to human health. 
Recent publications (Rose, et al., 2007; Portier, et al., 2009; Muller and Wilson, 2019; McLean, et 
al., 2021; Muller, et al., 2021) have highlighted alternative methods at laboratory and field levels, 
where the use of caustic and chelants are used to remove calcite and/or silica scaling in the near 
wellbore areas. Recent application at the field level has utilized the use of caustic and chelant at 
high pump rates and have shown to regain injection well capacity by up to several hundred percent, 
oftentimes exceeding the original injection capacity of the well for several months after treatment. 
These studies have not shown longer-term benefits of such treatments and may be partially masked 
by short-term thermal stimulation of the reservoirs but do suggest that alternative methods that 
utilize the increased solubility of silica at elevated pH and temperatures may be a more effective 
method for scale removal and recovering lost injectivity in wells affected by silica scale deposition.  

The Zunil geothermal power plant is an Ormat-operated facility generating up to 20 MW of 
geothermal power through a combined binary system design with full-reinjection of brine and 
steam condensate into the reservoir. Recent loss of injectivity in two of the historic injection wells 
R3 and R5 was attributed to silica scaling within the wellbore and near-wellbore reservoir, 
resulting in a loss of generation of up to 4.5 MW due to lack of injection capacity for the excess 
production brine. As such, in June 2022, Ormat utilized a novel chemical cleanout option for these 
wells, applying a combination of caustic (NaOH) and chelant (ethylenediaminetetraacetic acid, 
EDTA) in an attempt to stimulate these wells and provide the necessary injection capacity without 
the need for additional drilling.  

1.1 Resource Overview 

The Zunil geothermal system (Figure 1) is situated within the Central American Volcanic Arc, a 
chain of dominantly calc-alkaline volcanoes stretching from southeastern Mexico to Central 
Panama that is a result of the subduction of the Cocos Plate. The oblique subduction of the Cocos 
Plate results in right-lateral intra-arc strain orientated along the NW-SE trend of the volcanic arc. 
Directly north of the volcanic arc in Guatemala, NW-SE to E-W extension dominates the 
deformation as a result of sinistral motion along the Polochic-Motagua Fault Zone. The Zunil Fault 
Zone is comprised of a series of NE-striking faults with perceived sinistral-normal kinematics, and 
which creates the steep-sided valleys that channel the Rio Samala. 
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As denoted by Foley et al. (1990), four key attributes may influence the location of geothermal 
activity at Zunil: (1) Enhanced permeability from caldera-margin faults of the 20 km-diameter 
Quetzaltenango Caldera; (2) enhanced permeability from the NE-striking Zunil Fault Zone; (3) a 
proximal young magmatic heat source (4 km to northeast of the center of the Santa Maria 
stratovolcano and 3 km from the Cerro Quernado domes/flows); and (4) the lower elevation of 
Zunil (approx. 2020-2175 mrsl) relative to the surrounding topography (>2500 mrsl). 

Upflow occurs in the western region of the system, overlapping the NE slope of the Las Majadas 
Crater. The upflow reservoir fluid constitutes a 275-300°C, 0.2 wt.% TDS Na-Cl liquid reservoir 
with 0.1-0.4 wt% dissolved non-condensable gases and reservoir silica concentrations of 322 to 
675 mg/kg; a typical range of resource chemistries at the field are shown in Table 1. 

The reservoir is dominantly hosted in andesitic lavas and ash flow tuffs, and basement fractured 
granodiorite. Primary production for the field comes from this western part of the reservoir (e.g., 
ZD-1, ZD-2, ZD-3, ZD-4, ZD-6, ZCQ-3, and ZCQ-5RD2). A 15-25 bar pressure draw down has 
occurred in this part of the field since the pre-development state, resulting in the formation of a 
vapor-mobile two-phase zone in the upper ~600 m of the subsurface in the vicinity of well ZD-1; 
this zone supplies excess enthalpy to some of the production wells. 

Field and LiDAR lineament mapping, the orientation of surface manifestations, feed zone 
alignment, and image log data from ZCQ-5RD2 support the notion that NE-striking faults, parallel 
to the Zunil Fault System (e.g., the ZD-1 and ZD-3 Faults) play an important role in supplying 
permeability to the system. A ~10,000 m2 area of advanced argillic alteration, fumaroles, steaming 
ground, and vigorously boiling mud pools occurs above the main upflow region, seemingly 
controlled by the intersection of the NW-striking ZD-6 Fault with NE-striking fractures parallel to 
the Zunil Fault Zone.  

Outflow is primarily directed to the northeast (i.e., towards the wells ZCQ-2 and ZCQ-1R3/R5), 
creating steam features proximal to the trace of the ZD-1 Fault and stretching east to the Las 
Cumbres Eco Hotel. Outflow also flows to the southeast, discharging as thermal bicarbonate, acid-
sulfate, and Na-Cl springs and steam features along the banks of the Samala River (Adams et al., 
1990). Injection into Zunil occurs in this eastern outflow region. 

Table 1: 2022 Liquid Reservoir Characteristics for the Zunil Geothermal Field 

Analyte Range Units 
Enthalpy 873 to 1361 kJ/kg 
Sodium 546.4 to 657.9 mg/kg 

Potassium 63.2 to 145.7 mg/kg 
Calcium 2.8 to 16.8 mg/kg 

Magnesium 0.0 to 0.02 mg/kg 
Lithium 3.7 to 6.2 mg/kg 

Aluminum 0.13 to 0.45 mg/kg 
Arsenic 4.7 to 6.3 mg/kg 
Boron 21.9 to 28.0 mg/kg 
Silica 321.6 to 674.6 mg/kg 

Chloride 898 to 1023 mg/kg 
Sulfate 21.0 to 111.4 mg/kg 

Fluoride 2.4 to 4.8 mg/kg 
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Total Alkalinity 53.1 to 108.0 mg/kg as HCO3 
pH 6.2 to 8.3 S.U. 

Total Gas 0.03 to 0.34 Weight % in Total Flow 
 

 

 

Figure 1A: Field map of the Zunil geothermal system. Yellow line defines fence section shown in Figure 1B 
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Figure 1B: Conceptual model fence section of the Zunil geothermal system shown by yellow line in Figure 1A 

 

1.2 Plant and Injection Well Design and Operational History 

Ormat operates the Zunil two-phase binary power plant with a design capacity of approximately 
30 MW net (34 MW gross). The official start-up date for the plant was September 1999 when the 
plant capacity was 24 MW net. Since 2019, Ormat has done several upgrades at the plant and 
steam gathering system, and as of July 2023, the plant was generating at an average of about 17 
MW net by using seven production wells, two active injection wells (R5 and R3) and one injection 
well which is under testing. Ormat has been operating the plant since the beginning of the project, 
but the well field was operated by the national electrical utility, Instituto Nacional de 
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Electrificacion (INDE), until 2014 when Ormat started to operate the wellfield when geothermal 
fluid provided to the plant was only enough to generate approximately 8 MW net. Significant 
capital expenditures and time commitments have been made by Ormat in an attempt to reach 
design setpoints for the facility, including optimization and management of injection strategies for 
the field.  

The historic ZCQ1-R3 and ZCQ1-R5 injection wells (R3 and R5; Figure 1) have been active since 
the start-up of the plant. All produced fluid had been injected into both wells until 2017 when 
ORMAT started to look into alternative injection strategies for the field. Well ZCQ1-R5 was 
planned to deviate the original ZCQ-1R, which had been drilled in 1992. Well R5 was drilled 
directionally from a kicking-off depth of 232 mTD, taking total losses at 274 mTD and completed 
to a final depth of 758 mTD (Figure 2A). Well ZCQ1-R3 is the first sidetrack of well ZCQ-1R2 
and was deviated at 281 mTD with a total depth of 964 m. Another leg was drilled in ZCQ-1R2 
and called ZCQ-2R4; the well encountered partial losses and it’s considered that all injection into 
the well is going out of the R3 and R4 legs (Figure 2B).  

 
Figure 2A: Wellbore diagrams for ZCQ1-R5 showing the multi-leg nature of these injection wells. 
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Figure 2B: Wellbore diagram for ZCQ1-R3 showing the multi-leg nature of these injection wells. 

 

1.3 Production Challenges and Injection Scaling 

Production scaling at the Zunil geothermal field includes downhole calcite scaling in production 
well ZCQ-3 (Rodriguez, 2021), as well as precipitation of aluminous and pure amorphous silica 
phases downstream of the primary separation stations. Silica scale occurs as a result of the reduced 
separator pressures that result in a silica saturation index (SSI) of 1.0-1.2 at the production well 
pads and causing scale deposition in brine accumulators and production piping (Figure 3). This 
resulted in significant loss of generation due to backpressure in production lines to the plant and 
the loss of brine at temporary surface discharges and lack of injection capacity, reducing generation 
by up to 4.5 MW. Silica scale had historically been treated using a chemical inhibitor with little to 
no effect and has been discontinued since 2022 in favor of regular cleanouts of surface piping 
using mechanical milling.  
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Figure 3: Production and injection scale risk for the Zunil geothermal plant for Q1 2022. Silica is oversaturated 
at Wellpad A and Wellpad B separation stations but undersaturated at the ZCQ-3 separator. Condensate 
dilution and heat extraction through the binary plant yields a final SSI of 1.2-1.4 at injection with 
antimony and arsenic sulfide deposition in the preheaters and injection lines. Historic injection (not 
shown) has reached SSI’s as high as 1.8 

Scaling within the heat exchangers and injection surface piping is limited to arsenic and antimony 
sulfides based on scale coupons and samples collected during outages, with no visual evidence for 
silica scaling during injection despite an SSI of > 1.3 (Figure 3). The lack of silica scale in the heat 
exchangers and injection piping is inferred to be the result of increasing polymerization induction 
times due to natural pH reduction of the injection fluids to pH ~5.6-6.0 with condensate reinjection. 
However, decreases in injection capacity at wells R3 and R5 raised concerns as to the possibility 
of silica scaling in the wellbore and near-wellbore region.  Figure 4A and 4B shows wellhead 
pressure (WHP) and injection rate history for wells R3 and R5 from 2015 to 2023. Data in Figure 
4A shows how well R3 was able to accept between 300 and 450 t/h with WHP below 3 barg as far 
back as 2016, but by 2020, injectivity had dropped to between 150 and 190 t/h at wellhead 
pressures between 3 and 6 barg.  Similar trends are seen for well R5, with major losses in injectivity 
between 2018 and 2022 (Figure 4B). This coincides with reduction in injection temperatures from 
near 100°C to 75°C in early 2018 and suggests scaling as a root cause for injection loss (Figure 5).   
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Figure 4: Injectivity plots showing measured wellhead pressures (WHP) in barg and injection rates in tons/per 
hour for injection wells A) R3 and B) R5 from 2015 through 2023. Initial high injection rates and low 
wellhead pressures through 2016 and 2017 gave way to decreasing flow while maintaining or increasing 
wellhead pressures in 2018, with the wells taking less than 100-190 t/h by 2020.  

As part of the root cause analysis, surveys of nearby well ZD-7 (Figure 1) identified cooling of the 
shallow feeds in that well to near 80°C, suggesting that R3 and R5 injection  had generated a low-
temperature injection zone around the injection wells (Figure 6B). Historic reservoir tracer data 
was used to calculate a residence times for injection fluids within that zone, and based on that data, 
suggested that fluids may spend 10-44 hours migrating out of that region into higher temperature 
portions of the field (Figure 6A). Published silica polymerization curves (Gunnarsson and 
Arnorsson, 2005) suggest that, at the pH and temperature of the Zunil injectate,  silica induction 
times may be retarded by the reduced pH by up to 17 hours (Figure 6C), although this sensitive to 
absolute silica concentrations and brine chemistries. However, this inhibition of silica 
polymerization is consistent with the lack of visual silica scaling in near-surface equipment and 
piping but may not be preventing scaling in the wellbore. To test this further, downhole cameras 
were used to inspect for scale in these wells and was able to identify the presence of significant 
amounts of amorphous silica scale on casing walls and downhole capillary tubing (Figure 7A) and 
was inferred to be the cause of the observed injection declines in those wells. 
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Figure 5: Reported plant outlet temperatures for the Zunil geothermal plant from January 2015 through 
October 2019. Outlet temperatures underwent a sharp decline from 2015 to 2016 (-25°C) and again 
between 2018 and 2019 (-25°C) to a final temperature of near 75°C as part of attempts to maximize 
generation from the facility. 

 

Figure 6: A) Inferred flow rates from injection wells R3 and R5 to nearby production wells based on several 
years of reservoir tracer studies at the Zunil geothermal field; flow rates were calculated based on first 
returns to a given production well and assumed a linear distance between the wells. Deviations of flow 
within subsurface structures were not considered. B) Surveys of adjacent well ZD-7 showed shallow 
cooling of this portion of the field and is inferred to be the result of long-term injection into R3 and R5. 
C) Polymerization curves as a function of pH at 80°C as determined by Gunnarsson and Arnorsson 
(2005) that suggest at the Zunil injection pH (5.6-6.0), induction times for silica polymerization may have 
been less than 17 hours, while residence times in the cooled injection zone may have been up to 44 hours. 
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Figure 7: Downhole imaging from injection well R3 A) June 6, 2022, approximately 3 weeks prior to chemical 
cleanout, and B) August 3, 2022, approximately 5 weeks after chemical cleanout. Downhole capillary 
tubing left in place by INDE showed complete removal of silica scale, and wellbore walls showed 
significantly less to no silica buildup on those surfaces.  

2. Methodology and Implementation 

2.1 Proposed Treatment Program 

In order to recover lost injectivity in injection wells R3 and R5, Ormat proposed the use of a 
combined caustic and chelant chemical program that was based on previous work by (K. Brown, 
pers. com). Caustic programs work to remove silica scale by increasing fluid pH to 10-12 and 
forcing silicic acid (H4SiO4) to dissociate to the highly soluble H3SiO4- (Eikenberg, 1990; Brown, 
2011; Lunevich, 2020 ).  Scaling associated with the increased fluid pH is controlled through the 
use of a chelating agent (EDTA), which is supplied in above-stoichiometric dose rates to bind 
competing metals such as Ca, Mg, Fe, and Al that could lead to formation of carbonate or metal 
silicate species. The program would use pre-mixed solutions of 50% sodium hydroxide (NaOH) 
dosed at 2.5% by weight at injection temperatures (85°C) at an injection rate of 40 t/h (180 gpm). 
A 40% solution of ethylenediaminetetraacetic acid would be added at 0.25% by weight as a scale 
control additive and prevent secondary precipitation of calcite minerals or silicates. Chemical was 
to be dosed for 1 hour (R3) and 1.5 hour (R5) based on calculated wellbore volumes to major feed 
zones, then allowed to rest for 1 hour, then repeated for an additional two doses. After three total 
doses, the wells were to be shut in overnight prior to being returned to injection. Flow rates would 
be incrementally increased and WHP monitored for increases associated with blockages or 
secondary scale formation. Chemicals were to be purchased from in-country vendors and onsite 
mixing and pumping support was to be provided by a third-party contractor. Total estimated time 
for treating two wells was two days and wells were to be immediately returned to service after the 
program was complete. 
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2.2 Chemical Program 

Table 2: Chemical Program 

Well Chemical Flow Rate 
(gpm) 

Dose Rate 
(gpm) 

Stage 
Time 
(hr) 

Gallons 
Chemical 
per Stage 

Total 
Stages 

Total 
Gallons 

Chemical 

R3 50% NaOH 180 9.0 1.0 540 3 1620 
40% EDTA 0.9 54 162 

R5 50% NaOH 180 9.0 1.5 810 3 2430 
40% EDTA 0.9 81 243 

 

2.3 Operation Details and Cost 

Table 3: Chemical Pumping Program 

Stage Well 
Flow 
Rate 

(gpm) 

NaOH 
Dose 
Rate 

(gpm) 

EDTA 
Dose 
Rate 

(gpm) 

Dose 
Time 
(hr) 

Rest 
Time 
(hr) 

Stage 
Time (hr) 

Total 
Gallons 

per Stage 

1 R3 180 9 0.9 1 1 2 10,800 
2 R3 180 9 0.9 1 1 2 10.800 
3 R3 180 9 0.9 1 1 2 10,800 
1 R5 180 9 0.9 1.5 1 2.5 16,200 
2 R5 180 9 0.9 1.5 1 2.5 16,200 
3 R5 180 9 0.9 1.5 1 2.5 16,200 

 

Table 4: Total Expected Budget for Wells R3 and R5 

Line 
Item Line-Item Description Estimated Costs (USD) 

1 Onsite Support (Chemical Mixing, Pumping) 40,560 

2 (16) x 275 gal IBC 50% NaOH 18,252 

3 650 kg EDTA Powder 6,812 

4 Total Estimate 65,624 

 

3. Results and Discussion 
3.1 Visual Observations from Downhole Surveys 

Subsequent visual surveys of R3 several weeks post-treatment showed marked visual differences 
as a result of the chemical cleanout. Previously scale-encapsulated capillary tubing (Figure 7A) 
was completely scale-free (Figure 7B) and previously heavy scaling on wellbore casing showed 
marked improvements in appearance.  
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3.2 Injectivity Trends: July 2022 through January 2023 

Chemical cleaning was organized in Q2 2022 and performed in late June of that year, with results 
shown in Figures 8A and B. Wells showed improvement in injectivity near immediately and 
continued to improve over the next several months. By  the end of 2022, R3 was accepting nearly 
250 t/h at WHP of less than 1 barg (Figure 8A, inset), while  R5 was accepting up to 310 t/h at 
similar wellhead pressures of less than 1 barg (Figure 8B, inset). Calculated injectivity indices, 
defined as the flow rate per unit wellhead pressure, showed a 300-500% increase for R3 and R5, 
respectively (Figure 8).  This behavior of WHP and flow rate post-cleanout confirms that the wells 
were most likely losing injection capacity between 2018 and mid-2022 as a result of downhole 
silica scaling, and that injectivity improved as a result of the caustic chemical cleanout and removal 
of silica scale from the wellbore and formation. Continued improvement with time suggests no 
precipitation of secondary minerals or scale as a result of the cleanout and likely additional thermal 
stimulation of fracture networks as a result of scale removal and increased fluid flow into the 
formation. 

 

Figure 8: Injection and wellhead pressure trends for 2022 for the A) R3 and B) R5 injection wells and calculated 
injectivity indices based on multi-step injection tests. Injectivity for the two wells was near 3.5-4.0 
gpm/psi for the first half of 2022 but increased by 300-500% after treatment in late June. Injection rates 
increased steadily from July 2022 through January 2023, with continuing drops in wellhead pressures to 
< 1 barg. Current injection rates for the wells are near 250 and 350 T/h for R3 and R5, respectively.  
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4. Conclusions 
Silica scale and its appropriate management will continue to be a challenge to the geothermal 
industry, particularly as technology continues to improve our ability to develop resources of all 
temperatures and as energy demands continue to push the business to operate fields at lower and 
lower injection temperatures. While appropriate design and mitigation strategies are the best 
approach for controlling scale risks during production, appropriate remediation programs must 
also exist to recover critical assets such as injection wells. 

The use of a simple, low-cost caustic treatment at the Zunil geothermal field was capable of 
recovering 300-500% of injectivity over pretreatment values, providing suitable injection capacity 
for the field and allowing flexibility in designing optimal injection strategies to reduce long-term 
cooling effects as a result of injection returns. The treatment utilized a 2.5 wt. % solution of NaOH 
and a 0.25 wt. % solution of EDTA and was capable of being done online, with less than 24 hours 
total downtime during the pumping and well shut-in process. After shut-in, the wells were returned 
to service immediately and there was a nearly immediate increase to injection capacity that 
continued to improve over the next several months. Total costs were less than $70,000 USD for 
both wells and did not require complex pumping equipment or design process and did not include 
the use of hazardous or corrosive acids such as HF or HCl, reducing the need for specialized PPE 
and/or corrosion inhibitor chemical systems. Care must be taken to ensure that the metallurgy of 
the system is compatible with caustic treatments at injection temperatures, as elevated 
temperatures may lead to embrittlement and increased corrosion of some duplex steels. 

Application of such caustic cleanout programs on high-enthalpy fields where silica scaling in 
injection wells is an issue can reduce the need for well-workover and new well drilling and could 
potentially be applied to online systems where silica scale affects heat exchanger efficiency. 
Additionally, the use of caustic also acts to remove antimony or arsenic sulfide species from 
surface piping and wellbore, providing removal of multiple injection-scale related species with a 
single, low-cost treatment (Brown, 2011). These sorts of programs can increase the lifetime of 
projects and reduce overall long-term capital expenditures, and such programs are being 
investigated at other Ormat fields and are likely to be included as part of the general reservoir 
maintenance strategy.  
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ABSTRACT  

Norbeck et al (2023) published results associated with developing a commercial next-generation 
geothermal project in northern Nevada, adopting many unconventional technologies, such as 
horizontal drilling, plug-and-perf stimulation, and reservoir diagnostics with distributed fiber optic 
sensing (DFOS).  They evaluated the adaptability of DFOS to geothermal applications and showed 
that DFOS is a beneficial tool for optimizing multi-stage completions, characterizing the 
stimulated reservoir volume, and determining well placement in geothermal reservoirs.   

After the results were published by Titov et al (2023), additional field tests have demonstrated that 
DFOS strain change signals from hydraulically induced fractures can be detected over large 
distances (400 ft). The DFOS based Distributed Strain Sensing (DSS) signals measured in an offset 
producer well, measured during injector well pump tests confirmed the conductivity of hydraulic 
fractures between injector and producer doublet before subsequent producer stimulation. 

The design of experiment was a low-rate fluid pump schedule in the injector well, executed over 
93 hours, followed by a step rate injection test that lasted for 4 hours. During the step rate injection 
test (SRIT), injection rate was increased every hour until a designated injector wellhead pressure 
was attained. Time continuous DFOS DSS (107 second sampling rate) and high spatial resolution 
sampling (20-centimeter) were made in the producer well during the full injection period.  
Simultaneous DTS measurements were also made in the producer well at 5-minute time sampling 
and 1-meter spatial sampling intervals during same period. The producer well was sealed and 
unstimulated (no completions had been performed) with offset distances of 400 ft horizontally and 
100 ft vertically to injection well depth interval.   

The goal of the test was to assess hydraulic conductivity between injector and producer well. The 
measurement basis of the test was DFOS Rayleigh Frequency Shift – Distributed Strain Sensing 
(RFS DSS) and Distributed Temperature Sensing (DTS) measurements.   Pumping rates were low 
during most of the test and incrementally increased at the tail end of the test period.  Magnitude 
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and spatial distribution of strain and temperature changes along the offset producer lateral were 
obtained through the signal processing of the DFOS data.   

Results show clear strain and temperature anomalies in the far field at the producer well.  
Interpretation and analysis indicate the presence of highly conductive fractures between the 
injector and producer well, which could significantly affect future geothermal production efficacy 
and efficiency.     
 

1. Introduction  

Assessing far field hydraulic fracture conductivity of injected water between an injector and 
producer well pair in Advanced Geothermal Systems (AGS) is an important diagnostic test for 
assessing the efficacy and morphology of the stimulated hydraulic fracture system in geothermal 
development.  This is because effective and isolated permeability fairways generated in low 
permeability rocks are critical technical subsurface success factors in AGS projects.  

A method of acquiring useful diagnostic data is to instrument an offset producer well with a full 
well length of fiber optic cable and use the fibers within the cable to transmit focused light from 
surface lasers, interrogate along the full fiber and measure optical backscattered light on an optical 
receiver at surface.  Such methods are called Distributed Fiber Optic Sensing (DFOS).  These 
methods provide dense measurement data sets from the entire length of the fiber during fast 
interrogation periods and repeatedly through clock time. In this way, many profiles along the entire 
well length are collected over duration of “surveys”.   Since the fiber optic cable is coupled to the 
casing which is, in turn, cemented to the reservoir, it can detect and measure changes within the 
near wellbore reservoir environment.  In this test, we used specific interrogator unit types that take 
measurements in the Rayleigh, Brillouin, and Raman spectral electromagnetic wavelength spectral 
regions (“bands”).  Each of these bands has been shown to be sensitive to specific physical changes 
in the measured media, such as changes in temperature, strain, and pressure.  These are the basic 
methods by which fiber optics are used to measure changes in rock properties that a well intersects.  

 

2. Design of Experiment  
In this experiment, a fiber optic cable was clamped to and cemented in place to a casing string that 
was installed into a deep borehole (Figure 1).  The producer well with the fiber was not completed 
(stimulated) yet and had no perforations in it (Figure 1).    The injector well had been drilled, 
completed, and stimulated by a multi-stage, plug and perf hydraulic fracturing processes.  The 
injector did not contain a fiber optic cable.  Surface based fiber optic interrogator units (IU) were 
attached to the fibers that protruded from the wellhead of the producer well.  Fluids were then 
pumped down the injector well at controlled rates and pressures according to a pre-planned 
schedule, while continuous DFOS sensing was performed on offset producer well fiber. The 
instrument types utilized to interrogate the fibers included Neubrex Rayleigh, Brillouin, and 
Raman wavelength IU’s.  This equipment used was commercially available fiber optic interrogator 
units and control software.   
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2.1 Results  

2.1.1 Results, assessments, and findings  

Fluid pumping on injector well was initiated at a constant rate, within a specified injection pressure 
limit for 93 continuous hours.  Surface pumping equipment limitations produced some variations 
in continuous rate pumping during this period.   This was followed by a step rate injection test 
(SRIT), where injection rate eventually reached three times the initial steady state rate.  Each step-
up rate was held for approximately one-hour duration, before the next step up was initiated.   

Raman based DTS measurement patterns in the cross well were subdued and smooth in 
comparison to the RFS DSS results.  This is assessed to be the result of RFS DSS having better 
temperature sensitivity than Raman DTS changes.  The RFS DSS also has a spatial resolution five 
times better than the Raman spatial resolution (20 cm vs 1 meter resolution for RFS DSS vs 
Raman).  The RFS DSS temporal sampling rate was also much faster than the Raman DTS 
sampling rate, which benefits the detection of relatively fast changes in strain and temperature 
changes affecting the fiber optics.  

We assess with confidence that the location, timing, and characteristics of the RFS DSS and DTS 
signals are “thermally driven strain anomalies”.  These dynamic features are different than the 
baseline, pre-pumping, background conditions.  We interpret the data to mean that the detected 
signals are due to fluid moving from injector well clusters to producer well regions through a 
system of “hydraulically induced” conductive fractures.   These conductive pathways are most 
likely to have been created by the hydraulic fracturing operations produced during previous 
stimulation operations in the injector well.  The interpreted fractures have remained open after the 
stimulation period and act as conduits during low pressure pumping rates.   We observe that certain 
depth zones have interpreted conductive features that intersect the producer wells.  The 
quantitative detection and measurement of strain and temperature changes provides information 
on anomaly location, widths, and magnitudes.  These observations and interpretation have 
significant importance in assessing and characterizing the production engineering parameters that 
can be used to optimize production at this site and between these two wells.   

3.  Conclusions 

Recent field studies at an injection – producer well pair in an Advanced Geothermal Systems 
(AGS) setting utilized long period injection rate and Step Rate Injection Test methods, combined 
with Distributed Fiber Optic Sensing equipment and methods to assess cross well hydraulic 
fracture network conductivity.   The assessment provides strong evidence for the presence and 
sustainability of hydraulic fracture networks between the well pair, after stimulation work had 
been completed, using low-rate injection and step rate injection pumping.   Because fiber optic 
methods provide distributed measurement capabilities at 20 centimeters to 1-meter spatial 
resolution at appropriate temporal sampling rates for the experiment, very valuable information 
was gained on the spatial distribution and temporal evolution of strain and temperature changes 
that occurred at the offset producer well.  These measurements and their interpretation provide 
quantitative information that is valuable for future decision making on producer well completion 
designs and provide new understanding about the far field hydraulic fracture efficacy, morphology, 
and sustainability.   The use of fiber optics and DFOS measurement techniques provides valuable 
data and information in Advanced Geothermal Systems engineering design and development.   
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Figure 1: Rendering of the two wellbore trajectories associated with the injector well (green) and producer well 
(red).  The Red well in the well that is instrumented with fiber optic cable.   
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Figure 2: Distributed Temperature Sensing, Temperature Change data as a function of depth (y), time (x) and 

temperature change in degrees Fahrenheit (color).   DTS “waterfall” plot during injection as measured 
in offset producer well.    

  

 
Figure 3: Rayleigh Frequency Shift Distributed Strain Sensing (RFS DSS) data as a function of depth (y), time 

(x) and strain change in micro strain units.  Strain changes “waterfall” plot during injection period at 
producer well.     
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Figure 4: Rayleigh Frequency Shift Distributed Strain Sensing (RFS DSS) strain rate data as a function of 

depth (y), time (x) and strain change rate in micro strain units.  Strain change rate “waterfall” plot 
during injection period at producer well.     
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ABSTRACT 

Electricity generation from geothermal in hot dry rock requires innovations in both the well and 
power plant to be cost effective. The current paper focuses on innovations for the power plant used 
to convert heat to electricity, specifically the commissioning and testing of a full-size supercritical 
carbon dioxide (sCO2) prototype turbine. 

The commissioning process starts with the installation of the oil system that feeds the oil bearings 
and oil seals. After, a spin test was performed using low pressure air to measure vibrations. Upon 
final commissioning, the turbine will get load-tested with sCO2 to validate its aerodynamic 
efficiency using the ASME Performance Test Code 10 (PTC-10) as a reference for testing 
procedures. The paper discusses the testing procedures, critical design factors, flow loop setup, 
and preliminary results.  

The anticipated results will show that the sCO2 turbine meets the performance requirements and 
has a high aerodynamic efficiency, or the efficiency in converting hot sCO2 to electricity, which 
is critical for geothermal power generation. The paper concludes with a discussion of the 
implications of the results and the potential for using sCO2 turbines in geothermal power plants 
and other applications. 
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1. Introduction 
For over 100 years, high enthalpy geothermal systems (resource temperatures greater than 250 °C) 
have been utilized for generating renewable baseload power. The traditional approach to 
generating power is through flashed steam (resource temperatures of 320 °C) or flashed steam 
back pressure (double flash) (200-320 °C), (Eliasson, Thorhallsson, and Steingrímsson 2011). The 
two flash steam types make up almost all the current geothermal power plants but are location 
dependent due to the very specific types of geologic resources that are needed. 

Alternatively, when there is middle to low enthalpy resources available a binary plant is utilized 
to convert the heat into electricity. Here, a traditional cycle such as a Brayton or organic Rankine 
cycle (ORC) is utilized. The plant economics become more subjective to the thermal efficiency of 
the system, where electrical output becomes hindered by the amount of heat extracted from the 
geothermal fluid (thermal efficiency of system). This in turn makes geothermal development 
difficult to be cost competitive with other sources of power (traditional geothermal, fossil fuels, 
wind and solar). 

One aspect of Brayton or ORC binary cycle design that improves plant economics is the selection 
of the working fluid. Refrigerants are widely utilized in geothermal binary plants due to their 
industry availability and intrinsic thermodynamic properties. More specifically, their low boiling 
point enables low grade heat transfer from the geothermal fluid into the refrigerant, causing it to 
vaporize and generate power through a turbine. As companies seek to continuously improve cycle 
design performance while reducing cost, supercritical carbon dioxide (sCO2) has been a focus area 
of research within the geothermal and turbomachinery industries for the past decade.   

sCO2 provides various unique advantages over water and other traditional refrigerants. Persichilli 
et al. (Persichilli et al. 2012) explain the benefits of sCO2 when it comes to the hot heat exchanger 
of a binary cycle. The heat transfer of CO2 occurs in a single phase (supercritical) while ORC and 
steam-based technologies occur at a phase change. During the phase change, the fluid remains at 
a constant temperature while heat is transferred. This creates a “pinch” point problem and limits 
the actual temperature of the boiling fluid. The single-phase heat exchange of the CO2 allows for 
the “pinch” point to occur on the hot side maximizing the temperature into the turbine inlet.  

Another significant advantage of sCO2 is its density. sCO2 has a large density, even when hot and 
expanded compared to other working fluids. The density allows the size of the turbomachinery 
and heat exchangers to be reduced, therefore, reducing the overall footprint and cost of a power 
plant (Persichilli et al. 2012; Sudhoff et al. 2019).  

With respect to Sage Geosystems’ approach to harnessing mid-enthalpy resources in South Texas 
(150-250 °C), the inherent benefits of sCO2 created an opportunity to partner with Southwest 
Research Institute (SwRI) to explore a novel, high-efficiency sCO2 turbine.  

This paper continues the research and development path of the sCO2 turbine through its final 
assembly, commissioning, and initial compressed air spin test. Primary discussion will be around 
the methods and procedure to commission the system as well as critical insights learned throughout 
that can be applied for future design consideration.  
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2. sCO2 Turbine Parameters  
The design for Sage’s sCO2 turbine focuses on anticipated field conditions identified in South 
Texas. Previous modeling of the geothermal resource presented the inlet conditions for the turbine 
to range from 40-100 kg/s, 12-16 MPa, 150 °C, with an outlet pressure of 7.5 MPa. Table 1 
summarizes the selected turbine operating parameters that SwRI accounted for in their detailed 
design and test loop configuration. 

Table 1. Turbine operating parameters 

Condition Range 

Power Output 0.5 to 3 MWe Output 
Operating Speed 22,000 RPM 

Inlet Pressure 22.5 MPa max 
Outlet Pressure 10 MPa max 

Inlet temperature 175 °C max 
 

The maximum power output (3 MWe) was based on well operating conditions and the diminishing 
returns of larger turbines. The inlet pressure (22.5 MPa) was based on the yearly operating 
conditions and fluctuations examined. These are also based on optimal pressure inlet conditions 
for a binary plant as well. The inlet pressure was determined by the year-round simulation based 
on the ambient temperature fluctuations. The rotation speed was selected to cover a wide range of 
operating power outputs. Additional details and graphical analysis regarding these parameters can 
be referenced in (Neilson, Weiss, 2022). 

3.  Critical Turbine Design Factors  
3.1 Overview 

The sCO2 power generation system, shown in Figure 1, has several unique design considerations 
with specific applications for geothermal use. The frame assembly, which includes the generator, 
gearbox, couplings, and skid, is rated for 3 MW. But the frame has a modular design which can 
accommodate power generation at lower energy flows, while not sacrificing efficiency. The 
generator, gearbox, and flow components in the turbine can all be easily changed in order to meet 
the heat and flow generation of a specific well. The entire frame was designed in order to be 
movable by trailer, so that the equipment has the possibility of outliving the life of a well. In 
addition, several assemblies can be used on a single well and generate power in series if the well 
can produce more than 3 MW. Proving this modular design is a critical step for using sCO2 in 
geothermal power generation.  
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Figure 1: Major components and set-up of Sage Geosystems’ sCO2 turbine 

 

3.2 Turbine Description 

Figure 2 shows a cross-section of the turbine, which uses an overhung radial turbine wheel. The 
design allows for the flow components to be switched out easily in order to maximize power output 
depending on different well conditions. The aerodynamic design is discussed in more detail in 
(Neilson, Weiss, 2022). The turbine wheel is bolted onto the shaft using a tie-bolt and hirth 
mounting feature. The shaft is supported by two tilting pad oil radial bearings and two similar 
thrust bearings.  

The overhung design and likely working conditions of the CO2 at start-up create a large pressure 
differential between the flow cavity and bearing cavity. This pressure differential needs to be 
sealed, and using a state-of-the-art dry gas seal (DGS) would result in very high start-up thrust 
loads. The predicted start-up thrust loads were higher than any oil thrust bearing (rated for 22,000 
rpm) could react. For this reason, the design incorporates an oil seal. Because oil seals work along 
the axial direction, they do not have as high start-up thrust loads as DGSs. Possible future designs 
could incorporate an integrally geared solution, where a turbine on each end of the shaft would 
balance thrust loads and double the possible torque.  
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Figure 2: Cross section of the turbine highlighting key features of the turbine design 

 

3.3 Rotordynamics 

Several features of the turbine design cause potential rotordynamic problems. While using an 
overhung turbine wheel allows for easily changing out the flow components, an overhung design 
operating at high speeds also creates rotor bending mode concerns. Additionally, oil seals are 
known to create stability issues due to high cross-coupled forces. Considerable design effort was 
spent creating a mass-elastic rotordynamic model of the system. Figure 3 shows a graphical 
representation of the model used to predict the vibration response of the turbine. Each spring 
element represents a connection to ground which could be: a bearing, seal, or squeeze film damper 
(SFD).  
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Figure 3: Geometry plot of the mass-elastic turbine rotordynamic model 

Special consideration was placed on minimizing both the overhung length and weight, in order to 
keep the operation of the turbine in a sub-critical regime. In order to do that, the original turbine 
wheel was manufactured using light-weight titanium. Additive manufacturing and machining 
deficiencies, however, led to the use of an Inconel turbine wheel. This heavier wheel forced the 
turbine to operate above its first natural frequency. The predicted vibration response of the turbine 
is shown in Figure 4. The turbine was modeled and designed according to American Petroleum 
Institute (API) 625. The predicted first vibration mode occurs below 10,000 rpm, and is well 
damped.  

 
Figure 4: Predicted vibration response of the shaft at the turbine location 
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3.4 Oil seal description  

The sealing method for the CO2 is shown in Figure 5. Two separate floating high-pressure oil ring 
seals shown in brown provide a flow restriction for the high-pressure oil. The oil enters along the 
path [1]. The flow marked [2] is a high-pressure buffer cavity provided by flow upstream of the 
turbine. Most of the supplied oil goes across the high differential seal and into the lubrication drain 
cavity of the turbine. The remaining oil, which mixes in with the buffered CO2 is known as sour 
oil. Ports in the turbine seal housing allow for the sour leakage to exit the turbine and travel to a 
separator tank [3]. The high-pressure oil [1] is always approximately 10 psi higher than the sour 
oil drain [3]. Both the sour-oil drain and supply reference the buffer cavity.   

 
Figure 5: Oil seal flow description 
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4. Test Loop Machinery and DAQ 
For a lab test of the designed turbine, there is are other resources needed other than just a turbine. 
A two stage integrally geared machine that has been tested by SwRI (Allison et al., 2018) is used 
to compress the CO2 up to operating pressure, with the ability to run completely in recycle or send 
partial flow to the turbine. Between the Turbine inlet point and compressor discharge connection 
is an INCO 740H heat exchanger downstream of a direct fired natural gas burner (Moore et al., 
2018). At full operation this unit can well exceed the heat input needed for testing the geothermal 
turbine but will be used at a reduced temperature. The layout of the system can be seen below in 
Figure 6. 

 
Figure 6. Schematic of the flow loop layout in turbine testing configuration 

All pressure and temperatures measurements on the turbine have been calibrated and scaled with 
the data acquisition system (DAQ). Calibration checks were also followed by end-to-end checks. 
Each of the 125 sensors on the turbine train was hooked up and reading in the correct channels of 
the data acquisition system. Where able, all performance measurement instruments are placed 
according to PTC-10. 

With the instrumentation in place, special attention was paid to ensure necessary data was 
transferred accurately. This includes communication between the separate acquisition systems 
used for the compressor and the turbine in the lab. Both systems are continuously relaying 
information to the control room and crucial during alarm and trip scenarios of either machine. 
Altogether, the system has over 400 instrumentation channels to monitor and gather data. 
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Besides process condition instrumentation, there are also proximitor probes on both gearbox 
pinions as well as the turbine rotor. These run to both a vibration monitoring system in the control 
room during operation, and a Bently Nevada system which can provide automated warnings to the 
operator and shutdown the machine with pre-programmed sequences. Remaining instrumentation 
was further incorporated into the oil systems to monitor those pressures, temperatures, and flows.  

5. Commissioning of the Lube Oil & Seal Oil System 
Fed from the same oil supply tank, both a lower pressure bearing lubrication and a higher-pressure 
supply for the oil seal is used. Based on the oil requirements for two radial bearings of 3.125” 
diameter and two thrust bearings, approximately 85 GPM of bearing supply oil is needed to the 
turbine. This same supply is also used to feed the gear box bearings, with an incorporated run-
down tank used in the event of oil pump failure. In the case of low pressure, the system was 
designed to switch over to the elevated supply through a check-valve. The 330-gallon rundown 
tank provides several minutes of lubrication to allow for the controlled shutdown of the turbine 
followed by shutdown of the CO2 compressor driving the process flow through the unit. A 
lubrication system drain was designed referencing API 614 and ensuring sufficient slope. An 
immersion heater inside the oil tank is used to warm the oil prior to operation and a cooling water 
heat exchanger and bypass valve are incorporated into the oil supply routing to maintain a 
lubrication supply temperature of 48 -57 °C during testing.  

Instrumentation on the lubrication oil system account for 15 measurements including pressures at 
the pump, machinery, a differential pressure across the filter, and temperatures on the supply and 
drains as well as reservoir temperature. A differential pressure measurement is also placed across 
the filter to ensure proper filtration through the system.  

The high-pressure pump is used to provide oil to the high-pressure seal tank. As mentioned 
previously, a floating ring type oil seal is used in the turbine design in place of a modern dry gas 
seal due to thrust loading at start-up. Providing the precise oil inlet pressure is an elevated tank, 
using head pressure and a sensing line from the turbine CO2 seal cavity. This setup is common 
practice and has been used for decades on both compressor and other lower temperature equipment 
(Wilcox 2000). A schematic of the oil seal system can be seen in Figure 7. The oil seal inlet 
pressure is to remain ~5-10 psi above the turbine cavity and is monitored with a differential 
pressure measurement at the turbine.  
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Figure 7 A loop schematic of the low- and high-pressure oil systems supporting the turbine 

The one unique part of the oil seal auxiliary system is a heated pressure sense line to the high-
pressure tank. Due to the rapid swings in CO2 density as it nears the critical temperature of 31 °C 
(Neveu et.al., 2021), a heat trace line was used for the sensing line. This heat trace will keep the 
CO2 process flow supercritical throughout the line with results in a more stable density. The stable 
density is required to match with the designed height of the elevated pressure tank to provide the 
correct oil seal inlet pressure. 

A level indicator is plumbed into the elevated pressure tank to monitor the oil height, which is a 
direct input for a PLD controller used to run a control valve to maintain the oil level. The 
mentioned control valve pulls from the 1800 psi oil pump which is running continuously in a 
smaller recycle loop near the main oil skid. Figure 8 shows both units packaged together along 
with associated piping and elevated tanks in the background. 
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Figure 8. The oil supply pumps and routings to allow for precise operation of the turbine 

Commissioning tests for this high-pressure system included 25 hours of circulation through all the 
piping and tubing to ensure cleanliness followed by filling the high-pressure tank to calibrate the 
level sensor. After calibration, the level sensor implementation into the PLD valve controller was 
tested to ensure the valve could open and close as needed to maintain tank height. While not under 
the pressure that the system will normally experience, the valve control logic was still tested out 
to ensure proper setup and instrumentation.  

A nearby separator tank is connected to the sour oil discharge of the turbine. The tank allows for 
CO2 to vent off the top and oil to fill the bottom of the tank. A level switch opens a valve to allow 
the sour oil after separation to drain back into the lube oil reservoir while the CO2 exits the top of 
the tank and enters the process loop downstream of the turbine exit. 
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The float switch and other sour oil instrumentation have been tested at atmospheric pressure to 
ensure proper operation. Remaining tests will occur at elevated pressures in the loop without the 
driving compressor operating to confirm pressurized operation before startup.  

6. Test Startup Sequence 
While the testing and operation of MW-scale sCO2 equipment requires a high level of safety and 
attention to detail, having one unit as the driver of another provides another set of challenges. 
Checklists are created and reviewed for operating the compressor system by itself, but integrating 
the operation of the externally fired heater and Geothermal turbine add to the complexity. Timing 
of the auxiliary systems on the turbine are important so that they are ready for operation once the 
compressor system is setup. While a timeline for startup is on the order of hours in the lab, it is 
only after operating the machinery that a judgement can be made on gauge how fast of a startup 
the system could handle. Many of the time limits are on machinery other than the turbine which 
would only affect lab testing. With the low turbine inlet temperature compared to most other sCO2 
turbines, thermal stresses are much less and not a critical limit. 

Before running any other system, the oil is preheated and all the air-buffer seals are pressurized. 
This also includes the buffer air for the compressor dry gas seals and lubrication oil system of the 
compressor system. Multiple loop purges will then be done up to 250 psi to clear the loop of air 
before filling the test loop with pure CO2. Only after the purge and finishing the compressor startup 
checklist is the lubrication oil pump supplying the turbine to be activated and the rundown tank 
filled. The high-pressure oil seal pump can then be turned on to fill the elevated seal tank and begin 
filling of the loop and injection into the seal. Abiding by the compressor DGS limitations, the 
compressor will be turned on with a flow loop pressure of 215 psi and then ramped to full speed 
as compressor inlet pressure is increased up to 500 psi. During this time, the turbine stop valve is 
closed and no flow is being sent through the turbine.  

Upon reaching a compressor inlet pressure of ~500 psi, the turbine stop valve will then slowly be 
opened to achieve spinning of the turbine. At this point in the startup, attention will shift to the 
turbine to monitor vibrations and oil system conditions. The mass of CO2 in the loop is then 
steadily increased with the loop fill pump up to a compressor inlet condition of 1100 psi and 40 
°C. Using this method, the CO2 state remains to the left of the dome and out of the liquid region. 
The compressor re-cycle valve and turbine stop valve will be modulated during the process to 
bring the turbine inlet condition up to 2290 psi while keeping the turbine speed below 20,000 
RPM.  

After reaching the design inlet pressure to the turbine and ensuring that all auxiliary seal systems 
are stable, the externally fired heater will be ignited. Both flame temperature and fan speed can be 
adjusted to create the correct amount of heat addition to the process gas through the facility Inconel 
740H heat exchanger. The heater and turbine stop valve will be adjusted simultaneously to reach 
the desired 150 °C turbine inlet temperature. This will occur at a reduced flow rate from the design 
point, as up until the point the turbine has remained unloaded (excluding windage losses and drag 
from the turbine, gearbox, and generator).  

After reaching a steady state operation in terms of turbine conditions and auxiliary systems, the 
external load bank can then be activated. Load steps in 50 kW increments will be added to the 
system followed by adjustment of the turbine stop valve and heater as the turbine slows down. The 
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system will be brought back to full speed again at the operating pressure and temperature before 
adding an additional 50 kW of load. The same iterative process will repeat until the turbine reaches 
the design mass flow condition of 15 kg/s. It is predicted that after losses, ~450-500 kW of power 
will be absorbed by the load bank. 

7. Initial Spin Test with Air  
In order to de-risk mechanical and rotordynamic turbine concerns, the team performed a 
preliminary un-coupled test using air as the driving fluid. Figure 9  shows the vibration and speed 
data in the form of a Bode plot for the spin test. The turbine was driven with from a 1,500-gallon 
air tank at approximately 100 psi and 21 °C. The vibration response matches closely what was 
predicted in Figure 4. The proximity sensors used for the vibration are located near the bearings, 
and an optical tachometer measures the spin speed of the turbine.  

 
Figure 9: Vibration and speed data of a spin-test using 100 psi air to drive the turbine 

8. Full Flow CO2 Test  
As previously described, the full CO2 test of the turbine will occur at in inlet condition of 150 °C, 
2290 psia, and 15 kg/s. While the turbine frame size is designed at a 3 MW level, the full pressure 
test will occur at 750 kW. The reduced flow volute and impeller will ensure that the aerodynamic 
predictions are accurate, and a full power run can be done in the field. The idea of testing turbines 
with reduced flow paths has been done before at Southwest Research Institute (SwRI) (Moore et 
al. 2020) and provides a great risk reduction step to the process. The impeller and flow path 
machined into the larger pressure cap, shown in Figure 10, is sized for this reduced scale but can 
be updated to fit an impeller wheel sized for the full 3 MW flow  
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Figure 10. The lab tested impeller and flow path are reduced scale from that to be used in the field 

The reduced flow impeller design under test is predicted to produce 750 kW or 325 N-m of torque 
at full speed before losses. Proving out the designed turbine impeller for operation at lower 
temperatures than most sCO2 energy cycles will validate predictions and models for creating a full 
3 MW impeller that can be used in the geothermal application next to a well. It will also prove 
modeling ability for the fabrication of different turbine wheels depending on downhole conditions 
for changing wells or surface conditions at various times in the year. 

9. Conclusion & Next Steps 
In conclusion, the reduced-flow spin test successfully validated the mechanical integrity of the 
turbine system as well as the auxiliary support (lube-oil system). Performing this incremental test 
greatly reduces the chance of trouble-shooting during full CO2 flow tests. 

The critical design factors outlined earlier set the precedent for future turbine design 
considerations. Most notably, moving to an integrally-geared expander design will help balance 
thrust loads that previously incurred cost and complexity of the bearing and lubrication system. 

In addition, the modularity of Sage’s turbine design, with interchangeable aero components 
(impeller), allow for geographic as well as seasonal adaption to dynamic field conditions (well and 
ambient temperatures). Whereas current mid-enthalpy binary plants suffer with higher Levelized 
Cost of Electricity (LCOE), the increased power generated from energy-dense CO2 paired with 
reduced CAPEX enable mid-enthalpy geothermal to be cost-competitive with wind, solar, and 
natural gas. 

Besides optimizing turbine design, other notable areas of future research fall within the carbon 
sequestration (CCUS) and direct air capture (DAC) industries. Further exploration into the 
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requirements of these two systems can be achieved with ongoing analysis utilizing SwRI with 
Sage’s GeoTwin modeling and simulation capabilities. 
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ABSTRACT 

In this paper we simulate fluid flow and energy transport associated with injection and production 
into a fractured rock mass resulting from for the 3-stage hydraulic stimulation of the injection Well 
16A(78)-32 and fluid circulation with the recently completed Well16B(78)-32 in the Utah 
FORGE. The main objective of this study is to estimate the circulation potential from the injector 
to the production well within the fracture network developed upon stimulation of Well16(A)78-
32. For this purpose, we study injection into the rock considering the impact of pressure and 
cooling-induced permeability increases and assess the pressure and temperature changes around 
the stimulation zone. The study helps estimate the reservoir volume and its evolution of 
permeability and flow capacity. The simulation results show that the cooling-induced permeability 
increase helps reduce the pumping pressure increase for the injector. 

1. Introduction  
We previously demonstrated numerical modeling of reservoir stimulation in the Utah FORGE 
injection well (Lee and Ghassemi, 2022, 2023). We considered a discrete fracture network around 
the stimulation zone, and carried out the Gaussian smoothing process to improve the numerical 
stability in the reservoir simulation. The model used a stress-dependent permeability model and is 
currently extended to includes both injection and cooling-induced permeability change to study. 
circulation between the Well16A(78)-32 and Well16B(78)-32.  

2. Application of Stress-Dependent Permeability Model 
The model describes the rock permeability decrease as the effective stress increases, permeability 
increases as the pore pressure increases, and the permeability increases by cold water injection 
caused by thermal stress changes. 
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The change of initial rock matrix permeability with respect to the stress is calculated using the 
equation (S. C. Jones, 1988): 

𝑘𝑘 = 𝑘𝑘0�𝑒𝑒𝑒𝑒𝑒𝑒�−𝑎𝑎𝑘𝑘[𝑒𝑒𝑒𝑒𝑒𝑒(−Ϭ/Ϭ∗) − 1]��/(1 + 𝐶𝐶Ϭ)         (1) 

where 𝑎𝑎𝑘𝑘, 𝐶𝐶 are the coefficients for the stress versus permeability. Ϭ∗is the reference stress and Ϭ 
is the reservoir stress. 

For the fluid injection-induced stress change and the thermal stress change by rock cooling are 
computed using the following proposed equation: 

𝑘𝑘 = ��12𝑘𝑘0 + �12𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 �𝑒𝑒𝑒𝑒𝑒𝑒(𝑑𝑑×𝜎𝜎𝑛𝑛′ )−𝑒𝑒𝑒𝑒𝑒𝑒�𝑑𝑑×𝜎𝜎𝑛𝑛𝑛𝑛
′ ���

2

12
+ 𝑘𝑘0𝑒𝑒𝑒𝑒𝑒𝑒 �𝛽𝛽 · 2(1−2ϒ)

1−ϒ
𝐾𝐾𝛼𝛼𝑠𝑠∆𝑇𝑇�     (2) 

where 𝑑𝑑 is the empirical exponent for aperture versus normal stress, 𝜎𝜎𝑛𝑛𝑛𝑛′ ' is the effective normal 
stress. 𝛽𝛽,ϒ, 𝐾𝐾,𝛼𝛼𝑠𝑠 are the material parameter, Poisson’s ratio, bulk modulus, and volumetric 
thermal expansion coefficient, respectively.   

The first term in Equation (2) expresses the relationship in terms of an initial permeability and 
change of permeability by injection-induced stress changes (J. Rutquist, 2002), and the second 
term in Equation (2) describes the rock permeability change by temperature change in the rock. 
By superposing the three expressions, we can calculate the permeability change by effective stress, 
pore pressure change, and thermal stress: 

𝑘𝑘 = 𝑘𝑘0�𝑒𝑒𝑒𝑒𝑒𝑒�−𝑎𝑎𝑘𝑘[𝑒𝑒𝑒𝑒𝑒𝑒(−𝜎𝜎/𝜎𝜎∗)−1]��
(1+𝐶𝐶∅) + ��12𝑘𝑘0 + �12𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚 �𝑒𝑒𝑒𝑒𝑒𝑒(𝑑𝑑×𝜎𝜎𝑛𝑛′ )−𝑒𝑒𝑒𝑒𝑒𝑒�𝑑𝑑×𝜎𝜎𝑛𝑛𝑛𝑛

′ ���
2

12
+  𝑘𝑘0𝑒𝑒𝑒𝑒𝑒𝑒 �𝛽𝛽 · 2(1−2ϒ)

1−ϒ
𝐾𝐾𝛼𝛼𝑠𝑠∆𝑇𝑇�    (3) 

The application of a stress-dependent permeability model for the FORGE simulation will be 
discussed in the next chapter. 

3. Numerical Modeling of Fluid Circulation between Well 16A(78)-32 and Well16B(78)-32 
In this section, we present fluid circulation modeling between Well 16(A)78-32 and Well 16(B)78-
32. The coordinate is (UTM (m) – x0 (m), UTM – y0 (m)) for x- and y- coordinates where x0 = 
333,358 m and y0 = 4,261,781 m, and the depth TVD (m) from the surface of the well. To facilitate 
meshing and computation of equivalent permeability, the x- and y- coordinates are rotated 30° to 
align with the maximum horizontal stress direction (the orientation of the maximum horizontal 
stress is given as N30°E (Moore et al., 2019) i.e., the hydraulic fracture propagation direction. 
Figure 1 illustrates reservoir simulation domain size, discrete fractures network and well locations 
for Well16(A)78-32. The natural fracture geometry has been obtained from FORGE Geotherm 
Data Repository. The model grid-block size for finite difference method simulation is 10 m, 10 m, 
and 10 m for x-, y-, and z- direction, and the number of grid-blocks are 65, 60, and 60, respectively. 
Initial pressure and temperature distributions are provided by Native State FALCON Model input 
data from Idaho National Laboratory. Note that the production well is assumed to be 100 m above 
the injection well. The input parameters used for simulations are listed in Table 1. 

108



Lee and Ghassemi 

 

Figure 1: Reservoir simulation domain size and grid-blocks for stimulation modeling. The blue line indicates 
the trajectory of Well 16A(78)-32. 

 

Table 2: Input parameters for Utah FORGE stimulation modeling 

Parameter Value 
Porosity, 𝜑𝜑 1 % 
Thermal conductivity, 𝐾𝐾𝑇𝑇 4.0 W/m-K 
Heat Capacity, 𝑐𝑐𝑇𝑇 1200 J/Kg-K 
Density of rock, 𝜌𝜌𝑠𝑠 2.7 g/cm3 
Residual saturation of water, 𝑆𝑆𝑤𝑤𝑤𝑤 0.30 
Residual saturation of steam, 𝑆𝑆𝑔𝑔𝑤𝑤 0.05 
Coefficient of stress vs. permeability, 𝑎𝑎𝑘𝑘 0.1 
Reference stress, Ϭ∗ 40 MPa 
Coefficient of stress vs. permeability, 𝐶𝐶 0.001 
Empirical exponent for aperture vs. normal stress, 𝑑𝑑 0.005 MPa-1 
Material parameter, 𝛽𝛽 1.0 
Bulk modulus, 𝐾𝐾 50 GPa 
Volumetric thermal expansion coefficient, 𝛼𝛼𝑠𝑠 8×10-6 m/m-C 
Initial permeability, 𝑘𝑘0 DFN + Stimulation data 
Initial reservoir temperature, T0 FALCON input data 
Injection water temperature, Tinj 60 °C 

 

The initial permeability distribution is obtained from the DFN and the stimulated volume is 
constrained based on the microseismicity data around Stage 1, 2, 3 stimulations as described in 
Figure 2 - 4. For the estimation of initial permeability values, we used the calibrated permeability 
estimation. As we discussed in previous work, we calibrated the permeability based on the 3-stages 
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stimulation for Well16A(78)-32 and utilized the pressure versus injection volume to estimate the 
permeability change. The calibrated permeability ranges are 3 – 10 md for Stage 1, 3 – 15 md for 
Stage 2. Anisotropic permeability values for Stage 3 are expected to be in the range of 2 – 6 md 
(kxx), 20 – 60 md (kyy), and 10 – 30 md (kzz). From this analysis, it is assumed that the initial 
permeability for Stage 1 and 2 are 2 md, and for Stage 3 it is 10 md. Since the permeability model 
increases exponentially from the initial permeability value, we limit the maximum increase of 
permeability. In this numerical model, the maximum increase of permeability by fluid injection 
and cooling are 20 md and 180 md, respectively. 

 
Figure 2: Initial permeability is based on the microseismicity data from the stimulation of Well 16A(78)-32 

(blue line) and Well16B(78)-32(white and red line). 

 

 
Figure 3: (a) top view of microseismicity and applied high permeable zone around Stage 1, 2, 3 (b) side view of 

microseismicity and applied high permeable zone around Well 16A(78)-32 and Well 16B(78)-32 
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Figure 4: (a) z-directional permeability distribution around Well 16A(78)-32 and Well 16B(78)-32 (b) 3-

dimensional high permeable volume for the comparison. 

 

The pumping schedule for the modeling is plotted in Figure 5. It is designed as a 3 step process in 
the modeling – i) injection without production, ii) injection with partial production, and iii) full 
circulation.  Injection without production started for the stimulation by step-rate increase from 25 
Kg/sec to 50 Kg/sec, then the production rate was gradually increased from -10 Kg/sec to -50 
Kg/sec. The numerical model runs for full circulation from 2 days to 365 days to observe the 
pressure change while circulation between the wells. 

 
Figure 5: Injection schedule for the modeling. Inject 25 Kg/sec without production for 6 hours to stimulate the 

reservoir around the Stage 1, and increase injection to Q=50 Kg/sec for another 6 hours, then gradually 
increase the production rate up to Q=-50 Kg/sec until 365 days.   

The results of pressure change at the injector and the producer are plotted in Figure 6. The blue 
line is the pressure change for the injector with increasing time and the red line is the pressure 
change at the producer. Note that the lowest pressure at the producer is at 49 days of fluid 
circulation, then the pressure at the production well slowly increases because of a cooling-induced 
permeability increase. The change of impedance between the wells is also plotted in Figure 6 
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(green line, the secondary y-axis plot). It is observed that the highest impedance is at the early 
stage. Then the flow impedance is reduced rapidly. The pressure and the temperature change from 
the injector to the producer at the different time are plotted in Figure 7. There is no temperature 
change in the production well while circulating for 49 days, then cooling front encroaches on the 
production well as plotted in Figure 7(b). After this, the cooling-induced permeability is in effect 
and the trend of pressure continues to drop as described in Figure 7(a).  

 
Figure 6: Pressure at the injector and the producer (blue line – injector, red line – producer). The change of 

impedance between the injector and the producer is plotted in green.   

 
Figure 7: Pressure and temperature change from the injector to the producer at different times are plotted. (a) 

the permeability at the production well increases after 37 days by cooling that leads the pressure support 
at the production well to maintain the impedance below 0.1 MPa/(Kg/sec). (b) temperature changes by 
cold-water injection from the injector to the producer at different times.     
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3D plots at different time-steps are presented in Figure 8 - 10 for cooling-induced permeability 
model assuming 20 md maximum permeability by injection and 180 md maximum permeability 
by cooling. Permeability change at the early stage in Figure 7(a) shows the permeability 
distribution after 12 hours of fluid injection for the stimulation before the production starts. It is 
observed that the permeability around the production increases with time because of rock cooling 
(Figure 8(c) and (d)). Pressure and temperature changes at different time-step are illustrated in 
Figure 8 and 9. The maximum pressure is observed at 12 hours of fluid injection then the difference 
of pressure is slowly decreased while fluid circulation for 365 days as shown in Figure 9(a) - (d). 
It is observed that the cooling-front by cold water injection is close to the production well after 36 
days of circulation, then slowly increases the cooling zone as shown in Figure 10. 

 
Figure 8: 3D plot for permeability changes (a) t = 12 hrs, (b) t = 36 days, (c) t = 180 days, and (d) t = 365 days.  
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Figure 9: 3D plot for pressure changes: (a) t = 12 hrs, (b) t = 36 days, (c) t = 180 days, and (d) t = 365 days. 
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Figure 10: 3D plot for temperature changes at different time-step. (a) t = 12 hrs, (b) t = 36 days, (c) t = 180 days, 

and (d) t = 365 days. 

3. Conclusions  
A coupled fracture/reservoir model for EGS has been used to simulate stimulation and fluid 
circulation in the Utah FORGE doublet. The presence of a DFN and its stress/temperature 
dependent permeability can be considered in the framework of two-phase flow. The model was 
used to analyze the discrete fracture network and stress-dependent permeability model for fluid 
circulation between Well16A(78)-32 and Well16(B)78-32 in the Utah FORGE. Results show that 
simulations considering stress-dependent permeability improved fluid mass movements in the 
discrete fracture network and significantly reduced previous impedance estimates. The impact of 
estimated reservoir volume around the stimulation zone and permeability change with respect to 
the injection pressure and the temperature was also studied to help optimize the production well 
design in Utah FORGE reservoir. The circulation potential is highly impacted by the combined 
effects of initial permeability, fluid-induced and cooling-induced permeability change, and the 
natural fracture geometry. 

Future work will consider optimization of numerical modeling parameters based on the seismicity 
record and distributed acoustic sensing (DAS) field data, to demonstrate the characterization of 
FORGE reservoir. 
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ABSTRACT 
We use rigorous electrolyte thermodynamics, direct lithium extraction (DLE) media database 
with reaction kinetics, and a steady state process simulator to predict the mass, energy, and 
chemistry balance in lithium extraction from geological fluids.  The electrolyte thermodynamic 
model is used to predict the brine properties at each step in the process.  The DLE media 
database and reaction kinetics are used to predict lithium uptake by the adsorbent materials.  A 
process simulator is used to predict the mass, energy, and chemistry balance in the overall 
process. 
The electrolyte model contains the thermochemical data of key elements like Li+, Na+, K+, 
Ca+2, Sr+2, Fe+2, Cl+1, CO3

-2, SO4
-2, H+, OH-1, and B+3 It is used to calculate pH, density, buffer 

capacity, vapor pressure, activity coefficients, solids saturation, precipitation formation, and 
chemical demand.  The electrolyte model is needed to predict the equilibrium state of the brines 
as it flows in and out of each process unit in the extraction and regeneration process.  It is the 
most critical of the three tools. 
We created a DLE media database with two approaches, empirical and rigorous, using 
experimental data from media providers to quantify lithium (and other ion) uptake as a function 
of contact time, pH, temperature, and brine chemistry.  We back-calculate the media’s chemical 
formula using the moles of exchangeable sites available per gram of media.  We also created a 
rate expression and a set of rate coefficients to calculate ion uptake as a function of temperature, 
pH and time.  We have not developed media degradation parameters that could be used to 
optimize plant costs. 
We used a steady-state process simulator with the electrolyte model and DLE media database 
to predict lithium extraction efficiency, contaminant ion uptake, solids deposition, chemical 
requirements, and lithium chloride extractant composition.  We developed a full-plant 
simulation for several extraction plant designs, the essential parts of the plant are presented in 
this paper. Although we cannot present actual plant information due to the proprietary nature 
of the operations, we present a hypothetical plant design of a geological fluid and describe the 
sections of the extraction plant that are and are not simulated accurately at this time.  The 
limitations we describe are mostly mass-transport-based, such as solids settling rates, media 
fouling, incomplete mixing, and membrane and ion exchange performance.   
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In summary, we have used the above capabilities to design, with relative accuracy, geological 
fluid extraction processes.  This includes simulating critical unit operations like ion extraction 
and media regeneration, separation processes like ion exchange and membranes, predicting the 
formation of unwanted solids, and predicting the chemical and water demand under varying 
process conditions.  
1. Introduction 
Lithium is in high demand as the world shifts towards a cleaner and more sustainable future. 
To meet this demand, industry is developing processes to extract lithium from geologic fluids, 
like geothermal brines or produced brines from existing or abandoned oil and gas wells. Due 
to recent technological developments in lithium sorbent materials, direct lithium extraction 
from brines containing less than 50 ppm lithium, are approaching economic viability.i 
Extracting lithium from complex brines comes with many chemistry challenges: the high salt 
concentration, precipitating metals, brine corrosivity, brine temperature, a sensitive 
environment, and limited availability of fresh water. 
Geologic fluids produced in geothermal and oil/gas production contain lithium at low 
concentrations compared to conventional sources of lithium like salars and ore. These low 
concentrations make the use of conventional extraction techniques such as evaporation or 
membrane technologies impractical.  Many entrepreneurial startups and established mining 
companies have developed materials that selectively extract lithium directly from the brine, 
without taking up the other solutes (e.g., Na+, Cl-, Ca+, Mg+2. etc.).  The material, generally 
termed DLE media, is comprised of a porous magnesium oxide (MgOx) or titanium oxide 
(TiOx) matrix containing positive-charge deficiencies.  These materials are manufactured in 
ways that allow Li+ and H+ to diffuse and attach to sites in the media, but larger ions like Na+, 
K+, Ca+2, to largely remain in the bulk fluid.  In DLE, lithium-containing brine contacts the 
protonated form of the media, allowing the ion-exchange reaction between Li+ and H+ to occur, 
the media is then separated from the brine and washed with acid to reverse the exchange, 
extracting lithium from the media.  The resulting solution is an acid-containing pregnant liquor 
with lithium concentrations in the several thousands of mg/l 
With these new DLE processes, there is a strong demand to develop mass, chemistry, and 
energy balances around these techniques enabling designs of pilot and full-scale extraction 
plants.  The challenge is that no predictive software tool exists to simulate the extraction 
process in any mechanistic way.  This is in part because the extraction media vary by 
manufacturer, and therefore uptake rates, adsorption capacity, ion selectivity, and degradation 
rates vary.   
OLI addresses these limitations by developing a semi-empirical thermodynamic and kinetic 
database that simulates direct lithium extraction and the larger process design.  We use one of 
two approaches to simulate ion uptake, a kinetic-based uptake reaction (empirical) and an ion-
exchange reaction with fixed selectivity coefficients (rigorous).  We present our development 
of the kinetic database, and test it using the electrolyte model coupled with a process simulator 
to analyze a complete DLE plant. 
2. Approach to modelling cation adsorption in DLE media 
We developed a private database containing two types of extraction mechanisms.  The first 
uses a rate-based expression where adsorption is defined using a set of kinetic reactions 
(empirical).  The equation below is the expression for Lithium uptake and release.  Similar rate 
expressions are used for Na+, K+, Ca+2, and Mg+2.  This approach does not use an equilibrium 
constant, although one can be back-calculated.  We fixed the enthalpy of formation for each 
adsorption species so that there is negligible temperature change when the reaction proceeds. 
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𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 + 𝐿𝐿𝐻𝐻𝐿𝐿𝐿𝐿 ↔ 𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 + 𝐻𝐻𝐿𝐿𝐿𝐿 
 

𝑅𝑅𝐻𝐻𝑅𝑅𝐻𝐻 �
𝐻𝐻𝐿𝐿𝐻𝐻+

𝐻𝐻𝑅𝑅
� = ��𝐴𝐴𝑓𝑓 ∗ 𝐻𝐻

𝐵𝐵𝑓𝑓
𝑇𝑇(𝐾𝐾)� ∗ (𝐻𝐻𝐻𝐻𝐻𝐻𝑎𝑎 ∗ 𝐿𝐿𝐻𝐻𝑏𝑏 ∗ 𝐻𝐻2𝑂𝑂𝑐𝑐)� − �𝐴𝐴𝑟𝑟 ∗ 𝐻𝐻

𝐵𝐵𝑟𝑟
𝑇𝑇(𝐾𝐾)� ∗ (𝐻𝐻3𝑂𝑂𝑑𝑑 ∗ 𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝑒𝑒)�� ∗ 𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙  

The strength of the empirical approach is that adsorption and desorption extent is fit to 
measured data.  The rate expression can be expressed to include the temperature, pH, and 
composition effects.   
The second approach uses an equilibrium ion exchange reaction (rigorous).  The papers we 
reviewed define the media as having two exchange sites per mole of central metal, e.g., H2TiO3.  
We evaluated four possible exchange reactions, an exchange of one mole M+1 per mole of 
media or an exchange of 0.5 mole M+2 per mole of media. 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(1) +  𝐿𝐿𝐻𝐻+1
𝑄𝑄𝑠𝑠↔𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(1) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) +  𝐿𝐿𝐻𝐻+1
𝑄𝑄𝑠𝑠↔𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝑁𝑁𝐻𝐻+1
𝑄𝑄𝑠𝑠↔𝑁𝑁𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐾𝐾+1 𝑄𝑄𝑠𝑠↔𝐾𝐾𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 0.5𝐻𝐻𝑀𝑀+2
𝑄𝑄𝑠𝑠↔𝐻𝐻𝑀𝑀0.5𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 0.5𝐿𝐿𝐻𝐻+2
𝑄𝑄𝑠𝑠↔𝐿𝐿𝐻𝐻0.5𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

The strength of the rigorous approach is that it uses standard equilibrium reactions, a selectivity 
coefficient, and non-ideal interactions for each adsorbing ion.  Thus, it incorporates 
temperature, concentration, and pH effects automatically.   
Both approaches include adsorption with all ions if they are developed: H+, Li+, Na+, K+, Mg+2, 
Ca+2, Sr+2, Ba+2, Fe+2, and Al+2.  The media molecular weight is defined by its molar exchange 
capacity (grams of media per mole of Li+ adsorbed).  The media enthalpy (for heats of reaction) 
is referenced to Na2TiO3.  These values are not precise but are satisfactory for first-pass 
development.  The enthalpy of reactions for H2TiO3 and Li2TiO3 species was adjusted to match 
adsorption vs. temperature data.  
3. Results: Fitting adsorption and desorption data using empirical approach 
We used adsorption vs. time data from a private communication to define the reaction rate 
expression. We set the media's formula weight to a value that would produce a lithium 
exchange capacity of 5 meq Li/g media (35 mg/g) and used the measured data to parameterize 
the kinetic coefficients.  This data included concentration vs. time as temperature and pH 
varied.  Then, using the brine composition, the experimental pH (5 and 8), temperature (20, 40, 
and 60C), and the concentration vs time plots to define the kinetic coefficients.  Figure 1 is a 
curve fitting plot of adsorption rates on a proprietary DLE media.   
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Figure 1: Curve fitting of adsorption data vs time and temperature 
 

We obtained good agreement with the measurements at pH 8, and limited alignment with data 
at pH 5.  The best fit plots produced the following values.  The reactants and products are 
measured in activities and the volume is in m3. 

𝑅𝑅𝐻𝐻𝑅𝑅𝐻𝐻 = ��3.4𝑥𝑥1013 ∗ 𝐻𝐻
2112

𝑇𝑇(𝐾𝐾)� ∗ (𝐻𝐻𝐻𝐻𝐻𝐻1 ∗ 𝐿𝐿𝐻𝐻0.6 ∗ 𝐻𝐻2𝑂𝑂0)� − �2.8𝑥𝑥1013 ∗ 𝐻𝐻
−97

𝑇𝑇(𝐾𝐾)� ∗ (𝐻𝐻3𝑂𝑂1.19 ∗ 𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻1.17)�� ∗ 𝑉𝑉𝑙𝑙𝑙𝑙𝑙𝑙 

There were no uptake rates for Na+, K+, Mg+2, and Ca+2, so we used the lithium uptake rates for 
the other cations, and limited the extent to which these other ions adsorb to 1.5 mg/g (for Na 
and K) and 3 mg/g (for Mg and Ca). 
4. Results: Fitting measured adsorption and desorption data using rigorous approach 
Wang et ali studied adsorption of metals from a heavy brine on their H2TiO3 media.  Ion 
concentration for Ca+2, Mg+2, Na+, K+, and Li+ in the brine, was reported as 55, 58, 1.6, 0.5, 
and 1.56 g/l, respectively.  They reported maximum adsorption capacities for these metals on 
their material at pH 8.8 and 25 C, this data is presented in Table 1. 
Table 1 - Estimation of the equivalent weight of the media based on the different cation adsorption capacity. 
 

Cation adsorption 
capacity (meq /g) 

Media mass  
(g/eq) 

Media(1) 5.14 194.6 
Li+ 5.14 

 

Media(2) 0.62 1604 
Li+  0.10   

Na+  0.08   
K+  0.05   

Mg+2  0.21   
Ca+2  0.18   

 
We created two sets of adsorption reactions to accommodate the two reported adsorption sites 
(site 1 and site 2) for Li+, H+, Na+, K+, Mg+2, and Ca+2.  The first reaction (site 1) adsorbs Li+ 
and H+.  It has a capacity of 5.14 meq/g and a formula weight of 194.6 g/mol.  The second 
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reaction (site 2) adsorbs all cations and has a capacity of 0.62 meq/g and formula weight of 
1604 g/mol.  The chemical reactions created were:   

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(1) +  𝐿𝐿𝐻𝐻+1
𝑄𝑄𝑠𝑠↔ 𝐿𝐿𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(1) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + ( 𝐿𝐿𝐻𝐻+1,𝐾𝐾+1,𝑁𝑁𝐻𝐻+1)
𝑄𝑄𝑠𝑠↔ (𝐿𝐿𝐻𝐻,𝐾𝐾,𝑁𝑁𝐻𝐻)𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 0.5(𝐿𝐿𝐻𝐻+2,𝐻𝐻𝑀𝑀+2)
𝑄𝑄𝑠𝑠↔ (𝐿𝐿𝐻𝐻,𝐻𝐻𝑀𝑀)0.5𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(2) + 𝐻𝐻+ 

We then fit the experimental data (symbols) using selectivity coefficients.  The results are 
shown in Figure 2.  There is good fit for lithium (left plot) and reasonable fit above pH 7 for 
the other metals (right plot).   The right plot fits can be improved by modifying the surface 
interaction parameters.   

      
 
Figure 2: Curve fitting Li, K, Na, Mg, and Ca adsorption on an HTiO3 media from a high concentration 

chloride brine 
 

The computed selectivity coefficients (Qs) for each metal were (log scale) -6.6, -4.4, -5.2, -6.8, 
and -6.8 for Li+, Na+, K+, Mg+2, and Ca+2, respectively (before adjustment by activity 
coefficients).  These values are based on the adsorption maximum values and the brine 
compositions reported by the authors.  These selectivity coefficients are specific to the brine 
and the media.  More intrinsic selectivity coefficients can be produced if the media is tested in 
simpler salt-water solutions like, NaCl-H2O, KCl-H2O, MgCl2-H2O, and CaCl2-H2O.   
We used the same parameters to simulate the adsorption data from Zhang et alii. They produced 
a pure H2TiO3 and polyvinyl benzene treated H2TiO3, and studied lithium adsorption on that 
media.  Figure 3 is a plot of the adsorption isotherm for the two materials.  There is good 
agreement between the measurements and predictions for the pure H2TiO3 material but 
initially, poor agreement for the PVB-treated media.  To compensate for this, we created a 
separate media, PVB-TiO3.   We calculated an equivalent weight for pure H2TiO3 media at 208 
g/eq and for the PVB-TiO3 media at 230 g/eq.  The computed selectivity coefficients for the 
PVB-TiO3 were (log scale) -6.8, -7.7, -6.9, -9.3, and -9.3 for Li+, Na+, K+, Mg+2, and Ca+2, 
respectively (before adjustment by activity coefficients).  Each of the metals are 1.1 log-unit 
lower than values shown above. 
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Figure 3: Matching equilibrium sorption curve and capacity for a H2TiO3 and PVB-H2TiO3 

Figure 4 is a plot of the calculated and measured adsorption vs. pH for the same materials.  The 
model predicts lithium uptake quite well for the H2TiO3 media but not for the PVB-H2TiO3 
media.  It will be necessary to use different selectivity coefficients and equivalent weights for 
the commercial material as compared to the pure material. 
 

 
 
Figure 4: Comparing simulated and reported uptake vs pH curves using parameters regressed for the 

equilibrium sorption curve 
 
5. Approach to simulating the Direct Lithium Extraction process 
Figure 5 is an image of the flow diagram used to simulate direct lithium extraction process with 
DLE media.  The units represent a single contactor vessel undergoing four extraction process 
steps: lithium adsorption, brine rinsing, media regeneration with HCl, and a final rinse.   
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Figure 5: Simulation flow diagram for testing the two DLE reaction approaches. 
 

We simulated the lithium extraction process at 25 C and 1 atm using the above flow diagram 
with both the empirical and rigorous reaction methods.  The following parameters were used 
for the modelling: 
 Media mass / capacity reported in Table 1 
 A generic Salton Sea brine composition (see below)  
 Brine feed rate of 10 kg/min 
 Lithium adsorption at pH 8 and controlled using 20% NaOH  
 Lithium removal at pH 0.5 or 1 and controlled using 8% HCl  
 Pure water at 5.5 g water/g media was used for rinsing brine off media 
 Pure water at 2.5 g water/g media was used for rinsing acid off media to recover Li+ 
 10 wt% entrained liquid on the media at the start of each process step  
 Filtered inorganic solids from the brine upstream of the extraction process 

We then varied the following parameters: 
Brine to media mass ratio between 6 mg Li/g media (excess media) and 40 mg Li/g media 
(insufficient media).  We expected to see a higher concentration of unwanted salts, Na, K, Mg, 
and Ca in the final extractant when using media in excess of lithium. 
Contact time for the adsorption and regeneration between 15 and 60 minutes (same value for 
each step).  This is done for the empirical (kinetic) reactions only to study the impact on lithium 
uptake and on the final composition of the Li in the purification stream.   
For the lithium-containing brine feed, we used a generic Salton Sea brine in our simulation 
work.  This brine has roughly half the ionic strength of the Wang et al brine, Table 2.  The far-
right column is the activity coefficient ratio between the generic Salton Sea water and the Wang 
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et al brine.  It is based on the following equation, where Q’ is the activity coefficient ratio. The 
equation is written reactants over products and the media phase is assumed to have unit activity: 
 

𝑄𝑄′ =
𝛾𝛾𝑀𝑀+𝑧𝑧
1/𝑧𝑧 ∗ 𝛾𝛾𝐻𝐻2𝑂𝑂
𝛾𝛾𝐻𝐻3𝑂𝑂+

;        𝑟𝑟𝐻𝐻𝑅𝑅𝐻𝐻𝑟𝑟 =
𝑄𝑄𝑆𝑆𝑎𝑎𝑙𝑙𝑆𝑆𝑆𝑆𝑆𝑆 𝑆𝑆𝑒𝑒𝑎𝑎
′

𝑄𝑄𝑊𝑊𝑎𝑎𝑆𝑆𝑊𝑊 𝑒𝑒𝑆𝑆 𝑎𝑎𝑙𝑙 𝑏𝑏𝑟𝑟𝑙𝑙𝑆𝑆𝑒𝑒
′  

 

A ratio >1 indicates that metal adsorption from generic Salton Sea water is enhanced relative 
to the Wang et al brine.  Lithium adsorption affinity is computed to be suppressed by 12% 
while Na+, K+, Mg+2, and Ca+2 adsorption is computed to be enhanced, with K+ adsorption 
enhanced by 7.2x.   Uptake differences are further affected by the absolute metal concentrations 
in solution.  Potassium concentrations for example are 17.6x greater in the generic Salton Sea 
brine.  The effect of these differences is that the metal adsorption efficiency between the two 
brines will differ.   
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Table 2 - Comparison of the brines used to create the selectivity coefficients and to simulate lithium 
extraction. 

 Brine composition (ppm) Equivalent conc (eq/kg 
H2O) 

Activity coefficients 
(kg/mol) 

Activity 
coefficient 
ratio Ion Wang et al  Generic 

Salton Sea  
Wang et al Generic 

Salton Sea  
Wang et al Generic 

Salton Sea  
H2O 1000000 1000000 55.5 55.5 0.52 0.76  
H3O+ 3.0e-8 1.9e-7 1.6e-9 1e-8 13.7 4.2  
Li+1 1769 200 0.25 0.039 12.4 2.3 0.88 
Na+1 1814 70000 0.08 4.1 3 1.1 1.8 
K+1 567 10000 0.014 0.35 0.4 0.6 7.2 
Mg+2 67641 2000 5.6 0.22 28.6 1.5 1.3 
Ca+2 62583 20000 3.1 1.34 12 0.9 1.2 
Sr+2  650      
Ba+2  100      
Fe+2  20      
Cl-1 319720 160000      
HCO3-1  15      
SO4-2  50      
BOH3  1500      
SiO2  10      
CO2  50      
IS (m) 13.6 6.9      

 
6. Results – Simulating Extraction Process Using Empirical Reactions 
Table 3 contains the results for the empirical exchange simulation.  The contact time is set to 
30 minutes, the lithium to media mass ratio in the contactor is set to 20 mg/g.  The adsorption 
step is set to pH 8, and the regeneration step is set to pH 0.5.  The spent brine column contains 
the calculated lithium concentration of 71 mg/l.  This represents 65% lithium capture.  The 
simulated lithium concentration exiting to the purification process is 4872 mg/l and pH 1.9.  
Both values are after mixing the HCl extraction step with the pure water media washing step.  
The regenerated media is calculated to still contain lithium after the acid extraction.  The final 
column shows that the regenerated media still contains 18.5 mg/g of lithium (50% of the 
available sites).  This indicates that the HCl did not extract all the lithium.  We suspect our 
kinetics may not be valid at very low pH’s because there was no data to regress in this region. 
 
Table 3 - Base case simulation using pH 8 in spent brine and pH 0.5 in LiCl to purification. 

Species conc. (mg/l) Feed Brine Spent Brine LiCl to purification  Regenerated Media 
(mg/g) 

Li+1 200 73 4872 18.5 
Na+1 70000 70545 1250 <0.01 
K+1 10000 9943 230 <0.01 
Mg+2 2000 1981 124 <0.01 
Ca+2 20000 19836 484 <0.01 
Ba+2 100 35.5 <0.1 … 
Cl-1 159240 158971 26704 … 
pH 5.1 8.0 2.0 (after rinsing) … 
 

Figure 7 is a plot of the lithium extraction efficiency as contact time and Li:Media loading 
vary.   A minimum of 20 mg/g loading is required to achieve 75% removal efficiency.  At this 
loading ratio, the contact time would be greater than 30 minutes.  At 10 mg Li/g media loading, 
nearly 100% of the lithium is removed from the brine. This is not surprising, since at this 
loading only one in three of the available adsorption sites can be filled.  This creates problems 
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because the other ions are in excess and continue to adsorb on the sites that are available to 
them.  The net effect is an enrichment of the impurities adsorbed relative to the lithium.  
 

 
 
Figure 6 - Lithium extraction efficiency as a function of contact time and Li:Mg loading. 
 

Figure 8 is a plot of the Li+ concentration in the purification stream vs. contact time and 
Li:Media loading ratios.  The lithium concentration increases with contact time for each of the 
Li:Media loading ratios except one.  At the lowest ratio (10 mg Li/g Media), there is insufficient 
lithium remaining in the brine to occupy the available sites (above discussion).  This has two 
effects, the first is that more HCl is needed to achieve the 0.5 pH, diluting the metals 
concentration in the purification stream.  The second is that the impurities concentration in the 
purification stream increases relative to lithium. This is shown in Figure 9 where at low 
Li:Media loading ratio, there is a higher impurity:Li equivalent ratio in the purification stream.  
The increase is significant below the 20 mg Li+/g media loading.   
 
 

 
 
Figure 7 - Lithium concentration in the purification stream as a function of contact time in the extraction 

step and the Li:Media loading ratio. 
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Figure 8 – The Impurity:Li ratio in the Purification stream as a function of contact time and Li:Media 

loading ratio 
 
7. Results – Simulating Extraction-process using rigorous ion exchange 
 

Table 4 contains the simulation results using the rigorous adsorption approach.  The lithium 
loading is set to 20 mg Li/g media, the contactor pH for lithium extraction is set to pH 8, and 
the HCl recovery step set to pH 0.5.  The software computes 15 ppm Li+ remaining in the spent 
brine, which is approximately 93% recovery.  The slightly higher Na+ in the spent brine is from 
NaOH addition, and the lower cation concentration is from adsorption onto 10% of sites 
available to these ions.  This simulation approach differs from the empirical approach in that 
reactions come to equilibrium.   
 
Table 4 – Base case simulation using a Li/media load of 20 mg/g, a pH 8 for extracting lithium, and a pH 

0.5 for removing the lithium.  

Species conc. (mg/l) Feed Brine Spent Brine LiCl to purification  Regenerated media 
(mg/g) 

Li+1 200 15 5094 1.3 
Na+1 70000 70270 2640  
K+1 10000 9914 274  
Mg+2 2000 19001 2409  
Ca+2 20000 19790 13  
Ba+2 100 0 0  
Cl-1 159240 154977 38772  
pH 5.1 7.9 1.4 (after rinsing)  

 
Figure 10 is a plot of lithium concentration in the extracted purification and spent brine streams 
as a function of pH when the Li:Media loading is 20 mg/g.  The pH where lithium is computed 
to be at its maximum concentration is 7.5.  Above this pH, lithium concentration in the 
purification stream decreases.  This is for three reasons; 1) the lower lithium concentration 
reduces the extent of the adsorption reaction; 2) the impurities continue to adsorb because they 
are not in limited concentrations; and 3) more HCl is used to bring the pH to 0.5, which dilutes 
the lithium in the purification stream.   
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Figure 9 - Lithium concentration in LiCl to purification stream and spent brine as a function of target pH 

in the spent brine when the Li:Media loading is set to 20 mg/g.  
 

Figure 11 is the computed lithium concentration in the LiCl to purification stream as the pH of 
the extraction step varies and as the Li:Media loading varies from 10 mg/g (excess media) to 
40 mg/g (insufficient media).  The highest Li+ concentrations are computed to be at high 
Li:Media loadings and between pH 6.5 and 7.  There is a marked decrease between the 27 and 
20 mg/g loading at lower pH.  At extraction above pH 7.5, there is no difference in loading 
effects above 20 mg/g. 
 

 
 
Figure 10 - Lithium concentration in purification stream as a function of spent brine pH and Li:Media 

loading 
 

Figure 12 is a plot of the percentage of the feed brine Li+ that is extracted.   The 40 mg/g and 
33 mg/g Li+ loadings plateau above 6.7 pH, because the salinity effects on the Li+ activity 
coefficient impacts overall adsorption.  We will investigate this in future studies to determine 
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the significance of ionic strength on lithium extraction.  At loadings of 20 mg/g and lower, 
more than 90% of the Li+ is computed to be extracted at pH 7.5 and higher. 
 

 
 
Figure 11 - Percent of lithium recovered from brine vs spent brine pH and Li:Media loading. 
 

Figure 13 is the calculated impurity:Li ratio as a function of pH and Li:Media loading ratio.  
At low contactor pH, the impurity/Li ratio in the purification stream is low.  The optimum ratio 
is calculated to be approximately 20 mg Li/g media loading.  Below this ratio, there is 
insufficient lithium to extract to all available sites, but there are also additional sites for the 
impurities to adsorb.  The worst-case scenario is the 10 mg/g loading.  Compared to the 20 
mg/g loading, there are twice as many sites for Na+, K+, Mg+2, and Ca+2 to adsorb, and so their 
extraction is doubled.  However, if we consider pH 7, there is only 15% additional lithium 
adsorbed when the loading is 10 mg/g vs 20 mg/g (Figure 12).  Consequently, the impurity:Li 
ratio increases in the extraction. 
 

 
Figure 12 - Impurity:Li ratio in purification stream vs pH of spent brine and Li:Media loading 
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Thus, the design engineers are challenged by competing properties, feed brine temperature 
and the extent to which they cool it, the limit to which they can raise the brine pH, and the 
need for a higher pH to optimize lithium extraction by the media.  The pH effect on media 
performance is shown in Figure 14.  The x-axis is the volume of pH-controlled, Salton Sea 
brine flowing across the media in a ten-separation stage column.  At 5 pH, lithium 
breakthrough occurs after only a small volume of brine reacts with the media.  By 7 pH, Li 
breakthrough occurs after 11x the brine passes across the media. 
 
 

          
Figure 14 – Brine volume flowing across the media vs. concentration of lithium breakthrough. 
 
8. Summary 
We incorporated direct lithium extraction into a thermodynamic model to test whether it is 
feasible to simulate with precision the lithium extraction process.  We used two modelling 
methods: empirical uptake and release calculations using proprietary media and kinetic 
reactions, and rigorous uptake and release using surface ion exchange reactions.   
We can achieve reasonable curve fitting of laboratory uptake data using both approaches.  We 
identified non-ideal adsorption vs. pH effects.  This appeared in the kinetic and rigorous 
approach.  These non-ideal adsorption behaviors should be resolved by using a more complex 
kinetic equation for the empirical approach and surface activity parameters for the rigorous 
approach.  Both will be part of future work.   
Finally, we used a process simulator to model the mass balance using the two uptake models 
(empirical and rigorous).  We were able to predict in a semiquantitative way the impact of 
contact time, pH, and media reuse (recycle) on overall process performance. Future work will 
focus on using more complex kinetic equations in the process simulation.     
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ABSTRACT 

Solenis was approached by a geothermal power company in Central America with a challenging 
issue of severe sulfur deposits inside the condenser, leading to plant shutdowns every 6–8 months 
for manual cleaning. An extensive review of the cooling tower chemical program was conducted, 
including analyses of recirculating water, deposits recovered from inside the condenser and mud 
from the cooling tower basin and fill. The proposed solution involved the use of new biocides, 
online peroxide cleaning to remove unreachable deposits, and a specially selected sulfur 
dispersant. The success of the program was measured using average condenser vacuum in 
operation and total sodium hydroxide consumption, which varied because of pH excursions caused 
by poor control of the sulfur-reducing bacteria. The results indicate improved operating conditions 
in the intercondenser vacuum and reduced sodium hydroxide consumption compared to the 
previous chemical programs. 

1. Introduction 
The condenser is a vital component in a steam power plant cycle, playing a crucial role in 
improving the overall efficiency and performance of the plant. A well-maintained condenser could 
easily double the efficiency of steam use in a geothermal power plant, compared with a back 
pressure unit. 

In a direct contact condenser, such as the one discussed here, the turbine exhaust steam is cooled 
with water from the cooling tower. The condensation produced by this mixing helps extract 
additional energy from the steam by virtue of the vacuum produced in the process, hence the 
greater efficiency of steam use. The high capacity of the water to absorb heat means that the 
condensation process is much more efficient than air-cooled condensers. However, the main 
disadvantage is the mixing of cooling tower water with the pure steam. A system with good cooling 
water quality does not experience this issue because not many solids that could cause problems in 
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the intricately designed condenser are dissolved in the water. Nonetheless, a system with sub-
optimal water quality runs the risk of the dissolved solids depositing inside the condenser. 

In general, lower turbine exhaust pressure leads to more efficient conversion of steam into 
electricity. In other words, optimal operation of the condenser is critical to the economical 
production of energy from the available steam. 

In the cooling tower described here, for various related reasons, the water quality allowed sulfur 
to be deposited in the condenser. This reduced the heat exchange capacity of the condenser, which 
affected the plant’s profitability in two ways. First, the sub-optimal operation of the condenser in 
the form of vacuum loss over time caused the plant to produce less electricity using the same 
amount of steam. Second, the forced plant shutdown for 1–3 days every 6–8 months to manually 
clean the condenser of the sulfur deposits negatively affected production. 

2. Diagnosis 
The initial diagnosis of the problem began with a lengthy review of the conditions and current 
standard operating procedures of the cooling tower. Water, deposit and mud samples were 
collected from the cooling water, the deposition found inside the condenser and the cooling tower 
and then analyzed. 

The initial suspicion, later confirmed by the data collected from different samples as shown in 
Table 1, was that the root cause of the problem was an inadequate control of the bacteria 
population. This lack of control caused an overgrowth of different species of bacteria, namely 
sulfur oxidizing bacteria (SOB) and sulfur reducing bacteria (SRB), which caused two self-feeding 
cycles. The SOB oxidized the hydrogen sulfide that was dissolved in the cooling water and drove 
reactions that produced sulfuric acid and elemental sulfur. Sulfate derived from sulfuric acid acted 
as a substrate for the SRB to produce more hydrogen sulfide through biochemical processes, which 
in turn fed the SOB. With the excessive production of elemental sulfur came the inevitable 
deposition—everywhere that it could deposit, in the condenser, cooling tower fill, cooling tower 
basin, cooling water circuits, and so forth. 

Table 1: Initial data from water, deposits and mud collected from different locations. 

 Cooling 
Tower A 

Cooling 
Tower B 

Cooling 
Tower B 

oil-cooling 
circuit 

Cooling 
Tower B 

fill 

Cooling 
Tower B 
sprayer 1 

Cooling 
Tower B 
sprayer 2 

Cooling 
Tower B 

mud 

Conductivity 600 1235 N/A N/A N/A N/A N/A 
pH 4.6 3.9 N/A N/A N/A N/A N/A 
Sodium 94 214 N/A N/A N/A N/A N/A 
Sulfate 216 464 N/A N/A N/A N/A N/A 
Bacteria count N/A N/A 2.17 x 108 <10 <10 2.72 x 102 8.90 x 103 
Fungi N/A N/A 8.00 x 102 3.3 x 102 2.8 x 103 2.26 x 104 2.00 x 103 
SRB N/A N/A >1 x 106 1 x 103 1 x 102 >1 x 106 >1 x 106 

 

The excessive growth of the bacteria population was compounded by the fact that one of the 
biocides in use at that time was known to be ineffective in the presence of hydrogen sulfide, which 
had both exogenic and endogenic sources. Additionally, when a hydrogen sulfide-tolerant biocide 
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was used, the concentrations achieved in the water were able to neutralize only a certain, more 
exposed part of the population. However, because a hidden sulfur substrate existed in many places 
inside the system, populations of bacteria were not being reached by the biocide, thereby 
heightening the biofouling problem. 

All these conditions exacerbated the problem, forcing plant personnel to allocate a greater portion 
of their cooling tower chemical budget to purchasing sodium hydroxide to neutralize the excessive 
production of sulfuric acid and to shut down the plant for a period of 1–3 days every 6–8 months 
to manually clean the condenser. The purchases and manual cleanings hurt the power plant’s 
profitability in several ways: the cost of the excessive purchases of sodium hydroxide, the 
ineffective use of the previous biocides, the inefficient conversion of steam converted into 
electricity, and the cost of the unnecessary shutdowns and resulting loss of production. 

3. Approach 
A three-pronged approach was undertaken to bring the deposition in the cooling tower back under 
control. 

• Selecting better biocides to drastically reduce the bacteria population. 
• Adding a novel sulfur dispersant to minimize deposition on surfaces and facilitate elimination 

of substrate via blowdown. 
• Including with online cleanings hydrogen peroxide at a high pH level to remove biofilm and 

sulfur deposited in less visible areas of the system. 

3.1 Biocide recommendations 

Initially, Solenis proposed three different biocides to control the size of the bacteria population. 
Ultimately, it was reduced to two: Biosperse™ CN5500 biocide and Biosperse™ CN8109 biocide. 
The active ingredients in these products have different primary and secondary control mechanisms, 
which reduce the possibility of the bacteria gaining resistance to a specific active ingredient. 

3.1.1 The CN5500 biocide 

This product is 50% glutaraldehyde, which has a strong effect on SRB and thus has become the 
“go-to” biocide for SRB in geothermal environments (i.e., with dissolved hydrogen sulfide in the 
water). It acts as a cell wall “sealant,” inhibiting the transport of nutrients into and waste out of the 
cells, thereby neutralizing the bacteria. 

3.1.2 The CN8109 biocide 

This product is a blend of 10% dodecyl guanidine hydrochloride (DGH) and 5% methylene bis 
thiocyanate (MBT). This is a powerful blend that is highly effective against fungi, algae and SRB. 
The DGH component acts primarily by rupturing hydrogen bonds in the proteins and secondarily, 
as a cationic surfactant, by increasing the exposed surface area of the bacteria. The MBT 
component blocks the formation of energy inside the cell and the transport of electrons. 

 

 

134



Rodriguez 

3.2 Sulfur dispersant recommendation 

Solenis proposed adding the patent pending GeoSol™ GS9832 sulfur dispersant to the cleaning 
program. This novel sulfur dispersant was specifically designed to provide cost-effective deposit 
control in geothermal cooling towers. It inhibits sulfur-based scales throughout the cooling water 
circuit. 
3.3 Online cleanings 
Rodriguez (2022, 2023) reported that a simple, novel technique had been applied successfully to 
remove unreachable deposits throughout the system and slime and bacteria from inside the cooling 
tower basin and fill. This technique, combined with the proper selection of biocide and dosing of 
a sulfur dispersant, was trialed with significant positive results that successfully regained control 
of the cooling towers’ water quality. 

4. Results 
Within two weeks of implementation of the new chemical cleaning program using the novel 
technique, the physical properties of the cooling tower water improved significantly. 
4.1 Before implementation 
Figure 1 shows the conductivity (orange), oxidation reduction potential (ORP, gray) and pH (blue) 
conditions of the water before the program was implemented. Within the figure, area 1 shows that 
a dose of caustic soda raised the pH level from 4.3 to 6.5 for approximately 10 hours, and then the 
pH level returned to its set point of 4.3. During dosing, ORP decreased from 290 mV to 31 mV 
but was unable to get below 0 to reducing conditions. Area 2 shows that conductivity tended to 
increase; the oscillations were due to cooling tower blowdown. Finally, area 3 shows that sodium 
hydroxide had to be added constantly to maintain the pH level within the set-point range. 

 

Figure 1: Physicochemical properties of cooling water before program implementation. 
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Figure 2 shows the pressure differential inside the condenser (orange) and the specific steam 
consumption (blue) before the program was implemented. These variables fluctuate for several 
reasons including the content of non-condensable gases in the steam, the time of day or the ambient 
conditions, such as humidity and outside air temperature. Given all these conditions, rather than 
fixating on a particular value, noticing the behavior of the variable over time is important. In the 
7 days prior to the start of the chemical cleaning program, the pressure differential varied between 
12 and 16 mbar while the SSC averaged between 7.6 and 7.8 tons of steam per MWh. 

 

 

Figure 2: Pressure differential inside condenser, and SSC of turbine. 

 

Figure 3 shows the vacuum achieved inside the condenser. It varied between 0.07 and 0.09 barg, 
mainly because of differences in the non-condensable gas content in the main steam and the 
atmospheric conditions. 
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Figure 3: Vacuum achieved inside the condenser. 

 

4.2 After implementation 

Figure 4 shows the physical properties of the cooling water one week after the program was 
implemented. 

Within the figure, area 1 shows that the dose of sodium hydroxide raised the pH level from 4.3 to 
8.7 for 17 hours, and then the pH level returned to 4.8. Over the same period, ORP fell to -7 mV, 
suggesting that reducing conditions were present in the water. Area 2 shows that ORP was 
at -150 mV, which had never been seen before in cooling tower B. The ORP finally reached 
250 mV again, after nearly 48 hours, suggesting a reduction in the size of the SOB population. 
Area 3 shows that the pH level remained in near-neutral conditions without consuming sodium 
hydroxide for pH control. In other words, the bacteria population was reduced to the point of 
slowing down or even eliminating sulfuric acid production, thereby saving the cost of dosing 
sodium hydroxide. Finally, area 4 shows a clear downward trend in conductivity, nearly halving 
the initial value in just 7 days. 
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Figure 4: Physicochemical properties of cooling water during week 1. 

 

Figure 5 presents the differential pressure inside the condenser and the specific steam consumption 
one week after implementation of the program. Area 5 shows that condenser pressure increased in 
response to the online cleaning. The cleaning caused foam to form, which for a brief period 
negatively affected the differential pressure. After the initial dose of the CN8109 biocide, shown 
in area 6, the differential pressure reached its highest point (outside of the axis shown). The 
increase in differential pressure resulted from a combination of the displaced material from the 
online cleaning (shown in area 5) and the surfactant component of the CN8109 biocide. After the 
initial dose of the CN5500 biocide, shown in area 7, the operating conditions began to respond 
positively to the treatment as indicated by the obvious decline in differential pressure and specific 
steam consumption. The differential pressure decreased to 6.8 mbar, and the specific steam 
consumption averaged 7.9 t/MWh. Later in the week, as shown in area 8, the steam consumption 
reached a minimum value between 7.5 and 7.6 t/MWh. 
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Figure 5: Differential pressure and SSC during week 1. 

 

During week 2 of the program, the cooling water behaved in a manner very similar to that of 
week 1. Figure 6 shows an initial increase in the pH level during the online cleaning, followed by 
doses of sodium hydroxide to adjust the pH level prior to administering the CN8109 biocide dose, 
the second online cleaning, and the dose of the CN5500 biocide. In other words, pH adjustment 
was not necessary during this time because the sulfuric acid produced by the bacteria had subsided. 
Area 2 shows that the conductivity continued to trend downward from 730 uS/cm to 669 uS/cm. 
This was approximately 60% less than the average conductivity before the program began. The 
ORP, shown in area 3, recorded a minimum value of -142 mV, significantly less than the average 
before the program began. 
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Figure 6: Physicochemical properties of cooling water during week 2. 

 

Figure 7 shows how the differential pressure (orange) and specific steam consumption (gray) 
behaved during week 2 of the treatment. The biggest decrease in differential pressure occurred 
after the second dose of the CN8109 biocide. The lowest SSC occurred at the beginning of the 
week (7.5 t/MWh) and gradually increased over the next few days, likely because foam caused the 
system to move out of balance, thereby losing efficiency in the condenser. 
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Figure 7: Condenser differential pressure and SSC during week 2. 

 

The on-going treatment continued to improve the quality of the cooling tower water. As shown in 
Figure 8, order of magnitude improvements occurred in most categories for both cooling towers, 
A and B. Most notably, the SRB count found on the deposits in cooling tower A decreased from 
1 x 107 CFU/g to 1 x 102 CFU/g. This corresponded with the improvements observed in the cooling 
water quality physicochemical properties (namely conductivity and pH) and with the financial 
savings observed in sodium hydroxide. 

 

 

Figure 8: Trends in microbiological measurements in CT A (left) and CT B (right). 

141



Rodriguez 

5. Conclusions 
Overall, after more than 10 months on the program, the power plant was able to save, on average, 
7,000 kg of sodium hydroxide per month. The maintenance scheduled to manually clean the 
condensers was cancelled. Use of the online chemical cleaning program provided more than 
18 months of continuous operation, instead of a mere 6–8 months with the manual cleaning 
process. Additionally, maintenance shutdowns were required only for regularly scheduled 
maintenance of other electrical and mechanical equipment and not because of sulfur accumulation 
in the condenser. The differential pressure inside the condenser decreased consistently, eventually 
averaging between 3 and 5 mbar. Conductivity was as low as 300 uS/cm; however, it increased to 
the 500 uS/cm range with the change of seasons (from wet to dry). 
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ABSTRACT 

Indonesia is the second largest geothermal country in the world with 2,356 MW of installed 
capacity as of year-end 2022 and a geothermal reserve of 23.7 GW. Total installed capacity of all 
power plants in Indonesia is 71 GW.  

PT Sorik Marapi Geothermal Power is one of the main developing geothermal projects in 
Indonesia. This project is located in Mandailing Natal Regency, North Sumatera Province. KS 
Orka acquired majority shares of the company in mid-2016 and since then the project has 
completed drilling program for more than 30 wells. Sorik Marapi field located in the South-East 
Panyabungan Graben with relatively close proximity to the Great Sumatera Fault. The lithology 
of this field dominantly comprised of Sorik Marapi volcano products such as pyroclastics and 
igneous rocks with some minor metamorphic and sedimentary rocks. The reservoir in Sorik Marapi 
field is expected to have temperature range up to 240 – 320 degC. Based on the drilled wells, the 
Sorik Marapi field has 135 MW proven resource. 

The reservoir in Sorik Marapi field is mainly volcanic and metasediment rocks that generally have 
poor primary porosity, tight packing or replaced by alteration minerals. Thus, natural fracture plays 
important role as secondary porosity and permeability in geothermal reservoir. To optimize the 
production and maintain cost efficiency, for the geothermal energy it is common to do directional 
drilling and well sidetracking operation from an early period of exploration, development until 
operational periods. This method is used to tap into more major productive fractures/ faults in the 
area. 

Borehole image logs was run in well SMP P-117 with primary objective for fracture 
characterization. The fracture characterization performed including identification of natural 
fracture/fault, fracture classification and fracture orientation determination. Several possible fault 
zones had been identified in well SMP P-117. Moreover, the occurrence of these fault zones also 
has a good correlation with the conceptual modelled fault and drilling events such as drilling break 
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or loss circulation. Manual dip picking of natural fractures/ faults were also carried out to 
determine dominant strike orientation of the fractures. Additionally, on the sidetrack kick of 
window depth determination, borehole image acquired during logging was also used to confirm 
the lithology/compacted sediment, while the caliper data was also used to determine competent 
well/formation section. This information was later used to determine kick of point window depth 
and the azimuth or drilling direction of the sidetrack well. The sidetrack well SMP P-117 L2 was 
drilled and encountered permeable zones with the expected fractures/fault orientation. 

1. Introduction 
Sorik Marapi field is situated on the Great Sumatran Fault Zone on the Angkola Segment (Sieh & 
Natawidjaja, 2000) (Muraoka et al., 2010). The Sorik Marapi geothermal system occupies the 
western extensional segment of Angkola Segment. The geothermal system develops on the east of 
the Sorik Marapi Volcano and on the edge of the recent pull-apart basin, called the Panyabungan 
Graben (Figure 1), it is a typical volcano hosted geothermal system situated along the Sumatran 
Fault Zone where many commercial geothermal fields are being developed. Temperature is as high 
as 320°C had been encountered from what is inferred to be near the upwelling zone towards the 
Sorik Marapi volcano, it is likely that the upflow zone centered beneath the eastern slope of Sorik 
Marapi volcano. Surface manifestation consisting of fumaroles and vents are distributed fairly 
along the slopes and into the graben structure in the eastern area and to as far as 17 kilometers 
towards northeastern area in the Sampuraga lowland with boiling hot springs indicating the 
inferred outflow pathways to the east and far to north-northeasterly flow along splays of the 
Sumatran fault. 

As discussed in Muraoka et al. (2010), the extensional nature of pull-apart basins, provides an 
adequate reservoir structure at a shallow depth including the formation of extensional fractures 
within the competent formation, however, pull-apart basin also allows the deposition of distal 
volcanic facies such as clay-rich deposits to form impermeable fault cores and less damage zones 
(Rowland and Sibson, 2004 after Caine et al., 1996 in Sutrisno et al., 2019). In addition, the crustal 
thinning developed in pull-apart basins provides favorable conditions for magma to be intruded, 
providing the heat source. 
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(a) (b) 

Figure 1. (a) Map of the Sumatran Fault Zone (in red) in the vicinity of Sorik Marapi. GSF has split into 2 
branches called the Equatorial Bifurcation. Contours in red are the top of the Wadati-Benioff zone 
(depth in km). Detail from Sieh & Natawidjaja, 2000. (b) Map of Regional Tectonic setting of Sorik 
Marapi located along the Sumatran Fault System after Muraoka et al., (2010). 

 
Reservoir rock at Sorik Marapi mainly composed by volcanic rock, felsic intrusion on the center 
area, metasedimentary rock on the west and compacted sedimentary rock on the east side of the 
system that generally has poor primary porosity, hence the secondary permeability from fracture 
and fault is one of the key factors in this geothermal system. It accommodates the hydrothermal 
fluid to flow in the reservoir and preserves a derivable high-pressure and temperature fluid for 
geothermal energy (Eggertsson et al., 2020). 

2. Well Objective and Challenges 
Well P-117 is a proposed multi-leg injection well from Pad P (Figure 2). The well is designed to 
targets the permeability encountered by offset wells on the east of the Great Sumatran Fault (GSF), 
the majority of which is found deep and close to the GSF (Figure 3). The multi-leg design aims to 
increase injection capacity and provide pressure support to the reservoir, while minimizing cooling 
breakthrough and optimizing surface facilities. The first leg (P-117OH) is targeted closer to the 
existing Pad P wells than the second leg (P-117L2) because it provides a higher probability of 
success while still accommodating future fork or sidetrack options. Success in this first leg will 
also expand the area of proven permeability to the south of Pad P.  
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Figure 2. P-117 Well Schematic 

 

 
Figure 3. P-117 Proposed well target 
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The second leg is expected to gain more permeability while still maintain the standoff distance 
between P-117 legs to minimize the risk of injection interference. The uncertainty of permeability 
expansion to the south of Pad P area is one of the challenges of second leg target and probability 
of success, hence the utilization of borehole image log on the first leg for fracture characterization 
as the basis for targeting and the reduced offset (< 500 m) between the P-117 legs and distance to 
offset wells reflects the success of the spacing between existing injectors on Pad P. 

3. Data Acquisition and Workflow 
Borehole image log was acquired in well SMP P-117 section 12.25 inch with main objective for 
fracture characterization as explained in previous section.  The borehole image tool was comprised 
of 4 Pads and 4 Flaps that produced individual micro-resistivity measurements from a total 192 
buttons. Pre-run checks and cable speed correction were applied during the logging acquisition of 
the image log to produced high quality raw data. Several processing workflows were then applied 
to the raw data to ensure high quality processed image logs and gave high confidence of geological 
features interpretation in well SMP P-117 (Figure 4). 

 
Figure 4. Borehole Image Log Processing Workflow 

The final results of borehole image log processing workflows were oriented static and dynamic 
image logs. The static image log represents resistivity variation of the whole logging interval. The 
apparent resistivity contrast appeared in the static image log could represent variation of lithology/ 
facies in the logged formation. Whereas the dynamic image improved contrast within particular 
sliding window interval that enables textural and structural features identification and 
interpretation.  Overall static and dynamic image logs quality in well SMP P-117 section 12.25 
inch were good and could be used for further geological investigation (Figure 5). 
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Figure 5. Example of Processed Static & Dynamic Image Log in Well SMP P-117 

4. Data Analysis and Integration 
Well correlation of P-117OH wells with the other Pad P wells shows the similar lithology 
sequence, consist of interlayered tuff and andesite a product of quaternary Sorik Marapi volcanic 
activity which covers the tertiary sediment rock composed by limestone and interlayered quartz 
sandstone and siltstone (Figure 6). The lithology appears to have low matrix permeability, hence 
the secondary permeability from fault and open fractures are the primary source of permeability 
in this area. 

It appears that all successful Pad P wells have encountered permeability in the Inferred Damage 
Zone east of the GSF main trace. P-117 OH encounter first PLC with 235 BPH loss rate at depth 
1996 mMD. This is likely to be a fault splay associated with GSF (the Inferred Damage Zone). 
Based on the 3D view the first PLC is 320 m from the modelled GSF fault plane. Based on where 
losses occur in Pad P wells, the width of this zone varies from 320 m to 460 m. Consequently, the 
inferred GSF Damage Zone is at least that wide. The original proposed P-117L2 (Second Leg) is 
designed to drilled further south with the final azimuth of 195 degree, which will impact on the 
further distance of the well track relative to the fault plane/ GSF damaged zone. Assuming that the 
Inferred Damage Zone is the same width in all places, the original proposed design for the P-117L2 
reaches the Inferred Damage Zone at 2300 mMD, from drilling engineering perspective it is very 
challenging to drill the second leg to mentioned TD due to the high torque and drag. 
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Figure 6. Well Correlation of Pad P Wells 

The borehole image log data from the original hole shows sets of partially conductive fracture 
around interval 1995-2000mMD which correlate with the first major PLC encountered while 
drilling, the dip of this fracture ranging from 50-70 degree while the dip azimuth ranging from 
N290degE to N320degE were suspected as the antithetic fracture from the major GSF (Figure 7).  

  
Figure 7. Fracture Development around First Major PLC interval. 

Other main features observed from the image log are the possible fault at 2408mMD, this fault has 
average >80deg dipping with the strike parallel to the main GSF trace, drilling data suggest a series 
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of drilling break followed by the standpipe pressure drip up to 108 psi and the increasing of loss 
circulation rate up to 510 bph at around that depth (Figure 8). 

 
Figure 8. Interpreted Possible Fault and Associated Damaged Zone around Depth 2408 mMD. 

In order to achieve the successful well design which considering the torque and drag limitation 
and the findings from borehole image log the P-117L2 trajectory planning was adjusted to the final 
azimuth of 215 degree and TD at 2200mMD (Figure 9). The new proposed trajectory is optimized 
to hit the projected fractures and fault observed from image log at P-117OH and achieve at least 
320m distance from the main GSF main trace to hit the permeability on the inferred damaged zone 
of GSF while still maintaining the 150m standoff distance to the original hole to minimize the risk 
of injection interference between the legs. 

 
Figure 9. P-117L2 original plan vs the optimized P-117L2 plan based on the finding from borehole image log 
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5. Completion Test Result 
Overall reservoir characteristic of the well was obtained from several sequences of completion 
test. Among of them is Multi-rate Injection Test, which was conducted separately on the original 
hole and the second leg. The test resulted injectivity index (II) of 1.0401 kg/s/bar from its original 
hole, while there is 44% additional II from the L2 yielding the total multilateral II of 1.4962 
kg/s/bar (Figure 10). The permeability is moderate, compared to the current II of adjacent well P-
116 with II at 1.55 kg/s/bar, P-118 with II at 1.1 kg/s/bar, and P-119 with 1.27 kg/s/bar. 

Another evidence of P-117ML design having higher permeability (compared to P-117OH) is lower 
P-117ML injection pressure despite higher injection rate. P-117ML accepts 1000 Gpm at 7.1 bara 
WHP, while P-117OH WHP reached 12.7 bara at 800 Gpm injection. 

Based on wellbore model, multilateral design of P-117 has increased the overall estimated 
injection capacity compared to the adjacent wells at Pad P at similar condition. Moreover, the P-
117 Multilateral well able to support the overall injection capacity at Sorik Marapi while 
optimizing surface facilities and minimizing cooling from injection breakthrough since it is located 
outside the Sorik Marapi productive reservoir. 
 

 
Figure 10. Plot of Injection Rate vs downhole pressure. (Left-Orange) The P-117 Multilateral                          

at 1300 m-MD. (Right- Blue) The P-117 Original Hole (OH) at 2150 mMD (SMGP, 2023) 

6. Conclusions 
Borehole image log data acquisition had been performed in Well SMP P-117 and produced high 
quality static and dynamic images for fracture characterization in geothermal well. Fracture 
characterization by integrating borehole image interpretation, drilling data (loss circulations & 
drilling breaks), lithology analysis of cuttings and 3D geological model revealed a strong 
correlation of permeability related to fault/ fracture development in well SMP P-117. This 
integration also reduced subsurface uncertainty and enable high confidence in planning trajectory 
and target of multi-leg injection wells.  
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ABSTRACT  

Data collection prior, during, and after well operations are beneficial to confirm completion of 
work objectives and proactively mitigate operational, environmental, and financial risks. The 
logging technology suitable for data collection may vary depending on the work scope, have 
limitations in resolution and create operational time delays while being transferred and processed. 
In this paper real time video logging technology is discussed as a method of data collection during 
abandonment preparations in a geothermal well, and how it assisted the Operator in decision 
making.  

Real time video technology was used to capture the nature of a well restriction and evaluate milling 
and fishing operations to confirm that all operational objectives were met as planned and 
proactively mitigate risks associated with subsequent abandonment operation. 

Visual data revealed a shear deformation of the well casing, restricting the wellbore access. The 
real time data feedback allowed a forward plan to be discussed immediately upon discovery, 
limiting time delays and risks to subsequent operations in the well. The downhole video technology 
also confirmed that milling and fishing operations were being completed as planned.  

Downhole camera technology has versatile well applications.  These range from identifying 
specific areas of interest at known depths, to being used to monitor and evaluate overall well 
integrity. Down view and side view cameras visualize the full circumference of the well from 
different perspectives, providing a complete look at local and surrounding areas.. Real time data 
feedback promotes efficient decision making and minimizes time spent on data transmission and 
processing. 
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1. Introduction  
In recent years, the energy industry has been rapidly changing due to geopolitical events, climate 
concerns, and the ongoing energy crisis.  As the demand for more reliable and renewable energy 
increases, the development and completion of deep geothermal wells have increased and with 
projections indicating a continuous increase in years ahead. According to Rystad Energy, 
approximately 1100 deep geothermal wells were drilled between 2015 and 2020. Additionally, 
with targets set by government bodies to optimize installed capacity, drilling activity is forecast to 
increase significantly by 2030 (JPT, 2021)(Figure 1).    

 

Figure 1: Graph displaying yearly forecast for drilling of deep geothermal wells (JPT, 2021). 

As the drilling and development of deep geothermal wells continues to rise, a corresponding 
increase in plug and abandonment operations is to be expected. The typical life cycle of a 
geothermal well is commonly estimated as approximately 30 years. However,   there are several 
factors contributing to how long or short the productive life of a well is (Miranda, et al., 2020).  

The production phase of geothermal wells is confronted by several challenges, many of which are 
directly related to well integrity. The chemical composition of the geothermal fluid can induce 
corrosion and scale precipitation within the well and thereby impact the operational longevity. 
While mitigation technologies are available, these issues affect the life span of the well (Kioka & 
Nakagawa, 2021) (Wood, 2017). Furthermore, the extreme temperatures, and the temperature 
variations associated with quenching operations, generate significant changes in stress, leading to 
structural weakness of the casing string and potential for mechanical failure (Allahvirdizadeh, 
2020). Resource extraction can generate changes in stress and load underground which generate 
wellbore deformations (Cladouhos, et al., 2010). Additionally, production alters thermodynamic 
properties in the reservoir which could over time affect production and thus the feasibility of the 
operation (Axelsson, 2008). 

Once a well has encountered the end of its financially viable life or safe operating life, it is 
necessary to carry out a proper abandonment procedure. Standards vary from country to country, 
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but in summary, the procedures entail the creation of effective barriers within the well to separate 
various inflow zones (Lohne, et al., 2017). At the initial step of abandonment, the New Zealand 
Code of Practice for Deep Geothermal Wells (NZS2403:2015) states that the well should be 
backfilled from the bottom of the well up to the production casing shoe to mitigate interzonal 
flows. This is commonly performed using fine gravel, although the material declared within 
NZS2403:2015 refers to “granular heat-resistant materials”. The last phase of a typical 
abandonment operation involves the placement of cement into the wellbore, unlike oil and gas well 
abandonment, the cementing of geothermal wells usually extends right up to the surface (Lohne, 
et al., 2017). Regulatory mandates impose a minimum required interval for cement placement in 
abandonment operations (Osundare, et al., 2018).  In accordance with NZS2403:2015, a cement 
plug should be set as close as possible to the production casing shoe. Moreover, the cementing up 
to surface is required to be performed in stages from the casing shoe up, with intermittent 
monitoring of losses and gas flows between each stage and pressure tests where possible.  

In terms of abandonment operations, the citation "Remember that time is money” (Franklin, 1748) 
is applicable. Abandoning wells can prove to be a financially demanding endeavor, given that the 
well is no longer contributing economic value through production. Figures for decommissioning 
activity are difficult to obtain due to the proprietary and competitive nature of the energy industry. 
Furthermore, alternating regulatory stipulations depending on region creates further variance in 
how much an abandonment cost. Osundare et al., (2018) published a case study from the 
Netherlands, exploring the cost of decommissioning relative to abandonment design and 
operational factors. Among the activities involved in the different design approaches, the daily 
cost of rig rental was the most significant (Figure 2).   

  

Figure 2: Diagram displaying daily activity costs across three different abandonment designs (Osundare, et al., 
2018) (EUR-USD Exchange-Rate:1.09 (Bloomberg, 2023)). 

These figures do not consider the preparation costs involved in selecting the rig type or the 
mobilization problems that can be found in remote areas. Furthermore, challenges may lie below 
the surface adding complexity to the planned operation and increasing the overall abandonment 
cost. Typical challenges reported in the oil and gas industry have been (among others) associated 
with deterioration in structural integrity, aspects affecting the strength and stability of the 
formation, tectonic activity, and limited records of well data from older wells (Khalifeh & Saasen, 
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2020). Diagnostic well intervention is thus a proactive way of mitigating delays in the 
abandonment operation and ensuring safety and environmental protection. 

There are several logging technologies available for diagnostic well intervention, some of these 
have also been adapted to the high-temperature climate of geothermal wells (Ásmundsson, et al., 
2014) (Williams, et al., 2016). During selection, factors such as the expected work scope, 
resolution required in the collected data, operational limitations and more must be considered for 
the success of the intervention. However, in scenarios where records of well history is limited and 
the root cause of the integrity-related issue is unknown, flexibility is instrumental in the selected 
technology. In this paper, a geothermal case study is presented where the Operator utilized 
downhole video technology in their well abandonment preparation. 

2. Downhole Video Technology  
Downhole camera technology was introduced to the oil and gas industry in the late 1950s, initially 
with a photographic camera approach, but would during the 1960s advance to continuous logging 
capabilities with a downhole television device (Prensky, 1999). This camera technology would 
capture live footage inside the well and represents the first downhole video technology developed 
(Tymons, et al., 2023). These early versions of downhole cameras were predominantly 
characterized by their ability to produce low-resolution grayscale images at a limited frame rate 
(Tymons & Moloney, 2016). During this early phase, efforts were directed towards enhancing the 
capabilities of these downhole cameras. Notable improvements included the introduction of color 
imaging during the mid-1980s (Prensky, 1999) and systems that were capable of functioning in 
wells with bottom hole pressures of up to 5,000 psi and transmitting images across distances of 
over 10,000 ft using mono-conductor electric-line cables (Tymons & Moloney, 2016). Shortly 
after, the first high-resolution downhole video technologies were in use in the late 1980s (Prensky, 
1999). Furthermore, other noteworthy developments include the integration of fiber-optic 
telemetries (Cobb & Schultz, 1992) and the adaptation for coiled tubing deployment (Rademaker, 
et al., 1992).  

Camera technology available during the 1990s and 2000s mainly consisted of either a down view 
camera, side view camera or a combined configuration. In order to capture a comprehensive view 
of the well circumference, the side view camera is equipped with a motor allowing full rotation.  
In 2019 a 4-sensor camera configuration was developed, the technology enables a constant 
circumferential view of the wellbore across the logged depths and thus removes the need for 
rotation (Tymons, et al., 2023). Enhancements in temperature ratings relative to the early 1990s 
has advanced downhole camera technology to operate in up to 150°C in combined configuration 
(EV, 2019), and up to 200°C with an individual down view camera (EV, 2019). 

Technical development outside the downhole technology itself has added further value to camera 
data through visual analytics, referring to the capability to derive measurements from the captured 
video footage. This technique can be applied for single feature analysis (e.g., corrosion pitting), or 
for statistical purposes within hydraulic fracturing or sand control (Tymons, et al., 2019). 
Moreover, data integration of alternative logging technologies with camera data contributes to a 
better understanding of wellbore issue than the individual technologies alone (Hamid, et al., 2021) 
(Tymons, et al., 2023). 
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Utilizing downhole cameras during plug and abandonment operations of geothermal wells 
contributes to valuable data and enhances decision-making. Today’s downhole cameras are 
advantageous in various wellbore types and applications, such as visual inspections, data 
validation, identifying obstructions, plugging material placement, assessing downhole features, 
post-plugging verification, remote monitoring, and more. 

3. The Case Study 
3.1 The challenge 

A geothermal production well was drilled in New Zealand in 1957, the completion consisted of a 
standard casing string with an uncemented liner with pre-drilled perforated holes set in an open 
hole section across the reservoir and production zone. As the well was put into production, the 
Operator found that the well output was insufficient. To improve the production, the Operator 
chose to isolate the pre-drilled perforated interval with a drillable plug and to shoot perforations 
through the production casing across a new interval in the reservoir. Production from the new 
interval was again not adequate, and four additional attempts were made with the plug and 
perforate method to achieve sufficient production through casing perforations without success. It 
was concluded that the low permeability of the reservoir was the reason for the insufficient 
production, the well was thus left in service as a monitor well. Over time, the Operator experienced 
integrity issues in the well. Some of these were suspected to have been generated from subsidence 
induced stress to the well infrastructure, which over time had exceeded the structural yield point. 
However, an anomalous restriction had also been encountered, creating a hold-up depth for Go-
Devils. These were proven to be difficult to retrieve and thus were left in hole. Due to the low 
productivity of the well and the anomalous integrity, the Operator decided to abandon the well. 

To decommission and abandon the well, the Operator was required to isolate the six perforated 
zones. The well preparation work thus involved the retrieval of the lost Go-Devils still present in 
the wellbore and drilling through the four plugs set in the well. Furthermore, investigating the 
nature of the anomalous restrictions present in the well was necessary to confirm that no additional 
remedial work was required, and that the wellbore had open access. The diagnostic technology 
utilized for the well operation thus had to hold a degree of flexibility given the planned intervention 
for the well. The well at hand was also considered challenging to log due to the limited background 
information and its age, including the anomalous restriction with the history of stuck toolstrings.  

Downhole camera technology was chosen as the diagnostic solution for the well operation. The 
camera configuration consisted of telemetry, centralizers (to keep the camera centered in the 
wellbore), down view camera, side view camera, and a motor section enabling the side-view 
camera to rotate 360 degrees in the wellbore (Figure 3). The camera was equipped with auxiliary 
lights to enable detailed inspection of small features and facilitate identification of details such as 
wall depressions or protrusions.  The objectives of the downhole cameras were to investigate the 
nature of the anomalous restriction in the well, and to aid in the planned operations in preparation 
for the abandonment, involving milling and fishing. 
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Figure 3: Drawing of tool string deployed during the well intervention (EV, 2019). 

3.2 The operation 

At the well site (Figure 4), the camera Master Control Unit (MCU) was set up in the logging truck, 
enabling real-time monitoring of the down-hole data while logging (Figure 5). 

 

Figure 4: Image of the rig site. 
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Figure 5: Image of the camera Master Control Unit set up inside the logging truck during well intervention. 

The camera configuration confirmed that the cause of the hold-up depth in the well was a result of 
seismically activated shear deformation of the well casing. The cameras were not able to pass the 
point of this restriction, as they were pushed towards the casing wall (Figure 6). This observation 
concluded that the deformed section in the well had been the reason for the past diagnostic Go-
Devil interventions becoming stuck. Above the sheared zone, mechanical damage in a spiral 
pattern was observed with multiple instances of casing breaks (Figure 7 Figure 8). The presence 
of gas ingress in the well bore provided evidence that the damage was fully penetrating the casing 
wall. Furthermore, during the descent of the camera configuration, a second point of restriction 
was detected above the known restriction depth. Shallow ground subsidence in the field had 
generated a buckled section of the well, protruding towards the center of the well bore. 

 

Figure 6: Sequence of down view images displaying camera approaching the shear deformation (EV, 2022). 
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Figure 7: Processed rotation of side view camera data displaying the circumference of a casing break (EV, 
2022). 

 

 

Figure 8: Down view camera image displaying spiral shaped mechanical casing damage (EV, 2022). 

 

To restore wellbore access, the Operator selected to mill through the restrictions detected in the 
initial camera survey. However, during the milling operation, excess bending stress was applied 
to the milling assemblies due to the sheared well trajectory. As time progressed, the bending stress 
caused an internal pin failure, which led to the milling bottom hole assembly becoming lost in hole 
(Figure 9). In response, the cameras were mobilized to assist the fishing operation by determining 
the depth and orientation at which the assembly had been dropped. Additionally, the cameras 
ensured that the area on top of the fish was clean to facilitate attachment to the fishing assembly 
during the retrieval operation. The fishing operation was successfully performed, and the milling 
operation was able to proceed (Figure 10).   
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Figure 9: Down view camera image of the fish top of the disassembled milling configuration (EV, 2022). 

 

Figure 10: Image of retrieved milling assembly. 

As the milling operation progressed, the camera tool string was frequently utilized for monitoring 
progress. During a camera inspection survey, it became evident that the previous milling run had 
generated a sidetracked hole across the deepest restriction (the shear deformation) (Figure 11). The 
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hole had originated from the upper casing of the shear bend, with progression on the side of the 
lower casing section below the bend. Consequently, maintaining proper orientation of the bottom 
hole assembly within the wellbore became challenging. Furthermore, the milled window in the 
upper restriction (casing buckle) displayed an indication of breached casing from the operation. 

The pin failure experienced with the milling assembly utilized during the operation is thought to 
have arisen from the flexibility of the tool string. A new milling assembly was thus configured, 
featuring a shorter and stiffer tool string, which also was intended to facilitate orientation within 
the casing. However, as the operation continued, the reconfiguration of the milling assembly 
caused the mill to exit the casing in the upper buckled zone through a sidetracked hole (Figure 12). 
The two sidetracked areas in the well created a tortuous wellbore trajectory, making it challenging 
for the Operator to maintain the position of the bottom hole assemblies required for the 
abandonment preparations. 

 
Figure 11: Down view camera image sequence following the camera tool string exiting the casing into 

sidetracked hole (EV, 2022). 

 

Figure 12: Sequence of down view camera images displaying the tool string orientating into the sidetracked 
hole across the milled casing buckle (EV, 2022). 

In an attempt to fill in the sidetracked hole created across the upper buckled section of the casing, 
the Operator performed a cement job. However, the post-job camera inspection confirmed near 
total loss of the slurry into the formation. A specially made bottom hole assembly was thus made 
up in attempt to facilitate the positioning withing the casing, with the capability to maneuver into 
the main wellbore. The assembly consisted of a bent 3 ½”drill pipe with an orientation marker, the 
camera string was run inside the drill pipe, navigating the positioning of the bend through the 
sidetracked areas.  
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Figure 13: Down view camera image of camera tool string inside 3 1/2" drill pipe displaying the orientation 
marker (EV, 2022). 

The rig up procedure allowed independent movement between the camera tool string and the drill 
pipe, by the camera top sheeve held by a crane and the top drive holding the drill pipe bottom hole 
assembly (Figure 14). The real time data feed from the cameras followed the positioning of the 
drill pipe with its orientation marker, which allowed the correction of disorientation. The new 
specialized set up successfully orientated through the upper (Figure 15) and lower (Figure 16) 
sidetracked areas. 

  

Figure 14: Image displaying crane holding upper sheave wheel while running camera configuration. 
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Figure 15: A series of down view camera images displaying the maneuvering of the uppermost sidetracked area 
with camera data tagging each position of the drill pipe (EV, 2022). 

 

Figure 16: A series of down view camera images displaying the maneuvering of the lowermost sidetracked area 
and shear deformation with camera data tagging each position of the drill pipe. "D" displays how the 
drill pipe ultimately entered the lower casing (EV, 2022). 
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3.3 The result 

The new bottom hole assembly was instrumental for the Operator to access the lower part of the 
well below the shear deformation. Real-time data from the downhole cameras facilitated the 
orientation when maneuvering past the sidetracked areas and the deformation, allowing the access 
to the uppermost packer to continue with the preparation work for the abandonment. 

As the drilling commenced, the Operator experienced issues during the operation and was not able 
to drill past the upper most packer. With the damages in the well and limited well data, it was 
concluded that performing a standard abandonment procedure could increase the risk for hazard – 
rather than mitigating it. The Operator was thus granted a ‘non-routine abandonment’ license from 
the regulatory body, which allowed the Operator to abandon the well in its current state. As the 
four packers set in the well acted as a barrier for the lower sections, the Operator could cement the 
well from the uppermost packer up to surface. Pressure tests concluded that the well was isolated, 
and the finalization of the abandonment could proceed.  

4. Conclusion 
This case study presents a creative use of real-time video technology for problem solving, which 
proved successful to the Operator. Furthermore, it underscored the wide range of applications of 
the technology itself. Well sites are often located in remote areas which require well planned 
logistics and transport time, which can also lead to delays of equipment and personnel. The ability 
to use one technology for multiple purposes is thus a time efficient alternative while minimizing 
non-productive time.  

Data resolution is a significant advantage in video technology in comparison to other diagnostic 
methods. Go-devils are useful instruments to detect anomalies, in particular restrictions, and 
identify their depth location. However, the information they provide is very limited and does not 
include information required to more fully diagnose the problem. The Operator was aware of the 
presence of anomalies in the well from the go-devil surveys, but not the root-cause for them and 
was thus required to choose a technology with further diagnostic capabilities. 

Integrating downhole cameras into the plugging and abandonment process of geothermal wells 
offers vital visual data that contributes to a safer, more efficient, and environmentally responsible 
abandonment of geothermal wells. The data can further complement other logging technologies 
and thus enhances the overall decision-making process.  
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ABSTRACT 

Eavor-Lite™ is a full-scale demonstration project of a multilateral closed-loop geothermal system 
which has been in operation since 2019. The project is located near Sylvan Lake, Alberta, Canada 
and consists of two 1.7 km long multilateral horizontal wellbores connecting two 2.4 km deep 
vertical wellbores to create a U-tube shaped closed-loop geothermal system. The horizontal 
wellbores are intersected using magnetic ranging technology, and sealed with a chemical 
completion technique, resulting in a large subsurface heat exchanger. This paper includes updates 
on: 

• Operation of the closed loop system  
• Predicted and actual thermodynamic performance. 
• Ongoing leak off monitoring and modelling. 
• A dispatchability trial and automated load following algorithm implemented in 2023. 

A transient thermodynamic model is trained using early production history and forecast is 
compared against actual performance demonstrating the predictability of conduction-based 
geothermal systems.  

Projects in various stages of development which were enabled by Eavor-Lite™ will be briefly 
described along with some of the lessons learned during the operation of the pilot. 

1. Introduction and Project Background 
Eavor-LiteTM was constructed in Alberta, Canada in 2019. Eavor-LiteTM serves as a 
demonstration/pilot project to show various aspects of Eavor’s Closed Loop technology (Eavor-
LoopTM) and serves as a platform for ongoing research and development.  

Eavor-LiteTM is a full-scale prototype of the Eavor-LoopTM, consisting of large U-tube shaped well 
with 2 multilaterals. The laterals are approximately 1700m long and are placed in the Rock Creek 
formation at depth of 2400m. See Figure 1. 
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Full extent of the project’s scope and goals is covered in great detail by Toews et al,. 2020 and 
2021. 

 
Figure 1: Schematic of Eavor-LiteTM Pilot 

2. Summary of prior publications 

Eavor has presented at multiple conferences and published many papers demonstrating various 
aspects of the Eavor-LiteTM Project. 

Project scope, goals, timelines and execution are addressed in the Case Study of Multilateral 
Closed-Loop Geothermal System paper by M. Toews, et al., 2020, while a paper by Jeanine Vany, 
2020, goes to great depths to cover geological setting of the project, including thermal conductivity 
modelling and geomechanics. 

A one year update on the project, including thermodynamic modelling is described in the “Eavor-
Lite Performance Update and Extrapolation to Commercial Projects” by M. Toews, et al., 2021. 
While the work by M. Holmes, presented in “Analysis: Multilateral Closed-Loop Geothermal 
Systems as a Zero Emission Load-Following Resource” (2021) served as a basis for the 
dispatchability and load following algorithm which is covered in the later section. 
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3. Eavor-Lite operations 
Since start-up, Eavor-LiteTM has produced close to 20 GWhth. The original temperature of the 
formation at TVD of 2400m was 78oC. After 4 years of operation, the outlet temperature is stable 
at ~ 50oC (at a production rate of 20m3/hr).  

The project also serves as a testbed for Eavor’s Research and Development. Since the start of 
operations, many trials have been run at site to progress Eavor’s R&D and system understanding. 
Most notable trials include: 

• Rock Pipe sealant augmentation – to show that Eavor’s chemical sealant (Rock Pipe), 
which enables open hole completion of the multilateral section, can be reapplied after start-
up and develop procedure for seal reapplication. 

• Flow rate and operating pressure trials – test system behavior and predictability with 
models. 

• Shut-in trial – to illustrate system recharge and black start capability. 
• Fluid composition trials – test the effect of pH and viscosity on leak off. 
• Downhole camera inspection – inspecting wellbore condition, multilaterals and 

intersection point using a camera run on coil tubing. 

3.1 Thermosiphon 

One of the unique features of the Eavor-LoopTM is that the system can operate without a pump, up 
to a certain flow rate – called the thermosiphon limit. Flow rates above thermosiphon limit require 
the input of a pump. 

At Eavor-LiteTM, the pump was only utilized for start-up and for various tests which require flow 
rate above thermosiphon limit. The total run time on the pump since start up is only 738 hours 
(compared to >30,000 hours of total system operation). For commercial projects, where trials and 
tests are limited, pumps will only be utilized for the initial start-up. Restarting Eavor-LoopsTM after 
shut-ins do not require a pump, as the heel of the well (ex. Point C on the Figure 1.) has experienced 
larger degree of thermal draw vs. the toe of the well (ex. Point D on the Figure 1.), making the 
system black start capable. (Even after prolonged shut down, due to the thermal drawdown, there 
will be a temperature contrast between the inlet and outlet parts of the well).  

3.2 Leak-off 

Multilaterals in the Eavor-LoopTM are uncased. The last stage of completions operations before 
the wells are turned on is to apply the Rock-Pipe, which reduces the near wellbore permeability of 
the formation by several orders of magnitude.  

Since Eavor-LoopsTM are operated above formation pressure, application of Rock-Pipe is a 
necessary step to reduce the leak off into the formation. The original in-situ permeability of the 
Rock Creek formation, where Eavor-Lite’s laterals were placed, is estimated 0.5-50mD (500 – 
50,000 µD). Post Rock-Pipe application, the average permeability was reduced to 0.15-0.25µD, a 
reduction of 3-5 orders of magnitude.  

Current leak-off rate is ~0.4m3/d compared to a throughput of ~480 m3/d, indicating the system is 
99.9% sealed. This leak-off rate is reducing slowly with time. Leak off can be predicted by a steady 
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state – radial flow model, see Figure 2. (Note: the forecasted leak-off in Figure 2, uses constant 
operating conditions - constant dP, and working fluid viscosity). 

 
Figure 2: Historical leak-off vs. forecasted leak-off 

3.3 History matching and production forecasting 

The initial history match was trained on the first 60 days of data, optimizing for a series of variables 
which had some uncertainty (ex. formation thermal conductivity). After the initial training, data 
from a hold-out set was used to ensure the match was accurate.  

Following the initial training of the model, there were periods where the working fluid was 
changed substantially (SG, viscosity, pH) for research purposes, which caused a minor discrepancy 
either on the pressure or temperature matches. However, after the working fluid was stabilized (ex. 
day 700), the match of forecasted data vs. actual showed very little error on both temperature and 
pressure plots (Figures 3 and 4).  
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Figure 3: Forecasted vs. actual Outlet Well Temperature (oC) 

 
Figure 4: Forecasted vs. actual Outlet Well Pressure (MPa) 
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The current error between the forecast and actual data is ~0.25oC and can be attributed to the 
changes in working fluid properties due to the addition of corrosion inhibitor and biocides as well 
as small fluid losses due to leak off.  

3.4 Eavor-LiteTM Uptime 

Since start-up the system has shown exceptional uptime of 96.2%, including any downtime 
associated with system trials (such as dispatchability and thermal recovery trials, both of which 
required a system shutdown). Outside of those trials, system reliability is 99.6% with the only 
downtime attributed to a 3rd party power outage. As Eavor Lite does not produce any electricity 
(heat demonstration), power loss to site triggers a plant ESD for preservation purposes. Since 
commercial projects will produce electricity, PLC logic will be programed that in the event of 
power/grid loss, Eavor LoopTM flow rate will be reduced to match plant’s electrical load. 

 

 
Figure 5: Eavor-LiteTM System Reliability 

3.5 Load-following Algorithm 

In a prior publication by Holmes (2021), the abilities of the Eavor-LoopTM technology as a zero 
emission load-following resource (ZELFR) was explored. As a load-following resource, the 
Eavor-Loop™ is capable of providing both baseload and dispatchable energy production to meet 
the fluctuating demands of a population over a 24 hour period. Holmes and co-authors show the 
value that a ZELFR can bring as the globe trends towards net-zero electricity grids by providing 
grid resilience and reducing overall system costs.  
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To take advantage of the Eavor-Loop’sTM ability to provide dispatchable energy, and meet a grid’s 
energy requirements, the operator must be able to  

1. Anticipate future energy demands from the grid,  
2. Account for the physical heat transfer and energy storage mechanisms unique to the closed-

loop Eavor-LoopTM system, and 
3. Convert this information into actions to be enacted by the surface facility to achieve the 

future energy demand. 

To perform these tasks manually would be onerous and difficult, especially as one’s interpretation 
of future energy demands changes with information that is constantly being updated.  

To address these difficulties, Eavor has implemented a load-following algorithm at Eavor-LiteTM 
to automate the three key steps outlined above to automatically produce a dispatchable energy 
curve.  

The algorithm is split into two separate models (orange nodes), and their functions are summarized 
in the figure below: 

 
Figure 6: Load-following algorithm high-level architecture. 

The Eavor-LiteTM demonstration facility is not currently connected to the local power grid, and as 
such the “Machine Learning” model has been replaced by a model that produces an energy 
production curve to offset a typical electricity generation “duck curve” typical of grids with high 
amounts of wind and solar generation.  

The figure below shows the thermal production from Eavor-LiteTM and the demand target set by 
the algorithm over a 48-hour period.  
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Figure 7: Eavor-LiteTM load-following algorithm results over a 48-hour period. 

To meet the input demand curve, Eavor-LiteTM reduces production and stores the energy in the 
subsurface for production later in the day when it is needed.  

The preliminary results show the algorithm does a satisfactory job of being able to convert an 
energy demand curve into actionable instructions for the facility that ultimately yields a production 
curve that closely matches the algorithm’s requested demand. Although the Eavor-LiteTM pilot of 
the algorithm showcases a use-case in the presence of a wind/solar dominated grid, the algorithm 
is highly customizable to different Eavor-LoopTM projects that may be operating in a variety of 
energy generation contexts.  
 
4. Eavor’s Projects Following Eavor-LiteTM 

To prove Eavor’s latest technologies such as Insulated Drill Pipe (IDP) and ability to drill in hot 
dry rock (HDR), Eavor has recently completed a multi-lateral Eavor-DeepTM project in New 
Mexico. Eavor-DeepTM reached depths of 18,130ft and drilled over 20,000ft of basement rock. 
Rock Pipe, which has been developed at Eavor-LiteTM has also been used to seal Eavor Deep and 
reduce the leak off by a similar amount to Eavor-LiteTM.  

The upcoming commercial Eavor-LoopTM project at Geretsried, which began drilling in July 2023 
and was the recipient of a €91.6MM EU Innovation Fund grant, will consist of 4 Eavor-LoopsTM, 
with 12 multilaterals each, and will draw on the experience and lessons learned of both Eavor-
LiteTM and Eavor-DeepTM. 
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5. Conclusions 
Eavor-LiteTM has been instrumental in showcasing and derisking closed loop geothermal 
technology. The pilot project serves as a platform for development and validation of closed loop 
thermodynamic models which accurately predict temperatures and pressures (<0.5% error in 
temperature prediction) after four years of operations and despite intermittent changes to the 
working fluid for various trials. Monitoring of leak off helps provide better understanding of the 
leak off mechanism, while the R&D and trials executed at Eavor-LiteTM helped improve the Rock 
Pipe completions, leading to lower Eavor-LoopTM completions costs.  

The transient thermodynamic model which was developed and validated was fundamental to the 
development and testing of load following algorithm which amplifies the value of Eavor-LoopTM 
and allows the Loop to serve as zero emission load-following resource. 

Lessons learned while operating the Eavor-LiteTM have been captured, documented and addressed 
for future projects, which should result in lower operating costs (both fixed and variable). 
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ABSTRACT 

Waste heat recovery (WHR) based on thermoelectric generators (TEG) could improve energy 
efficiency and reduce carbon emissions. TEG could directly convert low-grade heat into electric 
energy. There have been many reports on laboratory experiments on evaluating the performance 
of TEG by measuring the power output at different conditions. However, there have been few field 
tests using waste heat with a temperature of less than 100 °C with TEG devices, which is of great 
significance because there is huge waste heat within this temperature range. TEGs were usually 
and mostly used for low-power microelectronic devices. In these cases, only one or several instead 
of hundreds of TEG modules were utilized. In this study, we conducted the field tests of TEG 
using the waste heat with a temperature of 80 °C at a gas power plant located in Shanxi province, 
China. We tested two TEG devices with 10 (240 TEG modules) and 20 layers (360 TEG modules), 
respectively. To our best knowledge, the number (20) of layers in one TEG device is the biggest 
so far reported in the literature. The field test results were analyzed and compared with laboratory 
experiments and other field tests at a high temperature of 170 °C. The power output and efficiency 
of TEG were measured and calculated at different temperature differences and flow rates. The 
TEG device could provide a power of 167.8 W for a flow rate of 3 m3/h per hour at a temperature 
difference of 60 °C (the temperature of the heat resource was 80 °C). The cost of TEG device used 
in the field tests was estimated and compared with other power generation technologies. The field 
test results in this study demonstrate the feasibility of using TEG for recovering large scale waste 
heat. 

1. Introduction 
China aims to achieve the peak of CO2 emissions in 2030 and become carbon neutrality before 
2060 (the so-called “dual-carbon policy”) to tackle climate change. This goal is driving rapid 
growth in the development of renewable energy utilization, while pushing heavily emitting 
industries to save energy and reduce emissions. Waste heat recovery (WHR) is commonly used in 
industrial applications. The launch of China Carbon Emission Trade Exchange (CCETE) brings 
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huge economic benefits to companies in low-carbon industries. Companies seeking to become 
carbon neutral must reduce their own emissions rather than simply pay for emissions reductions 
elsewhere. 
Internal combustion engines have two important resources of heat exhaust that account for about 
65-70% of the energy input: the exhaust system (about 35-40%) and the radiator (about 30%) 
(Burnete et al., 2022). WHR based on thermoelectric generators (TEG) could convert low-grade 
thermal energy directly into high-grade electric energy based on Seebeck effect, which may be a 
solution to the problem of medium and low temperature power generation (Li et al., 2015). The 
potential of TEG for WHR has been studied and demonstrated in some laboratory and theoretical 
work. However, the practical or large-scale implementation of this technology in the related 
industries is still relatively rare. Investigations on the applications of TEG for WHR were mainly 
focused on automotive exhaust and industrial applications. According to a summary (Ochieng et 
al., 2022) of WHR using TEG for industrial applications, there were few studies with a power 
output of more than 100 W. Industrial WHR based on TEG requires more pilot tests at a larger 
scale. 
Anderson and Brandon (2019) compared the performance of TEG with the Rankine cycle and 
found that the Rankine cycle is able to achieve superior thermal efficiencies at power outputs above 
100 kW. In the range of 10 to 100 kW, the thermal efficiency of TEG is comparable to that of the 
Rankine cycle. Below 10 kW, the efficiency of the TEG is higher than that of the Rankine cycle. 
Waste heat is available in various forms such as flue gas, exhaust gas, sewage and heated water, 
etc. Yadav et al. (2021) performed experiments to use TEG to utilize waste heat from the billet 
casting industry. During the billet (average temperature at 540 °C) cooling process, 12 TEG units 
were placed between the absorber copper plate and water cooling block, generating a total power 
output of 339 W. Børset et al. (2017) implemented a 0.25 m2 TEG at a silicon plant for WHR from 
silicon during the casting process. The maximum power output reached 40.5 W at an average 
temperature difference of about 100 °C. Punin et al. (2019) investigated the heat transfer 
characteristics of a TEG system for low-grade WHR from the sugar industry. The average 
temperature of the outer surface of the sugar boiler is usually about 200 °C. When the temperature 
difference between the hot and cold sides of TEG was 95°C, the maximum power output reached 
126.15 W and the system efficiency reached 11.5%. Meng et al. (2017) proposed that the power 
out of TEG could reach about 1.47 kW/m2 with a conversion efficiency of 4.5% for exhaust gas at 
350 °C. 

Casi et al. (2021) built, installed and tested a TEG at a rockwool manufacturing plant using fumes 
(340 °C) flowing in the pipe as the hot side and heat pipe heat exchangers as the cold side. During 
the test period, the average power output was 4.6 W with an efficiency of 2.38%. The optimization 
of the TEG at the rockwool manufacturing plant was carried out by Araiz et al. (2020) in terms of 
both power output and economic cost. The installation cost could minimize to 10.6 €/W and the 
Levelized Cost of Electricity (LCOE) estimated for their design was about 0.15 €/kWh. Their 
simulation results demonstrated the potential of using TEG for WHR at a reasonable cost. 

Small-scale TEG are often used to directly supply power to low-power electronic devices, rather 
than to the power grid. Huang et al. (2021) designed and tested a TEG for WHR from an 
atmospheric pressure plasma jet (APPJ) and powering a multi-functional monitoring system to 
monitor the temperature of APPJ and the surrounding air quality. 
The design optimization of TEG lies mainly on the heat exchanger and advanced materials. Chen 
et al. (2022) designed a variable converging angle in each part of the heat exchanger so that the 
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temperature difference applied to the thermoelectric modules was approximately the same in all 
parts. Their design increased the power output of TEG by 12.5%. Khalil et al. (2021) compared 
three cooling systems of a TEG installed on a chimney for WHR. TEGs with closed- and open-
circuit liquid cooling systems could generate 8 and 45% more power output than those with heat 
pipes, respectively. Wang et al. (2020) proposed a WHR system with potassium heat pipes and 
skutterudite TEGs for passive thermal management and power generation. Cui et al. (2019) 
evaluated the power output of a porous annular TEG for WHR. This TEG consisted of p- and n-
type porous thermoelectric foams (TEFs). The analysis showed that the porous structure could 
improve the performance of TEG compared to bulk TEG. Lee and Lee (2018) improved the 
compactness of TEG with printed circuit heat exchangers. The power density of the TEG reached 
233.1 kW/m3 at the inlet temperatures of 175°C (hot side) and 20°C (cold side). 

Li et al. (2021b) have conducted geothermal field tests with a 6-layer TEG apparatus which 
generated about 500 W electricity at a temperature of 176 °C. They demonstrated that the cost of 
TEGs is less than that of solar PV panels if capacity factor is considered. However, it is still a big 
question and a great challenge whether it is possible to use TEG devices to generate power at a 
relatively large scale for waste heat resources with a temperature of less than 100 °C. The waste 
heat resources within such a temperature range are huge around the world. 

As reported by Li et al. (2020, 2021b), the expandability of a TEG apparatus is important to 
generate power at a large scale but the maximum number of layers in their TEG systems was only 
6.  

In this paper, we manufactured two TEG devices with a maximum number of 20 layers and 
conducted the field tests using the waste heat with a temperature of 80 °C at a gas power plant 
located in Shanxi province, China. 

The power output and the efficiency of the TEG devices were measured on-site at different 
temperatures and flow rates. The field test data were analyzed and discussed. The costs of the TEG 
devices were estimated at different temperatures. 

2. Field Tests 
2.1 Overview of the gas power plant 
The gas power plant is located in a coal mining area with abundant coal-bed methane resources. 
The gas power plant has three gas generators of 1.8 MW with a total installed capacity of 5.4 MW. 
The waste heat mainly exists in the exhaust gas emissions and the engine cooling closed-loop. 

The overview of the WHR system with TEG at the gas power plant is shown in Fig. 1. The 
schematic and the arrangement of the TEG devices with the piping network from the gas generators 
at the gas power plant is demonstrated in Fig. 2. 
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Figure 1: The overview of the WHR system at a gas power plant. 

 

 

Figure 2: The schematic and the arrangement of the TEG with the piping network from the gas generators at 
the gas power plant. 

 
In order to maintain the operating temperature of engines, the inlet temperature of coolant 
(ethylene glycol) must be kept at 76 - 78 °C and the outlet temperature below 90 °C. A large 
amount of waste heat was carried out by the coolant flowing in a closed-loop. Especially in 
summer, the outlet temperature of coolant could reach 92 - 93 °C, close to the shutdown 
temperature of 95 °C. The coolant of engines was cooled by an external heat exchanger and then 
flowed back to the gas generators. The heat in the engine cooling closed-loop was transferred to 
the heating network through the external exchanger for external use. The working fluid in the 
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heating network was water. The TEG was installed in a bypass channel parallel to the mains of 
heating network, as shown in Fig. 2. 

 
2.2 Installation of TEG 
The external heat exchanger between the engine cooling closed-loop and the heating network was 
well suited for installing TEG. Considering the safety issues and in order not to interfere with the 
operation of gas generators, we didn’t choose to install the TEG to replace the external heat 
exchanger. The installation site of TEG was chosen in an area where the heating network passed 
through and near a water tank. The selected part of heating network is shown in Fig. 3. 
 
 
 

 

Figure 3: The selected part of the heating network. 

 
 
 
As shown in Fig. 4, one of the TEG devices (20 layers) was installed by the windows. The hot 
flow channel of TEG was connected to the pipelines via two heat insulated tubes. The valves 
allowed to control the pressure and flow rate of hot water in the tubes. The cold flow channel was 
connected to a water tank. Another TEG (10 layers) was connected in the same way in the field 
tests. The 10-layer TEG contains 24 modules per layer and the 20-layer TEG contains 18 
thermoelectric modules per layer. 
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Figure 4: One of the TEG devices (20 layers) installed for field tests. 

 
2.2 Test Setup 
Fig. 5 shows the photos of TEG devices ready for field tests. The size of the 20-layer TEG was 
about 0.3 m × 0.2 m × 0.55 m, and the size of the 10-layer TEG was about 0.18 m × 0.2 m × 0.7 
m. The schematic of the test setup of the TEG is shown in Fig. 6. The selected part of the pipelines 
was fitted with pressure gauges, temperature gauges, control valves, and multiple outlets. Two 
flow meters (FLOWSTAR, Yancheng, China) were installed at the outlets of the hot and cold sides 
respectively. An electronic load (IT8211, ITECH, Nanjing, China) was used to provide external 
load and measure the voltage, current, and power output. Depending on the thermoelectric modules 
contained in each TEG device, the electronic load was set to the appropriate values corresponding 
to the internal resistance of each TEG to obtain the maximum power output. 

 

Figure 5: Photos of the TEG ready for the field tests. 
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Figure 6: The schematic of the experimental setup of the TEG devices. 

 
 

3. Results and Discussions 
3.1 Effect of temperature difference on power output 
Temperature difference is one of the most important factors influencing the performance of TEG. 
In the laboratory experiments reported by Li et al. (2020), the power output of TEG was directly 
proportional to the temperature difference. In field tests, it is usually not convenient to adjust the 
water temperature at will. Because of this reason, the results measured at different temperature 
differences in this study were relatively few and did not vary much from each other. We quoted 
the data from a geothermal field test (2021b) for comparison. The TEG apparatus used in the 
geothermal field test had 6 layers, which is different from the TEG devices in the field tests 
conducted on the site located in Shanxi. So the average power output per layer was used instead 
of the total power output to investigate the power output at different temperatures. 
Fig. 7 shows the comparison of the average power output per layer of TEG in the field tests and 
laboratory experiments, including the data from this study and those reported by Li et al. (2020, 
2021b). The power output increased with the temperature difference. And the values of the power 
output from the field tests were greater than those from the laboratory experiments, especially 
when the temperature difference is high. The reasons caused the difference of the power output 
between the field tests and laboratory experiments were not only the temperature difference, but 
also the fluid pressure. The pressure in industrial pipelines is often higher than the pump pressure 
in the laboratory. At higher fluid pressures, the thermoelectric modules installed between the fluid 
channels could have better contact with the fluid channel walls and less thermal resistance, which 
could improve the performance of TEGs. 
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Figure 7: The power output per layer vs. temperature differences. 

 
 
 
3.2 Effect of flow rate on power output 
We measured the voltage, current, and power output of the TEG devices at different flow rates of 
both hot and cold fluids. Although the flow rate on the hot side was adjustable, the range was very 
limited, only from 0 to 7 m3/h. The flow rate on the cold side was adjustable from 0 to 5 m3/h. 
During the tests, the flow rate was variable on only one side and constant at 3 m3/h on the other 
side, and the temperature difference was around 60 °C (± 1 °C).  
The power output of the TEG device at different hot and cold flow rates are plotted in Figs. 8 and 
9, respectively. The power output increased with the flow rates on both hot and cold sides, and the 
growth rate decreased gradually. The 20-layer TEG device had higher total power output than that 
of the 10-layer TEG, especially at greater flow rates. After the flow rate increased to some extent, 
expanding the number of layers of TEG could be more efficient to enhance the power output than 
continuing to increase the flow rate. The TEG devices designed and manufactured in this study 
were hierarchically modular and easily expandable, which is suitable for coping with complex 
industrial heat resources. 
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Figure 8: The total power output of the TEG devices at different flow rates on the hot side (water flow rate on 
the cold side was 3 m3/h and the temperature difference was 60 °C (± 1 °C)). 

 

 

Figure 9: The total power output of the TEG devices at different flow rates on the cold side (water flow rate on 
the hot side was 3 m3/h and the temperature difference was 60 °C (± 1 °C)). 

 
3.3 Effect of temperature difference on efficiency 
The efficiency of TEG η is defined by WTEG/Qh, where WTEG is the power output of TEG (W), and 
Qh is the heat flux on the hot side (W). Fig. 10 shows the efficiency of the TEG devices at different 
temperature differences. In these field tests, the efficiency of TEG was similar to the laboratory 
results measured and reported by Li et al (2020). Overall, the efficiency increased with temperature 
difference. The highest efficiency of the TEG devices in this field test was about 1.72% at a 
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temperature difference of 60 °C. It is interesting to observe that the efficiency of TEG fluctuates 
in a lower range (around 1%) until the temperature difference reaches 60 °C. In contrast, the 
efficiency of TEG in the geothermal field test (2021b) rose to more than 5% at a temperature 
difference of 152°C (the exact value was related to the flow rate). The results of the field tests and 
laboratory experiments suggested that the temperature difference of 60 °C (or a heat resource of 
80 °C when the coolant temperature is 20 °C) may be an important turning point for the efficiency 
of TEG in industrial applications. 

 

Figure 10: The efficiency of the TEG devices at different temperature differences. 

 
3.4 Effect of flow rate on efficiency 
Fig. 11 shows the efficiency of TEG at different flow rates on the hot side when the water flow 
rate on the cold side was 3 m3/h and the temperature difference was 60 °C (± 1 °C). The overall 
trend in efficiency decreased gradually with the increase in hot flow rate. For a heat resource at a 
specific temperature, a greater flow rate means more heat input to the TEG. If the power increase 
couldn’t match the increase in hot flow rate, the efficiency will decrease. It is worth to note that 
there is a peak phase of efficiency at hot flow rates between 2 and 3 m3/h. As can be seen in Fig. 
8, the power output had also increased to a higher range at hot flow rates between 2 and 3 m3/h. 
The hot flow rate range of 2-3 m3/h might be a reasonable range to achieve high power output and 
high efficiency of the TEGs at the same time in these cases. The efficiency of TEGs gradually 
decreased after the hot flow rate exceeded 3 m3/h, and the efficiency of the 20-layer TEG was 
higher than that of the 10-layer TEG.  

 The efficiency of the TEG devices at different flow rates on the cold side is plotted in Fig. 12 
when the water flow rate on the hot side was 3 m3/h and the temperature difference was 60 °C (± 
1 °C). The efficiency of the 20-layer TEG increased with the cold flow rate until the cold flow rate 
reached 2 m3/h. The efficiency of the 10-layer TEG also increased with the cold flow rate and 
slightly exceeded the efficiency of 20-layer TEG at a cold flow rate of 3 m3/h. When the thermal 
energy was fed into the TEG at a constant rate, a greater cold flow rate could help the TEG absorb 
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more thermal energy and convert it into electricity, while also obtaining a higher efficiency. The 
TEG could have a maximum efficiency at a cold flow range from 2 to 3 m3/h in these cases. 

 

Figure 11: The efficiency of the TEG devices at different flow rates on the hot side (water flow rate on the cold 
side was 3 m3/h and the temperature difference was 60 °C (± 1 °C)). 

 

 

Figure 12: The efficiency of the TEG devices at different flow rates on the cold side (water flow rate on the hot 
side was 3 m3/h and the temperature difference was 60 °C (± 1 °C)). 

 
As discussed above, the proposed 10-layer and 20-layer TEG devices could achieve high power 
output and high efficiency at the same time when the flow rates on both the hot and cold sides 
were simultaneously in the range of 2-3 m3/h. 
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3.5 Cost Estimation 
Based on the results of the field tests conducted in this study and the geothermal field tests (2021b), 
the installation cost ($/kW) and the Levelized Cost of Electricity (LCOE) of TEG at different 
temperature differences were calculated with reference to the cost data of geothermal power 
generation (from International Renewable Energy Agency). The estimated cost data are shown in 
Figs. 13 and 14. The LCOE of TEG could be comparable with the average cost of fossil fuels when 
the temperature difference reaches 150 °C. As reported by Li et al. (2021a, 2021b), the cost of 
TEG is also attractive compared with PV panels if the capacity factor were considered. 

 

Figure 13: The installation cost and LCOE of TEG at different temperature differences. 

 

Figure 14: Cost of TEG at various temperature difference compared to other renewable energy sources in 
different years. 
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4. Conclusions 
According to the field test results, the following conclusions may be drawn: 

(1) We have designed and manufactured two TEG devices with 10 and 20 layers respectively.  

(2) At a temperature difference of 60 °C and a flow rate of 3 m3/h on both hot and cold sides, the 
10- and the 20-layer TEG devices could generate about 88.8  and 167.8 W respectively. 

(3) The efficiency of the 10- and 20-layer TEG devices may increase, stay constant, or even 
decrease with the increase in the flow rates on the hot and cold sides. 

(4) The TEG devices could achieve relatively high power output and high efficiency at the same 
time in an optimal flow rate range of 2-3 m3/h on both the hot and cold sides. 

(5) The performance of the TEG devices under the field test conditions was better than that in the 
laboratory experiments.  

(6) The cost of the TEG devices decreases with the increase in the temperature difference between 
the hot and cold sides. 
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ABSTRACT 

There is increasing interest in securing a reliable, domestic source of lithium in the United States 
to support an electrified grid and energy secure future. The Salton Sea Known Geothermal 
Resource Area (SS-KGRA) has garnered attention for this purpose due to the abundance of lithium 
in brines brought to the surface for geothermal energy production in this region. Geothermal 
production from this field is already expected to grow from the current 400 MWe to 920 MWe in 
the next 3-4 years with a potential total geothermal capacity in the region estimated at nearly 2,950 
MWe. With this growth, there is potential for construction and operation of new direct lithium 
recovery and processing facilities to meet domestic demands for lithium. In this work, we estimate 
the potential impact of geothermal expansion and lithium extraction in the SS-KGRA on water 
use, direct air emissions from facilities, and solid waste production and management.  

1. Introduction 
Lithium is a vital resource for producing lithium-ion batteries that will facilitate renewable-based 
electricity and transportation grids in the United States. Currently, the U.S. relies heavily on 
importing lithium from resource-intensive processes (evaporation ponds) in Argentina and Chile, 
primarily (National Minerals Information Center, 2023). These regions are resource-limited, 
making it important to balance the resource-intense extraction and processing of lithium with the 
regional constraints of the source’s geography. Lithium production in the U.S. has been occurring 
through a mining process in Nevada since the 1960s (Northey and Cama, 2023), but with the 
growing need for lithium to support electric vehicles (EVs) and decarbonization goals, the U.S. 
and state governments are investing heavily in a domestic supply chain for battery-grade lithium, 
most recently demonstrated by the Biden Administration’s American Battery Materials Initiative 
included in the $2.8 billion Bipartisan Infrastructure Law (The White House, 2022).  
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The U.S. Geological Survey (USGS) has identified five areas in Imperial County that have 
geothermal resources, one of which is the Salton Sea Known Geothermal Resource Area (SS-
KGRA). In the SS-KGRA, the geothermal brine that is being brought to the surface contains high 
concentrations of lithium (SWRCB, 2020), making it a potential target for sustainable and low-
impact lithium production in the U.S.. 

Assessing the environmental impact of lithium production and increased geothermal production 
needed to meet lithium demand is critical for the SS-KGRA because the area is already 
experiencing significant impact from drought, declining water availability from the Colorado 
River, and consistently poor air quality. Further, reallocation of water in the region has led to 
decreasing water levels in the Salton Sea, causing the area to experience loss of biodiversity 
through the death of fish and birds and an increase in toxic dust from the drying sea bed, affecting 
nearby disadvantaged communities. It is vital that we evaluate the environmental implications of 
resource development and contextualize this impact with the environmental issues already present 
in the region. 

Herein we provide a high-level summary of our efforts to assess the environmental impacts of 
expanded geothermal power production and lithium extraction in the SS-KGRA as well as engage 
with stakeholders in the local community to provide independent information about these potential 
projects. 

 

2. Methods  
2.1 Data Sources 

We used publicly available data sources to analyze potential implications of geothermal expansion 
and associated lithium production in the SS-KGRA. When possible, information about the onsite 
processes and associated water usage, emissions, chemical usage, and solid waste production was 
found in environmental impact reports (EIRs) for proposed lithium production facilities in the SS-
KGRA (Chambers Group Inc., 2021; County of Imperial, 2022; Energy Source, 2012) as well as 
recently released environmental assessment documents (functionally equivalent to EIRs) (Black 
Rock Geothermal LLC, 2023; Elmore North Geothermal LLC, 2023; Morton Bay Geothermal 
LLC, 2023).  

2.1.1 Water 

The information on water usage from the above reports was limited, and thus we also used historic 
and estimated water demand data for Imperial Valley renewable energy plants (GEI Consultants 
Inc., 2012). To understand the impact of water demand for geothermal and lithium production on 
the region, we also obtained data on Colorado River water allocations from the local water 
purveyor, Imperial Irrigation District (IID). We used the available data to evaluate how water will 
be used in the geothermal and lithium production processes as well as the impact that expanding 
this production would have on water allocations in the region. 
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2.1.2 Air Quality 

Emissions data for carbon dioxide as well as toxins and criteria pollutants emitted on a facility 
basis were collected from California Air Resources Board (CARB) reporting. These were 
compared to estimates of air emissions from point, nonpoint, on-road, nonroad, and “event” 
sources from the National Emissions Inventory (NEI). The US EPA also provides a comprehensive 
data set for environmental characteristics of electric power generation in the U.S. through the 
Emissions and Generation Resources Integrated Database (eGRID), where all geothermal 
emissions are estimated (US EPA, 2020). Net generation for energy sources at the facility level 
each year from the U.S. Energy Information Administration (EIA) was used to develop emission 
rates of pollutants for geothermal energy production and lithium extraction, including particulate 
matter (PM), carbon dioxide, ammonia, hydrogen sulfide, and benzene. 

2.1.3 Solid Waste 

Data on solid waste from reactor-clarifiers and brine ponds located at the geothermal power plants 
was obtained from the California State Water Resources Control Board (SWRCB) through 
GeoTracker (SWRCB, 2023). Information on regional landfills, including the quantities of waste 
accepted and the permitted capacities of these landfills, was obtained from the California 
Department of Resources Recycling and Recovery (CalRecycle) through the Solid Waste 
Information System (SWIS) (CalRecycle, 2023). Information on manifested solid waste was 
obtained from the California Department of Toxic Substances Control (DTSC) through the 
Hazardous Waste Tracking System (HWTS) (DTSC, 2023). Further, we used data from the 
California Geologic Energy Management Division (CalGEM) to develop mass balances around 
injection and production wells to better understand solid waste production (CalGEM, 2023). As 
mentioned above, we also used facility energy generation data from EIA to develop rates of solids 
production at each facility that were relative to their geothermal energy production (U.S. EIA, 
2023). 

2.2 Geothermal Expansion and Lithium Production Scenarios 

We considered three scenarios for geothermal expansion in the SS-KGRA: 

● existing or allocated demand, which represents the 400 MW (net) of existing geothermal 
power production in the region; 

● projected short-term (3 – 4 year) increased geothermal capacity, which represents an 
additional 520 MW of planned expansion (920 MW in total); and 

● maximum possible capacity, which represents an additional 2030 MW capacity from the 
projected scenario to meet the estimated maximum geothermal capacity in the region of 
2950 MW (Kaspereit et al., 2016). 

 
For each scenario, we projected the amount of potential lithium production. To do so, rates of 
projected lithium carbonate equivalent (LCE) production in metric tons per MW were determined 
for facilities that provided projected water use for LCE production. Low, mid, and high estimates 
correlate to production processes at Simbol/Hudson Ranch (Energy Source, 2012), Hell’s Kitchen 
(County of Imperial, 2022), and ATLiS/Hudson Ranch I (Chambers Group Inc., 2021), 
respectively. Based on these production rates, the calculated lithium production for each 
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geothermal expansion scenario are summarized in Table 1. These calculations assume all of the 
produced brine passes through the lithium production process.  
 
 
 
 

Table 1. Summary of projected lithium capacity for geothermal expansion scenarios. 

 

  Calculated Li production (million metric tons 
LCE/yr) 

 
Total 

Capacity 
(MWe) 

Low Mid High 

Current Geothermal 
Production 400 0.13 0.15 0.15 

Projected (3-4 year) 
Capacity 920 0.29 0.34 0.35 

Maximum Possible 
Capacity 2950 0.95 1.09 1.12 

 

 

2.3 Community Outreach 

Our team held community outreach events in the Imperial Valley to communicate our findings to 
local stakeholders through community forums and presentations to local community college 
students. In community forums, we used pre- and post-presentation surveys to evaluate public 
perception of geothermal energy and lithium production. For community college presentations we 
evaluated participant knowledge of geothermal and lithium processes and resources using pre- and 
post-evaluation through an online polling system. We also responded to questions relating to 
concerns associated with lithium extraction from geothermal brines that were raised by community 
members. 

 

3. Results and Discussion 
3.1 Water 

Through this analysis we calculated the potential implications of water consumption by expanded 
geothermal and associated lithium production on IID water allocations in the county (Table 2). 
The cuts to Colorado River water allocations reflect two future scenarios:  a continuation of the 
10% cut that IID committed to in May 2023 and the adoption of a 40% cut that the Bureau of 
Reclamation suggested may be needed in coming years to keep the river basin functioning.  
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Table 2. Water allocations to sectors within Imperial County in million acre-feet per year (MAFY), and the 
projected changes as a result of geothermal expansion and lithium production. 

Scenarios Sector Allocation (MAFY) 

Year Geothermal 
Expansion 

Colorado 
River Cut 

(%) 
Agriculture Municipal Renewables Other Lithium 

2010 - - 2.5 0.034 0.032 0.027 - 

2022 - - 2.2 0.042 0.072 0.028 0.003 

2050 Planned 10 2.1 0.073 0.087 0.028 0.064 

2050 Planned 40 1.3 0.073 0.087 0.028 0.064 

2050 Max 
Capacity 10 1.8 0.073 0.135 0.028 0.257 

2050 Max 
Capacity 40 1.1 0.073 0.135 0.028 0.257 

 

Regionally, the water demand for currently proposed (planned) geothermal production and lithium 
extraction facilities is modest (3% of historical supply) and will not have a significant impact on 
water available to agriculture, the dominant industry in the region. The megadrought in the 
Colorado River basin is constraining water resources in the region, which will significantly reduce 
agricultural water. As a result of these concurrent forces, any increase in water demand in the 
region should be carefully evaluated and delicately communicated. 

It is also important to note that water demand for lithium extraction is appreciable, representing an 
additional 3.5 – 4 times the freshwater requirements of geothermal energy production alone from 
a given volume of brine based on published estimates for facilities planned in the SS-KGRA. 
However, this amount of water use is significantly less than that required per ton of LCE for 
conventional approaches to lithium removal from salar brines in Nevada and South America. 

3.2 Air Quality 

To determine the contribution of SS-KGRA geothermal energy production to noncondensable gas 
and particulate matter emissions, the total emissions reported to CARB for a given facility for each 
pollutant type were scaled by the net energy production at that facility. Table 3 summarizes the 
carbon dioxide emissions rates for geothermal production compared to other sources of energy 
production.  
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Table 3. Emission rates for carbon dioxide from geothermal plants in the SS-KGRA compared to other sources 
of energy production. 

Energy Type Category 
Emission Rate 

(g/kWh) Source Facility Data Source 

Natural Gas -  400 - eGRID (US EPA 
2020) 

Oil -  800 - eGRID (US EPA 
2020) 

Coal -  1000 - eGRID (US EPA 
2020) 

Geothermal Low estimate 55 Hudson Ranch 

CARB GHG 
Mandatory 

Reporting 2020; 
EAI Net 

Generation 2020 

      

Central estimate 59 Average 

High estimate 65 

  
Ormat Nevada 
(Brawley and 
GEM 2&3) 

 

For comparison, we also calculated the expected carbon dioxide emissions for lithium production 
to be around 92 g/kWh. This was based on a production rate in the SS-KGRA of 288 tons lithium 
carbonate equivalent (LCE)/yr per MWe at 90% recovery efficiency (McKibben et al., 2023), and 
IEA calculations that CO2 emissions from lithium carbonate production from brine occur at a rate 
of 2.8 tCO2 per metric ton LCE equivalent. It is important to note that the use of lithium hydroxide 
monohydrate (LHM) instead of lithium carbonate results in higher CO2 intensity (~5 tCO2 per 
metric ton of technical grade LHM from Chilean salar brines) (Grant et al., 2020). 

Current geothermal electricity production in the SS-KGRA produces very low emissions of carbon 
dioxide relative to generation based on natural gas, coal, and oil. Further, current geothermal 
electricity production produces relatively low emissions of particulate matter, hydrogen sulfide, 
ammonia, and benzene. However, some limited data suggests that H2S and ammonia emission 
rates deserve further study. 

3.3 Solid Waste 

Geothermal power plants in the Salton Sea geothermal field currently produce an average of 
80,000 metric tons of solid waste per annum (all plants), representing approximately 30 kg of solid 
waste per MWh of electrical production. Most of the solid waste generated at the geothermal power 
plants originates from the reactor-clarifiers, is non-hazardous, and primarily contains iron silicate. 
This waste stream is dewatered in filter presses and disposed of in Class II and Class III landfills. 
Solid waste is also generated through plant maintenance and other activities at the power plants. 
Currently, approximately one-fifth to one-third of geothermal power plant solid wastes in the SS-
KGRA contains sufficient levels of hazardous materials to require management as hazardous 
wastes under California regulations.  

197



Busse et al. 

The production of geothermal solid wastes is expected to increase proportionally with the planned 
increase in geothermal power production within the field. It is estimated that regional landfill 
capacity (currently undergoing expansion) is adequate for management of the expected solid waste 
production under the short-term (3 – 4 year) scenario. If ultimate production of geothermal 
capacity is pursued in the future, additional study of regional landfill capacity will be needed. 

Lithium chloride production from geothermal brine requires that the brine be treated for additional 
removal of silica and metals—beyond what is currently done for geothermal power production—
prior to the lithium extraction process. The amount of solid waste that will be produced as part of 
direct lithium extraction is dependent on the processes applied and whether the solids produced 
can be monetized. Some of the solids produced during pretreatment contain manganese and other 
potentially valuable metals. One company in the region estimates that they will produce 7.2 tons 
of iron-silicate solids per ton of lithium carbonate equivalent (LCE) as well as 3.7 - 4.2 tons of 
(potentially marketable) metal hydroxides per ton of LCE produced (Chambers Group Inc., 2021). 
Based on our independent mass balance calculations, we expect slightly lower solid waste 
production although the difference may be the result of other elements (e.g., calcium and 
magnesium) that will precipitate and form solid streams during brine pre-treatment. Based on our 
mass balance calculations, less than 1% of the brine total dissolved solids (TDS) are currently 
being removed in geothermal power production. This current removal of solids includes 
approximately 70% of the brine silica. Future lithium extraction processes will likely require 90% 
removal of brine silica as well as 90% removal of iron, manganese, zinc, and potentially other 
elements (Stringfellow & Dobson, 2021). Pre-treatment of brine prior to the lithium extraction 
processes will increase solids production accordingly.  

3.4 Community Outreach 

The communities surrounding the SS-KGRA are highly engaged and seem interested in learning 
more about the impacts of geothermal expansion and lithium production. The high-priority 
questions identified from the community that are within the scope of this work are: (1) How much 
lithium is there and how long will the resource last? (2) How much water will it take to produce 
this resource? (3) What are the resulting impacts on air emissions and waste streams? and (4) Will 
geothermal/lithium extraction impact the San Andreas fault? Community members also expressed 
a desire for more information about how the process works and the status of development for each 
company.  

We believe that community engagement should be sustained as the projects move forward through 
in-person and virtual events that are tailored for specific audiences, providing clear and concise 
printed and online materials. Events should be structured to dedicate equal time to listening and 
sharing information, and all information should be available in English and Spanish.  

4. Conclusions 
Our analysis has indicated that direct emissions of air pollutants (such as PM10, H2S, and NH3) 
from facilities should have minimal impact on local air quality. Further, the required operational 
water for these facilities is minor compared to other current water uses in the region (e.g., 
agriculture), but new demands may face more scrutiny if supplies from the Colorado River are 
further constrained in response to ongoing drought. Solid wastes, including iron-silicate solids, are 
produced as part of geothermal power production in the SS-KGRA, so solid waste production will 
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increase as power production is increased. Commercial lithium production from geothermal brines 
is also expected to result in increased solid waste production.  

Furthermore, this analysis indicates that current projections for geothermal expansion and the 
supported lithium production is expected to have a minor impact on the region’s environment. For 
water, even a minor increase in demand will be challenging to meet whereas with air emissions, it 
is crucial to keep emission rates low enough to ensure minor impact. Changes in solid waste 
production resulting from expanded geothermal power production and lithium extraction processes 
should be periodically reviewed as should availability of regional landfill capacity. Overall, it 
would be important for new development in the region to consider potential impacts and mitigation 
strategies.  
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ABSTRACT 

Japan has the world's third-largest geothermal resource. Located on the so-called “Pacific Ring of 
Fire”, this country owns various favorable sites for different types of geothermal direct use, and 
power production. Despite its great capacity, the development of geothermal-based technologies 
in Japan has been objectively limited. Nevertheless, over the last decade the interest in utilizing 
geothermal energy, especially for more novel applications such as hydrogen and lithium 
production, has been on the rise; thus, Japan due to its unique geothermic potential is once again 
receiving significant attention. Hydrogen and lithium both play significant roles in various 
industrial fields. Hydrogen-based technologies are being used for many industrial applications, 
ranging from petroleum refining and ammonia production to metal refining and Pharmaceuticals. 
However, approximately 95% of hydrogen production still originates from fossil fuels, resulting 
in high greenhouse gas emissions. In general, geothermal energy can be used for hydrogen 
production in three major ways: 1) through direct utilization of geothermal steam or the produced 
heat from thermo-chemical cycles, 2) through utilization of geothermal-based electricity, and 3) 
through integrated systems (geothermal electricity and geothermal heat). Lithium production, on 
the other hand, plays a significant part in the generation of rechargeable batteries, along with other 
applications such as ceramic and plastic production. Similar to conventional hydrogen production, 
common practices for lithium extraction (majorly open-pit mining) lead to significant 
environmental impacts including high CO2 footprint, sinkhole formation, and high-volume water 
usage. Geothermal brines with high temperatures and high salinity can be used to extract lithium 
by separating brine from steam and processing them to produce lithium carbonates. For both 
lithium and hydrogen production, it has been shown that the use of geothermal energy can 
significantly reduce production costs and negative environmental impacts. Kyushu prefecture in 
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southern Japan benefits from abundant geothermal sources in various depths and with different 
temperatures. Around 70% of existing geothermal power plants in Japan are located on Kyushu 
Island. This concentration of geothermal reservoirs has made this prefecture a promising study 
area for the evaluation of geothermal-based lithium and hydrogen production. In this paper, using 
GIS-based analysis, the current state of geothermal resources in Kyushu prefecture for lithium and 
hydrogen production has been comparatively assessed, in terms of lithium regional content, 
temperature, salinity, pH, accessibility, and geological and chemical characteristics. Moreover, the 
most suitable geothermal sites for hydrogen and lithium production within Kyushu Island are 
determined. 

1. Introduction 
The rapidly increasing emissions of greenhouse gasses, and subsequently the intensity and extent 
of climate change are among the key concerns regarding the achievement of sustainable 
development goals (SDG) [United Nations (2015)]. Greenhouse gasses and climate change have 
significant negative impacts on public health [Gao et al. (2018)], frequency of natural disaster 
occurrences such as flood and drought (including a 20% increase in flood occurrence risk during 
autumn 2000 in England and Wales[Pall et al. (2011)], and the dependency of 77% ± 26% of the 
upward trend in flash drought frequency on the increased levels of greenhouse gas emissions in 
China [Yuan et al. (2019)]), damages to marine and territorial ecosystems [Pörtner et al. (2022)], 
reduced food and water security [Pörtner et al. (2022)], and negative socio-economic impacts (such 
as significant damages to key economic sectors in Africa, Australasia, North America, and small 
islands [Pörtner et al. (2022)], and damages to buildings and infrastructures- for instance in Russia, 
the effect of climate change-related permafrost degradation on buildings by the mid-century, 
shows that the total value of fixed assets on permafrost would be at 248.6 bln USD under RCP 8.5 
scenario [Streletskiy et al. (2019]). 

Meanwhile, the energy sector is one of the main contributors to greenhouse gas emissions. By the 
end of 2021, oil (~31%), coal (~27%), and gas (~25%) were the main sources of primary energy 
consumption [Our World In Data], showing the prolonged transition from fossil fuel sources to 
renewables. The rapid growth in population and the emergence of new energy applications have 
intensified the use of fossil fuels and the subsequent carbon footprints. Based on the International 
Energy Agency (IEA) estimation, the carbon emissions from the energy sector will increase from 
50% in 2030 to 80% in 2050 [IEA (2019), da Silva Veras et al. (2017)]. Lithium and hydrogen 
productions are not exempt from this. Lithium (Li) is the third element on the periodic table and 
the lightest known alkali metal. Since its discovery in 1817, its properties have been explored for 
its various functions and usages in industrial sectors. Nowadays, it is a crucial material for 
rechargeable batteries and has gained a large share of the energy market, especially in the last 
decade. Asides from rechargeable batteries, it has a wide range of applications including 
pharmaceuticals, medicine, glass and ceramics, lubricants, life support systems, polymer materials, 
and metallurgy [Kudryavtsev et al. (2016)]. Due to its high applicability in various energy-related 
sections, the demand and production rate of lithium is expected to grow even more increasingly. 
There are three main sources for lithium extraction: 1) hard rock deposits (through open pit 
mining), 2) surface and near-surface brine, and 3) other sources such as seawater or geothermal 
brines [Sanjuan et al. (2022)]. However, conventional methods of lithium production are 
commonly associated with high carbon and land footprints and negative environmental effects, 
due to their reliance on fossil fuel sources, massive water usage, and air and water pollutants.  
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Similarly, the hydrogen production market has been growing significantly in recent years. 
Hydrogen is a clean and sustainable energy vector for many pollutant industries, and thus, has a 
great potential to contribute to the establishment of a low-carbon economy. Moreover, Electrolysis 
and hydrogen storage have been highly suggested as alternatives for electricity storage both for 
the long term and short term, due to their low self-discharge rate and divergence of energy and 
power ratings [Arsad et al. (2022)]; this makes hydrogen a highly suitable storage unit for 
integrated renewable systems and consequently, facilitates the transition from fossil fuels to 
renewable energy sources. Hydrogen production has even an older history and a larger market 
share than lithium and responds to many applications in ammonia synthesis, petroleum refining 
processes, methanol production, edible oils industry, electronics industry, and metallurgy 
[Baharudin et al. (2017)]. However, while hydrogen can be produced both by fossil fuels and 
renewable sources, currently around 96% of hydrogen production originates from fossil fuels 
(methane (48%), oil (30%), and coal (18%), respectively) [BCR & RWK (2005)]. 

While both green lithium and green hydrogen production can greatly contribute to worldwide 
sustainable development, their common fossil fuel-based production practices have made them a 
potential risk to SDG's achievement. The utilization of geothermal resources for the clean 
production of these elements and related chemical compositions is one the most potentially 
efficient and cost-effective approaches. Lithium potentially can be found in high concentrations in 
geothermal brines with high salinity and temperature [Can et al. (2021)]. Using direct extraction 
technologies in geothermal brines helps to reduce land and water usage, and carbon intensity 
compared to more common methods such as brine evaporation and hard rock mining [Warren 
(2021)]. Regarding geothermal-based hydrogen production, geothermal power plants can provide 
electricity for the electrolysis process (the essential process for carbon-free hydrogen production, 
by splitting water into hydrogen and oxygen) while the geothermal fluid within the power plant 
can preheat the water before entering the electrolyzer [Karayel et al. (2022)]. Thus, countries with 
abundant geothermal resources are presented with a promising opportunity to expand lithium and 
hydrogen production using cost-effective techniques to accelerate the achievement of their 
respective sustainable development goals. 

Japan ranked third worldwide in terms of geothermal resources (after the U.S. and Indonesia), due 
to its location along the so-called Pacific ‘ring of fire’. However, only a small percentage of this 
available geothermal potential has been developed for improving its primary energy self-
sufficiency ratio. One study in 2021 [Hymans, 2021] suggested that the reason for this issue is that 
the national policy framework for geothermal has always prioritized local interests and specifically 
onsens interests over national energy security. However, Japan needs to expand the utilization of 
untapped geothermal resources to achieve its carbon-neutral society goal by 2050. This 
framework, which was introduced in 2020, aims at reducing greenhouse gas emissions to net zero 
and to realize a carbon-neutral, decarbonized society [D'Ambrogio, 2021].  

Kyushu prefecture in southern Kyushu has the largest number of geothermal energy resources and 
installed capacity for geothermal-based power production. While few case studies have evaluated 
the potential for geothermal-based lithium and hydrogen production (some dated back as old as 
the 1980s), the thorough potential of Kyushu prefecture has been left significantly unknown. For 
lithium production, geothermal waters in Hatchobaru [Yanagase et al. (1983), Park et al. (2012)], 
Takigami [Takenaka et al. (1991)], and Oita [Hano et al. (1992)] in Kyushu Island have been 
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evaluated. As for hydrogen production, industrial companies are assessing the viability of 
hydrogen production by unused geothermal stram in Kumamoto city [Toshiba, 2022]. 

The present work aims at providing a better assessment of potentially suitable locations in Kyushu 
prefecture for geothermal-based lithium and hydrogen production. Since field studies and 
lithium/hydrogen sampling of geothermal waters in this prefecture have been limited so far, and 
require significant financial resources, time allocation, and a high level of expertise, it is important 
to prioritize potential locations through preliminary site selection based on characteristics of 
existing geothermal waters and regional geothermic properties, to highlight potential sites for 
further field studies and sample collection. The goal of this paper is to for the first time: 1) evaluate 
all geothermal sources within the Kyushu prefecture for their lithium existence potential based on 
local characteristics and literature body, and 2) evaluate the potential of geothermal power plants 
in Kyushu prefecture for hydrogen production. Section 2 describes the worldwide status of 
geothermal-based lithium and hydrogen research, section 3, demonstrates the study area and 
methodology, and section 4 provides the results and discussion.   

2. Worldwide Studies of Geothermal-Based Lithium and Hydrogen Production 
Table 1 and Table 2 Describe some of the worldwide academic case studies for lithium and 
hydrogen extraction from geothermal water. Review papers are excluded from this evaluation. As 
can be seen, most case studies for lithium recovery have been conducted in China and Europe 
while for hydrogen production, most studies were focused on Turkey. 
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Table 1. Major geothermal-based lithium recovery case studies around the world

Author(s) Study area Focus 

Weinand et al. (2023) Germany Techno-economic assessment 

Wang et al. 2023 Tibet, China Technical performance assessment (adsorbent method) 

Sanjuan et al. (2022) 
The main geothermal areas in 

Europe in Itlay, Germany, 
France, and the UK 

lithium-rich geothermal brines’ characteristic assessment 

Zhao et al. (2022) Geothermal plant in Tibet, 
China Technical performance assessment (adsorbent method) 

Miao et al. (2022) Tibet, China Technical performance assessment (adsorbent method) 

Fries et al. (2022) The Upper Rhine Graben area, 
Germany Actual direct extraction assessment 

Herrmann et al. (2022) The bruchsal geothermal power 
plant, Germany Technical performance assessment (adsorbent method) 

Can et al. (2021) Ömer-Gecek, Turkey Technical performance assessment (adsorbent method) 

Kalmykov et al. (2021) Sakha Republic, Russia Technical performance assessment (membrane distillation 
and membrane extraction) 

Wang et al. (2021) Southern Xizang, China Profiling geothermal resources in this region 

Recepoğlu et al. (2021) Seferihisar, Izmir, Turkey Technical performance assessment (biosorption method) 

Han et al. (2020) Tibet, China Technical performance assessment (electrochemical 
extraction) 

Siekierka et al. (2018) The Carpathian region, Poland Technical performance assessment (selective extraction by 
hybrid capacitive deionization) 

Wiśniewska et al. (2018) Rabka Zdrój, Poland Technical performance assessment (adsorbent method) 

Ventura et al. (2016) The USA Technical performance assessment (ion exchange method) 

Mroczek et al. (2015) Wairakei, New Zealand Technical performance assessment (the electrolysis method) 

Cetiner et al. (2015) Turkey Lithium survey of geothermal reservoirs- Technical 
performance assessment  

Noerochim et al. (2015)  Lumpur Sidoarjo, Indonesia Technical performance assessment (adsorbent method) 

Park et al (2012) Hatchobaru, Kyushu, Japan Technical performance assessment (adsorbent method) 

Helvaci et al. (2004) Western Anatolia, Turkey Lithium distribution survey including geothermal resources 

Hano et al. (1992) Oita, Japan Technical performance assessment (solvent extraction) 

Yanagase et al. (1983) Hatchobaru, Kyushu, Japan Technical performance assessment (coprecipitation method) 

Dang & Steinberg (1977) The USA Technical performance assessment (chelating agent: 
dipivaloylmethane) 
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Table 2. Major geothermal-based hydrogen production case studies around the world

Author(s) Study Area Power Plant Type Focus 

Assareh et al. 
(2023) Zanjan, Iran Organic Rankine cycle Performance assessment 

Mehrenjani et al. 
(2022) -* Organic Rankine cycle system 

with PEM electrolyzer 
Performance and Thermo-

economic assessment 

Alirahmi et al. 
(2022) Sabalan region, Iran Organic Rankine cycle Thermodynamic optimization 

Bamisile et al. 
(2022) Inner Mongolia, China Combined geothermal-based 

Kalina system and a wind turbine 
Thermodynamic, economic, and 

environmental assessment 

Li et al. (2022) - 
An organic Rankine cycle-based 

cascade system with a PEME 
electrolyzer 

thermodynamic and exergo-
economic analysis 

Hadjiat et al. 
(2021) Hammam Righa, Algeria 

An integrated system of a 
thermoelectric generator and an 

alkaline electrolyzer 
Performance assessment 

Mostafaeipour et 
al. (2020) Afghanistan - Site selection assessment 

Yilmaz et al. 
(2019) Turkey Combined flash binary cycle Thermodynamic and ANN-based 

analysis 

Karapekmez & 
Dincer (2018) Turkey 

Standard geothermal power plant 
combined with AMIS abatement 

system and PEM electrolyzer 
Thermoeconomic assessment 

Yuksel & Ozturk 
(2017) Turkey Organic Rankine cycle Thermoeconomic assessment 

Yilmaz (2017) Turkey Combined flash binary cycle Thermoeconomic optimization 

Ramazankhani et 
al. (2016) Iran - Site selection assessment 

Bicer & Dincer 
(2016) - An integrated solar-geothermal 

multi-generation system Thermodynamic analysis 

Gouareh et al. 
(2015) Algeria - Site selection assessment 

AlZaharani et al. 
(2013) - Integrated cascading system Thermoeconomic analysis 

Yilmaz et al. 
(2012) Turkey Binary Economic assessment 

Ingason et al. 
(2008) Iceland - Site selection assessment 

Obayashi 
Corporation (2023) Japan, New Zealand - Establishing hydrogen-related 

equipment 

*Not Specified 
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3. Material and Methodology 
production in Kyushu prefecture, Japan have been evaluated. For lithium production, by evaluating 
the literature review the most important secondary criteria for estimating the possibility of lithium 
existence in unexplored hot springs were extracted. In the next step, the correlation between 
lithium content in previously examined hot springs throughout Japan (over 500 samples) with the 
extracted criteria (temperature, geological structure, chemical compositions) was evaluated to 
provide a base reference for lithium estimation in Kyushu prefecture hot springs. For the 
correlation assessment, Pearson correlation and Spearman ranking were used. Then, after the 
evaluation of correlation significance for each parameter, appropriate weights were assigned to 
them. These weights were later used to calculate a lithium estimation index for Kyushu prefecture. 
Using this index, potential locations in Kyushu prefecture for lithium extraction have been 
prioritized. As for hydrogen production, using the literature body, the site selection criteria have 
been extracted and used to produce the potential geothermal-based hydrogen suitability map 
throughout Kyushu prefecture. Lastly, the results for both elements were compared to each other 
to discuss the overall potential of Kyushu Island for geothermal-driven lithium and hydrogen 
production. Data layers for this study are acquired from are obtained from the Geological Survey 
of Japan (GSJ, 2023), the Biodiversity Center of Japan (2023), and the Geospatial Information 
Authority of Japan (2023). QGIS 3.16 was used for data analysis and map generation. 

3.1 Study Area 

Kyushu region, located at 33°N 131°E is the southwestern island of Japan with seven sub-
prefectures. Geological-wise, this mountainous prefecture is known for its significant volcanic 
activities, mainly originating from Mt. Aso, Mt. Sakurajima, and Mt. Fugen. Due to its active 
volcanic state, there are numerous hot springs with high potential for various geothermal-based 
activities. Figure 1 Shows the study area for this work. 

Figure 1: Study area 

4. Results and Discussion 
For preliminary lithium content estimation, the Pearson correlation coefficient and Spearman 
rank was calculated for each parameter to lithium content in references hot springs. Figure 2 
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Shows the correlation between lithium and each criterion under The Pearson and the Spearman 
rank.

  
Figure 2: The Pearson and Spearman Rank correlation comparison between Lithium contents of over 500 hot 

springs in Japan and Temperatures 30-100°C (521 samples), Temperature 40-50°C (30 samples), 
Temperature 50- 60°C (30 samples), Temperature 80-100°C (30 samples), Sodium (520), Potassium (523 
samples), Calcium (517 samples), HCO3 (481 samples), Magnesium (504 samples), Rubidium (61 
samples), Strontium (262 samples), and Regional lithium contents sampled from sediments (521 
samples). 

Parameters with negative coloration including pH, temperature range between 30-40, 60-70, and 
several dissolved chemical compositions were eliminated after the initial assessment. Among the 
remaining criteria aka, HCO3, potassium, regional lithium content, temperature range of 40-50, 
sodium, strontium, temperature range of 80-100, temperature range of 50-60, rubidium, 
Magnesium, temperature range of 30-100 and calcium had the highest correlation with lithium 
orderly. In parameters including temperature 30-100 and 50-60, strontium, HCO3, calcium, 
magnesium, regional lithium, and sodium the Spearman rank is stronger, indicating a positive non-
linear relationship between lithium and these elements. On the other hand, the linear correlation in 
temperature 40-50, rubidium, and potassium is more evident. 
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4.1 Designated Criteria 

Table 3 and Table 4 show the criteria for geothermal-based lithium and hydrogen content 
respectively. The threshold for each of the parameters in Table 3 was determined based on the 
average amount of observed elements in hot springs with lithium content above 1 Mg/L.

Table 3. Lithium site selection criteria 

Criteria Threshold Correlation (averaged between R and 
Spearman ranking) Weight 

Regional Lithium Content 32-161 0.493120465 0.130993566 

Temperature (30-100) (˚C) 30-100 0.168157049 0.044669595 

Temperature (40-50) (˚C) 40-50 0.411804329 0.109392575 

Temperature (50-60) (˚C) 50-60 0.228223164 0.060625685 

Temperature (80-100) (˚C) 80-100 0.239600754 0.063648052 

Sodium (Mg/L) 1000-3162 0.387232182 0.102865178 

Potassium (Mg/L) 31.62-316 0.506330294 0.134502653 

Calcium (Mg/L) 100-316 0.090359781 0.024003364 

Magnesium (Mg/L) 31-100 0.172806778 0.045904759 

Rubidium (Mg/L) 0.1-2.70 0.217911994 0.057886604 

HCO3 (Mg/L) 316-1000 0.519613346 0.138031191 

Strontium (Mg/L) 20-40 0.32930311 0.087476776 

 

Table 4. Hydrogen site selection criteria:

Criteria Threshold 

Distance from power plants to hot springs 1-10 Km 

Distance from power plants to production wells 1-10 Km 

Distance from power plants to roads 10-50 Km 

Distance from power plants to rails 10-50 Km 

Power generation capacity Prioritizing higher capacity 

Temperature (˚C) Above 30 
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Based on the defined criteria and value thresholds, the suitable locations for each criterion were 
determined within Kyushu prefecture which can be seen in Figure 3. 

Figure 3: Selected layers within Kyushu prefecture based on the criteria introduced in Table 3. 
 

Once the weights are calculated for each parameter an index for lithium estimation throughout 
Kyushu prefecture can be developed. The index is as follows: 

Lithium Estimation Index = (0.130993566 * Regional Lithium Content) + (0.044669595 * 
Temperature (30-100) (˚C)) + (0.109392575 * Temperature (40-50) (˚C)) + (0.060625685 * 
Temperature (50-60) (˚C)) + (0.063648052 * Temperature (80-100) (˚C)) + (0.102865178 * 
Sodium (Mg/L)) + (0.134502653 * Potassium (Mg/L)) + (0.024003364 * Calcium (Mg/L)) + 
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(0.045904759 * Magnesium (Mg/L)) + (0.057886604 * Rubidium (Mg/L)) + (0.138031191 * 
HCO3 (Mg/L)) + (0.087476776 * Strontium (Mg/L)) 

Based on the index results and available layers within Kyushu prefecture 5 Suitability scenarios 
(based on their index values) for the possibility of lithium-enriched hot springs were prioritized: 

1) HCO3-Temp (30-100)-K-Li-Temp (40-50)-Na- Mg 

2) HCO3-Temp (30-100)-K-Li-Temp (40-50) 

3) HCO3-Temp (30-100)-K-Li 

4) HCO3-Temp (30-100)-K 

5) HCO3-Temp (30-100) 

Figure 4 Shows these scenarios and Table 5 demonstrates the number of suitable hot springs for 
each scenario. 

Figure 4: Scenarios 1 to 5 regarding the suitable locations with a higher possibility of higher lithium content 
(above 1 Mg/L) in geothermal hot springs.
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Table 5:  Scenarios vs. number of hot springs

Scenario Number of Hot Springs 

HCO3-Temp (30-100)-K-Li-Temp (40-50)-Na- Mg 1 

HCO3-Temp (30-100)-K-Li-Temp (40-50) 3 

HCO3-Temp (30-100)-K-Li 5 

HCO3-Temp (30-100)-K 38 

HCO3-Temp (30-100) 80 

Using this estimation index, a few parameters including calcium, Rubidium, Temperatures above 
60, and Strontium can be eliminated from the final examination due to their weak positive 
correlation and lack of existing hot springs within their respective regions in the integrated 
scenarios. According to the estimation index and assigned weights, HCO3 has the highest 
correlation with lithium content in a significant number of hot springs throughout Japan, thus, is 
prioritized in the scenario-making process. Temperature 30 to 100 applies to all scenarios as well, 
since all the investigated hot springs for this study fall under the 30-100 temperature range. The 
highest number of integrated parameters that can lead to lithium-containing hot spring 
identification based on the present work is 6 (excluding 3 elements and 1 temperature range). 
Under this scenario, only 1 hot spring qualifies for further investigation which is located in 
southern Japan, close to Kagoshima. This shows the possible potential in the neighboring area for 
an extended analysis due to great similarity with known lithium-enriched hot springs in other 
regions of Japan. A general analysis shows that in all scenarios the number of promising hot 
springs for possible lithium recovery is higher in the southern parts compared to the north of 
Kyushu prefecture. 

It must be under consideration that further assessments and field samplings are required for 
validating the presented results. However, the current assessment can provide a preliminary 
direction regarding the most significant locations for lithium assessment within geothermal-based 
hot springs. 

In the next step, the potential locations for geothermal-driven hydrogen production were evaluated. 
Since geothermal power plants are the most critical component of geothermal-based hydrogen 
production, first the geothermal power plants are prioritized based on their installed power 
Capacity. Figure 5 shows the location of geothermal power plants throughout Kyushu prefecture. 
Distance from the power plants, production wells, transportation lines, and geothermal resources 
are the primary criteria.
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Fig. 5. Geothermal power plants and their installed power capacities throughout Kyushu prefecture.

Table 6. shows the characteristics of geothermal power plants in Kyushu prefecture.

Name Type Power Capacity (KW) Operator 

Ohgiri Flash steam - single 30000 Kyushu Electric Power Co. Inc. 

Yamakawa Flash steam - single 30000 Kyushu Electric Power Co. Inc. 

Suginoi Flash steam - single 3000 Kyushu Electric Power Co. Inc. 

Ohtake Flash steam - single 13000 Kyushu Electric Power Co. Inc. 

Takigami Flash steam - single 25000 Kyushu Electric Power Co. Inc. 

Kuju Flash steam - single 2000 Kuju Kanko Hotel 

Sugawara Binary 50 Kyushu Mirai Energy Co. Inc. 

Hacchobaru Double flash 55000 Kyushu Electric Power Co. Inc. 

 

Once the criteria were determined the regional suitability of Kyushu prefecture was determined by 
spatial analysis and distance assessment from Geothermal power plants to surrounding geothermal 
sources. Figure 6 shows the designated distance buffers between geothermal power plants and each 
criterion. 
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Fig. 6. Buffer zones from 1 Km to 10 Km for hot spring and production well suitability assessment (a), and 
from 10 Km to 50 Km for roads and rails (b).

Based on the buffers above suitable hot springs, Production wells, roads, and rails sections were 
determined for regional assessment. Moreover, based on the above results, springs with 
temperatures below 30 °C are eliminated from the evaluation. Fig 7 shows the selected road and 
rail sections, hot springs, and production wells. 

Fig 7. Selected Hot springs (a), production wells (b), and road-rail sections (c) based on the created buffers.
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Based on the results below, it can be concluded that the northeast and southwest of Kyushu 
prefecture have the highest suitability for hydrogen production following the locations of 
geothermal power plants. Table 7 shows the number of suitable hot springs and production wells 
per power plant. 

Table 7: Suitable hot springs, wells, and their distances for each power plant

Power Plant Distance from the 
power plant (Km) 

Number of 
Hot Springs 

Temperature range 
of the spring (°C) 

Number of 
Production Wells 

Temperature range of the well 
(°C) 

Hacchobaru 
(55000 KW) 

0-1 1 55-60 0 N/A 

2-3 0 0 8 

50-55 

55-60 

65-70 

3-4 0 N/A 4 
70-75 

75-80 

4-5 3 

40-45 

3 

50-55 

50-55 

60-65 
75-80 

5-6 2 

30-35 

5 

40-45 

50-55 

75-80 

80-85 

85-90 

6-7 1 70-75 3 

30-35 

70-75 

75-80 

7-8 2 
55-60 

3 
35-40 

50-55 

8-9 0 N/A 0 N/A 

9-10 1 30-35 2 
30-35 

35-40 

Ohgiri (30000 
KW) 1-2 2 

60-65 

6 

60-65 

75-80 

65-70 

70-75 

75-80 
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2-3 3 

65-70 

8 

60-65 

80-85 

75-80 

80-85 

85-90 

3-4 1 80-85 2 85-90 

4-5 N/A 0 5 
85-90 

90-95 

5-6 1 80-85 8 
90-95 

Above 95 

6-7 1 Above 95 3 
90-95 

Above 95 

Yamakawa 
(30000 KW) 

0-1 1 85-90 4 
80-85 

85-90 

1-2 0 N/A 2 
75-80 

80-85 

3-4 1 70-75 2 
55-60 

60-65 

4-5 2 65-70 2 55-60 

5-6 1 50-55 3 

40-45 

45-50 

50-55 

6-7 2 
35-40 

3 

30-35 

35-40 

90-95 50-55 

7-8 1 65-70 3 
30-35 

35-40 

8-9 2 
50-55 

4 
35-40 

60-65 40-45 

Takigami (25000 
KW) 

1-2 0 N/A 4 
55-60 

60-65 

2-3 0 N/A 3 
45-50 

50-55 
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60-65 

3-4 3 
50-55 

6 

40-45 

45-50 

70-75 50-55 

4-5 1 40-45 5 

40-45 

55-60 

65-70 

70-75 

75-80 

5-6 1 70-75 11 

45-50 

55-60 

65-70 

75-80 

80-85 

6-7 1 85-90 3 
45-50 

65-70 

7-8 0 N/A 1 45-50 

8-9 0 N/A 1 70-75 

9-10 0 N/A 3 

40-45 

75-80 

80-85 

Ohtake 
(13000KW) 

1-2 1 55-60 0 NA 

2-3 0 N/A 6 
50-55 

55-60 

3-4 0 N/A 1 55-60 

4-5 0 N/A 2 60-65 

5-6 1 50-55 5 

55-60 

75-80 

80-85 

85-90 

6-7 1 70-75 4 
55-60 

70-75 
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7-8 2 55-60 2 50-55 

8-9 0 N/A 0 N/A 

9-10 0 N/A 0 N/A 

Suginoi (3000 
KW) 

0-1 2 
90-95 

0 N/A 
Above 95 

3-4 1 90-95 0 N/A 

4-5 2 65-70 0 N/A 

5-6 2 
60-65 

0 N/A 
70-75 

6-7 3 
65-70 

1 65-70 
70-75 

7-8 0 N/A 2 70-75 

8-9 0 N/A 1 65-70 

9-10 0 N/A 1 65-70 

Kuju (2000 KW) 

2-3 0 N/A 4 50-55 

3-4 0 N/A 3 50-55 

4-5 2 
40-45 

1 50-55 
50-55 

5-6 1 30-35 3 
30-35 

40-45 

6-7 0 N/A 1 30-35 

7-8 0 N/A 2 35-40 

7-9 0 N/A 6 

30-35 

35-40 

50-55 

9-10 1 30-35 3 
30-35 

35-40 

Sugawara (50 
KW) 

0-1 1 60-65 5 

55-60 

60-65 

65-70 

1-2 1 65-70 12 
50-55 

55-60 
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60-65 

65-70 

70-75 

2-3 2 45-50 9 

45-50 

55-60 

60-65 

65-70 

70-75 

3-4 0 N/A 5 

55-60 

60-65 

65-70 

4-5 1 70-75 5 

45-50 

60-65 

65-70 

5-6 1 65-70 2 
55-60 

60-65 

6-7 1 75-80 1 50-55 

7-8 1 75-80 2 
50-55 

70-75 

8-9 1 45-50 1 75-80 

Based on the results above, northwest Kyushu prefecture has the best potential for the development 
of geothermal-based hydrogen production due to the abundance of geothermal resources and the 
concentration of power plants with high installed power capacity. Hacchobaru power plant with 
the highest installed capacity throughout Kyushu prefecture has the potential to utilize 9 hot 
springs and 28 production wells within 10 Km which provides a great opportunity to invest in 
green hydrogen production. While the potential for hydrogen production is higher in geothermal-
based industries and resources in the Oita area, the Yamakawa power plant in southern Kyushu 
has the second-highest installed power capacity in Kyushu (alongside the Ohgiri power plant), 
with close access to 10 hot springs and 23 wells. Thus, not only provide a unique opportunity to 
further investigate the possibility of geothermal-based hydrogen production but also provides a 
suitable site for lithium recovery as well, since most hot springs with the potential for having a 
higher level of lithium are also located in the same proximity. These conditions provide a 
promising site for the possibility of developing cascade geothermal systems with multi 
applications. 
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Conclusion

Kyushu prefecture has the highest potential for geothermal utilization and development of various 
geothermal applications (both traditional uses such as power production and the more novel ones). 
However, this potential must be investigated adequately, and thus, its precise applicability for a 
variety of modern approaches to meet national and global energy demand has remained unknown. 
The present work aimed at providing an initial and preliminary location-based assessment for 
lithium recovery and hydrogen production from geothermal sources and facilities in Kyushu 
prefecture. The evaluation of lithium resources on this island is more challenging due to the lack 
of existing data regarding lithium content in geothermal reservoirs. Therefore, it is essential to 
prioritize the most promising hot springs for further investigations of these rare and valuable 
elements to reduce the costs and time involved in the field assessments and sample collections.   

The results presented in this work show that while the best opportunity for lithium retrieval from 
geothermal resources lies in the southern parts of the Kyushu prefecture, for hydrogen production 
northern parts of Kyushu Island, especially in the Oita prefecture provide the most suitable sites, 
due to the entanglement of multiple geothermal power plants, production wells and hot springs in 
that region. 

On the other hand, in southern Kyushu, the cascade utilization of hydrogen and lithium as a 
combined system is more possible, due to the different temperature needs of recovery methods for 
these two elements; While geothermal-driven hydrogen production requires at least 500 ˚C of 
temperature (as high as 800˚C in some cases), lithium recovery from geothermal waters can be 
done at much lower temperatures in comparison. Therefore, there is much space left for many 
more studies in the future for further assessment of the adaptability of hydrogen and lithium 
recovery through a combined system. 
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ABSTRACT 

The behavior of Li during interactions between geothermal brine and the host rocks of the Salton 
Sea Geothermal Field (SSGF) are poorly constrained. Because of this, the total size of the 
recoverable Li reservoir after a Li-depleted brine is reinjected into the SSGF and interacts with the 
reservoir rocks at depth is uncertain. Here, we present bulk rock and brine Li concentration ([Li]) 
and δ7Li along with in situ [Li] measurements of rocks and minerals from the deep portions of the 
California State 2-14 scientific drilling core and a few commercial wells in the SSGF to (1) 
characterize the dominant mineral hosts of Li and (2) constrain the behavior of Li during brine-
rock interaction at depth. 

Li concentrations are highest in authigenic chlorite and [Li] in chlorite decreases with increasing 
depth (270-580 ppm at ~2358 m, 70-100 ppm at ~2882 m); groundmass containing chlorite has up 
to 250 ppm Li at ~2358 m. Chlorite from ~2358 m depth is observed to encase pyrite in anhydrite-
bearing rocks, indicating that specific brine-mineral reactions are important to fixing Li in the 
rocks at these depths.  Metasediments have δ7Li (relative to Li-SVEC) = +1.8 to +7.9‰. Below 
1.5 km depth, there is a positive correlation between depth (and temperature) and δ7Li such that 
rocks from the chlorite-calcite metamorphic zone have δ7Li = +2.0 to +4.3‰ and rocks from the 
deeper, hotter biotite metamorphic zone have δ7Li = +4.3 to +7.9‰. Conversely, whole rock [Li] 
decreases with depth from ~80 ppm (~2358 m) to ~10 ppm (~2882 m). The geothermal brines 
have δ7Li = +3.7 to +4.7‰. The values of the rocks and brines overlap with the known δ7Li of 
many Li-bearing fluids and solid Earth reservoirs of Li, obscuring the origin of Li in the SSGF. 
The difference in [Li] and δ7Li between chlorite-bearing rocks at depth suggests that the 
partitioning of Li in chlorite between the brine and rock is temperature dependent – lithium 
becomes more incompatible in chlorite in the biotite metamorphic zone, indicating an important 
control of temperatures above and below 325°C on the behavior of Li. 
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1. Introduction 
There is a steadily increasing demand for Li as a component in batteries for short term power 
storage and electric vehicles (Ambrose and Kendall, 2020). Currently, lithium mining, refining, 
and battery assembly is an environmentally damaging process that requires energy- and water-rich 
mining and processing techniques and long distances for international supply chains (Sun et al., 
2017; Olivetti et al., 2017; Liu and Agusdinata, 2020; Kelly et al., 2021; Chordia et al., 2022). 
With efforts to combat climate change focusing on decarbonization and renewable energy 
resources, demand for Li-batteries as an efficient means for short term power storage has increased, 
along with interest in establishing large, reliable domestic sources of lithium ores. Lithium is thus 
considered a critical mineral by the United States Department of Interior (U.S.G.S., 2022). 

Hypersaline brines from the Salton Sea Geothermal Field (SSGF) contain ~200 ppm Li (Skinner 
et al., 1967; Helgeson, 1968; Maimoni, 1982; Williams and McKibben, 1989; McKibben and 
Hardie, 1997). While there has long been interest in recovering Li from these brines (e.g., 
Maimoni, 1982), until recently it was not considered cost-effective given the substantial challenges 
of managing these metal-rich brines at near-boiling temperatures. Given the demand of the green 
energy transition and interest in developing domestic sources of Li, plans to extract Li from these 
brines are now moving forward. Beyond developing a domestic supply, this process would also 
have a smaller physical footprint and environemental impact compared to the traditionally 
employed methods (less water consumed and carbon released; Liu and Agusdinata, 2020; Kelly et 
al., 2021; Chordia et al., 2022; Kumar et al., 2022).  

As one of the lightest elements on the periodic table, Li has a large relative difference in the mass 
between its two stable isotopes, 6Li and 7Li (~17%), which leads to larger fractionations at low 
temperatures (<250°C; e.g., Chan et al., 1994; Wunder et al., 2007; Millot et al., 2010). This 
fractionation occurs during fluid-rock interactions because of the preferential incorporation of 7Li 
into lower coordination environments (e.g., Wunder et al., 2007; Penniston-Dorland et al., 2017 
and references therein). When a fluid containing Li interacts with a rock to precipitate new Li-
bearing minerals, 6Li will partition preferentially into the mineral host (octahedral coordination) 
and leaves the fluid (tetrahedral coordination) enriched in 7Li. When the fluid and mineral share 
the same coordination environment (e.g., quartz), the fractionation of Li isotopes is minimized 
(e.g., Schauble, 2004; Penniston-Dorland et al., 2017 and references therein).  

Because of these fractionation behaviors, Li isotopes are useful for constraining the extent of 
interactions between surface and near-surface waters and rocks (Munk et al., 2011; Godfrey et al., 
2013; Araoka et al., 2014; Sanjuan et al., 2016; Munk et al., 2018; Garcia et al., 2020; Godfrey 
and Álvarez-Amado, 2020; He et al., 2020). Generally, studies of surface brines compare measured 
δ7Li (δ7Li = [ (7Li/6Li)sample / (7Li/6Li)standard - 1] * 103) and Li concentration (represented here as 
[Li]) of the surface reservoir with surrounding aqueous sources feeding the reservoir to narrow 
down the potential origins of Li in the surface brine along with observations of other elements and 
isotopic systems (e.g., Munk et al., 2011; Godfrey et al., 2013; Munk et al., 2018; He et al., 2020). 
Other studies add to these observations with measurements of brines at depth (Garcia et al., 2020) 
or modeled how fractionation and mixing change the δ7Li of the surface Li reservoirs (Araoka et 
al., 2014; Godfrey and Álvarez-Amado, 2020). By constraining the behavior of Li isotopic 
fractionation for the sources and sinks of Li within saline systems, as is the case in the SSGF, 
reservoir rocks and brines can provide the record of extent of interactions between surface and 
near-surface fluids and source rocks in the past. This study combines petrography and analytical 
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geochemistry to identify the dominant mineral hosts of Li in the source rocks in the SSGF and 
assess the extent to which interactions between the source rock and brine are recorded in these 
sources and sinks. 

Geologic History 

 

Figure 1. A. Regional map of southern California. B. Map of the Salton Sea. The sampling location for the 
Durmid Hills is labeled with a star. C. Map of the northern part of the SSGF. Rhyolitic domes are labeled 
and indicated with arrows. The location of the State 2-14 well is labeled and indicated with a star. 

The SSGF is located in southern California, on the southeastern shore of the Salton Sea (Fig. 1). 
This region is shaped by a variety of tectonic processes related to the subduction of the Farallon 
slab (until ~12 Ma) and change to strike-slip and extensional motion in the present (e.g., Atwater, 
1970; Mammerickx and Klitgord, 1982; Stock and Hodges, 1989). Upon the opening of the Gulf 
of California into western North America around 6 Ma (e.g., Matti et al., 1985; Oskin and Stock, 
2003; Dorsey et al., 2007), the Colorado River deposited sediments into the Gulf of California, 
and eventually isolated the northern part of the rift, the Salton Trough, from the remainder of the 
Gulf of California through creation of a delta by ~4 Ma (e.g., Winker and Kidwell, 1986; Lonsdale, 
1989). Periodically the Colorado River is re-routed northwards, filling the Salton Trough with 
water and sediments from the Colorado Plateau and creating short-lived instances of a lake in the 
Salton Trough (e.g., Van De Kamp, 1973; Wilke, 1976; Waters, 1983; Philibosian et al., 2011; 
Tompson, 2016; Rockwell et al., 2022), referred to as Lake Cahuilla, after the Cahuilla people who 
live in the region (as referenced in MacDougal, 1914). Sedimentation rates have kept pace with 
rifting related subsidence beneath the Salton Trough (e.g., Lonsdale, 1989), producing thick 
sections of sedimentary rocks rich in evaporite minerals (2-4 km thick; e.g., Elders and Sass, 1988). 

Magmatism associated with rifting have heated this system (Elders et al., 1972; Han et al., 2016), 
yielding hot, advecting brine and progressive metamorphic grade rocks -for example,  in the State 
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2-14 drill core, these metamorphic grades are a chlorite-calcite zone (610-2,480 m, ~180-325°C), 
biotite zone (~2,480-3,000 m, ~325-350°C), and a clinopyroxene zone (~3,000-3,180 m, >~350°C; 
Cho et al., 1988; Sass et al., 1988). Five rhyolitic domes (~2,000-12,000 years old) are located in 
the SSGF as surface expressions of the heat in this system (Fig. 1.C.; Robinson et al., 1976; Wright 
et al., 2015; Schmitt et al., 2019). Beneath these domes are a series of buried extrusive and intrusive 
rhyolites that are ~450,000 years old (~1500 m depth; Schmitt and Hulen, 2008). The repeated 
episodes of volcanism in this region speak to the long-standing nature of the deep magmatic 
activity taking place under the SSGF. This unique focus of tectonic, hydrological, and 
geomorphological events resulted in the sediments, host rocks, and pore waters that exist at depth 
beneath the Salton Sea today, including the source of the geothermal brines currently being used 
to power the SSGF (e.g., Coplen, 1976; Rex, 1983; Waters, 1983; McKibben et al., 1988a; 
Brothers et al., 2022). 

Sample Descriptions and Methods 
Samples in this study include igneous and sedimentary surface rocks, geothermal brines collected 
from 22 commercial wells in the SSGF, as well as previously analyzed commercial drill cuttings 
(Schmitt and Hulen, 2008), newly analyzed commercial drill cuttings, and State 2-14 drill core 
specimens (e.g., McKibben et al., 1988a; McKibben et al., 1988b; Elders and Sass, 1988; Herzig 
et al., 1988; Herzig and Elders, 1988). Surface samples were collected from Obsidian Butte and 
Rock Hill (Fig. 1.C.; Robinson et al., 1976; Herzig and Jacobs, 1994) and the Durmid Hills (Fig. 
1.B.; Babcock, 1974). Newly prepared thin sections in this study were prepared by Burnham 
Petrographics, LLC. Samples were analyzed via Scanning Electron Microscope, Laser Ablation 
Inductively Coupled Mass Spectrometry, and Inductively Coupled Mass Spectrometry of digested 
rocks. A more detailed sample description and methods section is available in Humphreys et al. 
(in review). 

Results 
Surface Samples 

Surface rhyolitic rocks have [Li] dependent on mineralogy (1-91 ppm; Humphreys et al., 2023). 
The highest [Li] are found in volcanic glass ([Li]Obsidian Butte = 91 ppm) and plagioclase ([Li]Rock Hill 
= 90 ppm, Humphreys et al., 2023). Whole rock δ7Li vary by volcano (δ7LiObsidian Butte = +3.5 to 
+3.8‰, δ7LiRock Hill = +8.1 to +10.3‰; Humphreys et al., 2023). Buried, hydrothermally-altered 
rhyolitic rocks from depths of 1573 m (5160 ft) – 2655 m (8710 ft; Schmitt and Hulen, 2008) have 
[Li] from 2-68 ppm and δ7Li = +6.4 to +7.6‰, with quartz having the highest [Li] (maximum = 
68 ppm; Humphreys et al., 2023). Surface sedimentary and evaporitic rocks collected from the 
Durmid Hills (Fig. 1.B.; Babcock, 1974) also have [Li] and δ7Li that vary by rock type, with 
[Li]sandstone = 1-13 ppm and δ7Li sandstone = +5.2‰; [Li]mudstone, spot analysis = 142–177 ppm, [Li]mudstone, 

whole rock = 97-115 ppm (compared to 104-136 ppm; Sturz, 1989), and δ7Li mudstone = +1.5‰; 
(Humphreys et al., 2023); δ7Li interbedded mudstone and gypsum = +5.5 to +6.0‰; and [Li]cryptocrystalline gypsum 
= <1 ppm and δ7Li = -9.1‰ (Humphreys et al., 2023). 

Subsurface Samples 

Like the surface samples, the [Li] and δ7Li of the metasedimentary rocks vary with mineralogy of 
the rock and, additionally, depth. Epidotized mudstone has δ7Li~1290m = 1.8‰ and mudstone with 
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hematite veins has δ7Li~1430m = +5.7 to +6.3‰ (Humphreys et al., 2023). Vein material was not 
analyzed in either of these metasedimentary rocks, and care was taken to only sample the mudstone 
in these cores. Monomineralic epidote has [Li]1866m = <1 ppm and δ7Li1866m = +2.7 to +3.3‰ 
(Humphreys et al., 2023). Interbedded anhydrite and shale have whole rock [Li]~2358m = 79.2–83.9 
ppm, spot analysis [Li]~2358m = <1–581 ppm with chlorite grains having [Li]~2358m = 269-581 ppm 
(Humphreys et al., 2023). Epidotized metasedimentary rock has δ7Li~2485m = +2.0 to 4.3‰ with an 
epidote grain having [Li]~2485m = 2.7 ppm (Humphreys et al., 2023). Whole rock interbedded 
anhydrite and mudstone has [Li]~2745m = 34.2 ppm Li with [Li]~2745m = <1–87 ppm from spot 
analyses (Humphreys et al., 2023). An epidotized mudstone has [Li]~2819m = <1–18 ppm and 
δ7Li~2819m = +6.2 to +7.9‰ (Humphreys et al., 2023). The deepest rocks studied have whole rock 
[Li]~2882m = 6.7–12.3 ppm and δ7Li~2882m = +4.1 – +5.1‰ with chlorite grains having [Li]~2882m = 
70-104 ppm, alkali feldspar having [Li]~2882m = 2-19 ppm, and groundmass having [Li]~2882m = 3-
43 ppm (Humphreys et al., 2023). Geothermal brines recovered from multiple geothermal wells in 
the SSGF have δ7Librine = +3.7 to +4.5‰ with previous measurements [Li]brine = 117-245 ppm 
(Skinner et al., 1967; Helgeson, 1968; Maimoni, 1982; Williams and McKibben, 1989; McKibben 
and Hardie, 1997). 

Discussion 
All but one of the rocks measured in this study have δ7Liwhole rock = +1.5 to +10.3‰ (the outlier has 
δ7Li = -9.1‰; Humphreys et al., 2023). The δ7Librine overlaps with that of the rocks, but with less 
variation, consistent with previously measured narrow ranges of δ18O (0 to +3.3 ‰) and δD (-68 
to -75 ‰), implying that the brine reservoir is internally convecting and well-mixed (Williams and 
McKibben, 1989). The geothermal brine samples and host rocks in this study overlap in δ7Li of 
many potential source materials (Fig. 2) and Li-rich deposits (Fig. 2). The brines in this study are 
also heavier in δ7Li composition than Li-bearing geothermal brines from the Rhine Graben and are 
lighter in δ7Li composition than oil field related brines from the Rhine Graben and all brines from 
the Tibetan Plateau (Fig. 2). Because of this wide overlap between the rocks and brines of the 
SSGF with global sources and sinks of Li, careful quantitative modeling of isotopic fractionation 
is necessary to identify the possible source(s) of the Li to SSGF brines. 
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Figure 2. The Li isotopic composition for rocks and brines in this study compared to other Li-bearing reservoirs 
(modified after Penniston-Dorland et al., 2017). Brown bars represent known global ranges for Mid-
ocean Ridge Basalt (Moriguti and Nakamura, 1998; Chan, 2002; Elliott et al., 2006; Nishio et al., 2007; 
Tomascak et al., 2008), the upper continental crust (Teng et al., 2004; Sauzéat et al., 2015), seawater 
(Millot et al., 2004), and rivers (suspended and dissolved load; Huh et al., 1998; Huh et al., 2001; 
Kısakűrek et al., 2005; Pogge Von Strandmann et al., 2006; Vigier et al., 2009; Pogge Von Strandmann 
et al., 2010; Lemarchand et al., 2010; Liu et al., 2015; Pogge Von Strandmann and Henderson, 2015; 
Dellinger et al., 2015; Pogge Von Strandmann et al., 2020). Orange bars represent the rock and brine 
values measured in this study. Blue bars represent known Li-bearing, location specific isotopic data for 
the Andean salar brines, Nevada salar sediments, Rhine Graben geothermal brines, Rhine Graben oil 
field brines (Godfrey et al., 2013; Araoka et al., 2014; Sanjuan et al., 2016; Munk et al., 2018; Garcia et 
al., 2020; He et al., 2020; Godfrey and Álvarez-Amado, 2020; Desaulty et al., 2022). The Pink bar is for 
the range in known spodumene isotopic values (Magna et al., 2016; Fan et al., 2020; Desaulty et al., 2022). 

State 2-14 rock samples in this study come from the chlorite-calcite (~610-2480 m, ~180-325°C) 
and biotite (~2480-3000 m, ~325-350°C) metamorphic zones (Cho et al., 1988; Sass et al., 1988). 
The mineral with the highest measured [Li] of any phase in this study are relatively large chlorite 
which encases authigenic, skeletal pyrite from ~2358 m in the calcite-chlorite metamorphic zone 
(269-581 ppm; Fig. 3; Humphreys et al., 2023). Due to the skeletal habit of these pyrite grains, we 
interpret these pyrites to be in the process of dissolution via reaction with the brine, mobilizing Fe 
out of the pyrite (McKibben and Elders, 1985) with concurrent hornsfelsic recrystallization of 
silicate minerals (e.g., quartz and feldspar; e.g., McDowell and Elders, 1980; McKibben and 
Elders, 1985). Since the appearance of chlorite ((Mg,Fe)3(Si,Al)4O10(OH)2·(Mg,Fe)3(OH)6) 
coincides with the disappearance of dolomite-ankerite (Ca(Fe,Mg,Mn)(CO3)2) and has been 
observed replacing feldspar (KNaCa(AlSi)4O8; McDowell and Elders, 1980; Cho et al., 1988), the 
combination of these processes provide the necessary elements for the formation of chlorite in this 
setting. 
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Figure 3. Back Scatter Electron map of metasedimentary anhydrite and mudstone from ~2358 m. Relatively 
aluminum rich regions are represented by magenta, relatively sulfur rich regions are represented by 
cyan, and relatively magnesium rich regions are represented by yellow. Anhydrite is the dark cyan 
mineral that is unlabeled on the sample. Relatively large authigenic chlorite surrounds skeletal pyrite. 

Chlorite-rich groundmasses (Fig. 3) in these same metasedimentary rocks (~2358 m) also have 
elevated [Li] (48-252 ppm) relative to non-chlorite minerals (e.g., anhydrite and pyrite; 0-6 ppm) 
from similar depths (Humphreys et al., 2023). Combined with elevated [Li] in larger chlorite clasts, 
this observation confirms hypotheses from Na/Li geothermometry that suggests that chlorite and 
other octahedral clay minerals are the most likely mineral hosts for Li in the SSGF (Sanjuan et al., 
2022). Surface mudstones have somewhat higher bulk [Li] than the chlorite-bearing rocks in the 
calcite-chlorite zone (Humphreys et al., 2023), suggesting a net loss of Li from the rocks into the 
brines, and that Li is preferentially incorporated into chlorite. Rocks in the biotite zone have even 
lower [Li] (7-34 ppm) than those in the chlorite-calcite zone (Humphreys et al., 2023), suggesting 
that more Li is lost from rocks into the brines at higher temperatures.  
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Figure 4. Major element comparison of chlorites in this study with Li and Si atoms per formula unit (a.p.f.u). 

A. Comparison of Al and Li a.p.f.u. in chlorites found at ~2358 m (blue) and ~2882 m (dark blue). B. 
Comparison of Mg + Fe (Fe2+ + Fe3+) and Li a.p.f.u. in chlorites found at ~2358 m (blue) and ~2882 m 
(dark blue). C. Comparison of Mn and Li a.p.f.u. in chlorites found at ~2358 m (blue) and ~2882 m (dark 
blue). D. Comparison of Al and Si a.p.f.u. in chlorites found at ~2358 m (blue) and ~2882 m (dark blue). 

Chlorite compositions in this study were calculated with Fe3+/ΣFe = 0.1 (Dyar et al., 1992) on a 
14-oxygen basis and overlap with previous measurements from the SSGF (McDowell and Elders, 
1980; Cho et al., 1988). There is a positive correlation between Li and Al (R2 = 0.777; Fig. 4.A.) 
and Li and Mn (R2 = 0.584, Fig. 4.B), and a moderately negative correlation between Li and Mg 
+ Fe2+ + Fe3+ (R2 = 0.456; Fig. 4.C.) in chlorite from the chlorite-calcite zone. The relationships 
between Li and major elements (Fig. 4.A.-C.) and lack of correlation between Li and Si (R2 = 
0.092), indicate that Li substitutes into chlorite with Al in the octahedral site (Fig. 4.B.). The 
partitioning of Li into chlorite is markedly different in the biotite zone - there is no relationship 
between Si and Al within the calcite-chlorite zone chlorites (R2 = 0.256), but there is a strong 
negative correlation (R2 = 0.728) between Si and Al in the biotite metamorphic zone (Fig. 4.D.). 
Additionally, there is a weak negative correlation (R2 = 0.491) between Li and Al within these 
same rocks (Fig. 4.A.). These relationships suggest that at temperatures >325°C, the incorporation 
of Al in chlorite switches to the tetrahedral site, and because these chlorites have lower [Li] as well 
as display a negative correlation between Li and Al (Fig. 4.A.), this substitution is not charge-
coupled with Li. Lithium may be more incompatible in chlorite at temperatures >325°C in the 
State 2-14 rocks. As the partitioning behavior of Li in chlorite depends on fluid and mineral 
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compositions and temperature, these relationships will be important to constrain and/or test with 
additional measurements.  

Understanding the primary source for [Li]  and δ7Li  in the SSGF brines is complex, owing to the 
variety of geologic processes and length of time in which these processes have been affecting the 
Salton Trough (~4 Ma to present; Van De Kamp, 1973; Wilke, 1976; Waters, 1983; Winker and 
Kidwell, 1986; Lonsdale, 1989; Philibosian et al., 2011; Tompson, 2016; Rockwell et al., 2022). 
Evaporation of Lake Cahuilla likely had little to no effect on the δ7Li of the evaporating lake waters 
because salt precipitation does not significantly fractionate Li isotopes (e.g., Tomascak et al., 2003; 
Godfrey et al., 2013). Also, because Li more readily fractionates at lower temperatures, 
fractionation is expected to be greatest at shallower to near-surface depths (e.g., Chan et al., 1994; 
Chan et al., 2002; Millot et al., 2010). Upon burial, incremental hydrothermal metamorphism of 
these rocks (e.g., Helgeson, 1968; Muffler and White, 1969), would first lead to greater 
fractionation of δ7Li between the rocks (lighter δ7Li) and brine (heavier δ7Li). With increased 
depth, fractionation decreases and while the minerals would have progressively heavier δ7Li 
compositions in response to the progressively heavier δ7Li brine compositions, at each stage the 
metamorphosed clay minerals would still be expected to be lighter in δ7Li than the equilibrium 
composition brine. While higher temperatures at depth may have caused the initial release of more 
Li into the brine from the deeper buried sediments and rocks (e.g., Magenheim et al., 1995; Chan 
et al., 2002; Millot et al., 2010; Coffey et al., 2021; Ellis et al., 2022), reactive-transport modeling 
of the SSGF as a whole suggests that the interaction between the rock and brine is slower than is 
necessary to affect the [Li] of re-injected, Li-poor brines on decadal timescales (Sonnenthal et al., 
in review). 

Conclusions 
Lithium concentrations vary with depth and mineralogy within the SSGF. The highest [Li] for 
rocks and minerals are found within mudstones and decrease with depth, with surface mudstones 
containing ~106 ppm Li, mudstones at 2358 m containing ~82 ppm Li, and mudstones from 2745 
m containing ~34 ppm Li. At depth chlorite has the highest concentration of Li, with values as 
high as ~580 ppm found at a depth of ~2358 m. Chlorites from deeper in State 2-14 have less 
lithium within them with a maximum measured concentration of ~104 ppm. Chlorite has been 
observed to be the primary mineral host of Li at depth. 

Lithium isotopic compositions for the rocks vary at depths less than 1.5 km (< ~300°C; Sass et al., 
1988) but are consistently lighter than the hypersaline geothermal brine they are in contact with at 
depths deeper than 1,500 m in the chlorite-calcite zone and heavier than the hypersaline geothermal 
brine within the biotite metamorphic zone (> 2,480 m and > 325°C). Much like previous hydrogen 
and oxygen isotopic work done on Salton Sea Geothermal brines (Williams and McKibben, 1989), 
the δ7Li composition is narrowly confined (δ7Liavg = +4.1 ± 0.3 ‰), indicating a well-mixed brine 
reservoir. 

Acknowledgments 

We thank Berkshire Hathaway Energy Renewables/CalEnergy and Controlled Thermal Resources 
for kindly providing access to the brine and some of the rock samples that were analyzed in this 
study. We also thank Patrick Muffler (USGS) for sharing the results of his past studies of the SSGF 

233



Humphreys et al. 

with our team. We thank Axel K. Schmidt and Jeffery B. Hulen for providing samples from their 
2008 study. We thank Wenming Dong (LBNL) for conducting the whole rock lithium analyses. 
This work is supported by the U.S. Department of Energy, Office of Energy Efficiency and 
Renewable Energy (EERE), Geothermal Technologies Office, under Award Number DE-AC02–
05CH11231 to Lawrence Berkeley National Laboratory. 

REFERENCES 

Ambrose, H., and Kendall, A. “Understanding the Future of Lithium: Part 2, Temporally and 
Spatially Resolved Life‐cycle Assessment Modeling.” Journal of Industrial Ecology, 24, 
(2020), 90–100. 

Araoka, D., Kawahata, H., Takagi, T., Watanabe, Y., Nishimura, K., and Nishio, Y., “Lithium and 
Strontium Isotopic Systematics in Playas in Nevada, USA: Constraints on the Origin of 
Lithium.” Mineralium Deposita, 49, (2014), 371–79. 

Atwater, T., “Implications of Plate Tectonics for the Cenozoic Tectonic Evolution of Western 
North America.” Geological Society of America Bulletin, 81, (1970), 3513–36. 

Babcock, E.A., “Geology of the Northeast Margin of the Salton Trough, Salton Sea, California.” 
Geological Society of America Bulletin, 85, (1974), 321–32. 

Brothers, D.S., Driscoll, N.W., Kent, G.M., Baskin, R.L., Harding, A.J., and Kell, A.M., 
“Seismostratigraphic Analysis of Lake Cahuilla Sedimentation Cycles and Fault Displacement 
History beneath the Salton Sea, California, USA.” Geosphere, 18, (2022), 1354–76. 

Chan, L.-H., Alt, J.C., and Teagle, D.A.H., “Lithium and Lithium Isotope Profiles through the 
Upper Oceanic Crust: A Study of Seawater-Basalt Exchange at ODP Sites 504B and 896A.” 
Earth and Planetary Science Letters, 201, (2002), 187–201. 

Chan, L.-H., Gieskes, J.M., Chen-Feng, Y., and Edmond, J.M., “Lithium Isotope Geochemistry of 
Sediments and Hydrothermal Fluids of the Guaymas Basin, Gulf of California.” Geochimica 
et Cosmochimica Acta, 58, (1994), 4443–54. 

Cho, M., Liou, J.G., and Bird, D.K., “Prograde Phase Relations in the State 2-14 Well 
Metasandstones, Salton Sea Geothermal Field, California.” Journal of Geophysical Research: 
Solid Earth, 93, (1988), 13081–103. 

Chordia, M., Wickerts, S., Nordelöf, A., and Arvidsson, R. “Life cycle environmental impacts of 
current and future battery-grade lithium supply from brine and spodumene” Resources, 
Conservation and Recycling, 187, (2022), 106634. 

Coffey, D.M., Munk, L.A., Ibarra, D.E., Butler, K.L., Boutt, D.F., and Jenckes, J., “Lithium 
Storage and Release From Lacustrine Sediments: Implications for Lithium Enrichment and 
Sustainability in Continental Brines.” Geochemistry, Geophysics, Geosystems, 22, (2021). 

Coplen, T., “Cooperative Geochemical Resource Assessment of the Mesa Geothermal System.” 
Final Report University of California Riverside, no. IGPP-UCR-76-1, 1976, 97. 

Dellinger, M., Gaillardet, J., Bouchez, J., Calmels, D., Louvat, P., Dosseto, A., Gorge, C., Alanoca, 
L., and Maurice, L., “Riverine Li Isotope Fractionation in the Amazon River Basin Controlled 
by the Weathering Regimes.” Geochimica et Cosmochimica Acta, 164, (2015), 71–93. 

234



Humphreys et al. 

Desaulty, A.-M., Monfort Climent, D., Lefebvre, G., Cristiano-Tassi, A., Peralta, D., Perret, S., 
Urban, A., and Guerrot, C., “Tracing the Origin of Lithium in Li-Ion Batteries Using Lithium 
Isotopes.” Nature Communications, 13, (2022), 4172. 

Dorsey, R.J., Fluette, A., McDougall, K., Housen, B.A., Janecke, S.U., Axen, G.J., and Shirvell, 
C.R., “Chronology of Miocene–Pliocene Deposits at Split Mountain Gorge, Southern 
California: A Record of Regional Tectonics and Colorado River Evolution.” Geology, 35, 
(2007), 57. 

Dyar, M., Guidotti, C., Harper, G., McKibben, M., and Saccocia, P., “Controls on ferric iron in 
chlorite” Geological Society of America, Abstracts with Programs, 24, (1992). 

Elders, W.A., and Sass, J.H., “The Salton Sea Scientific Drilling Project.” Journal of Geophysical 
Research: Solid Earth, 93, (1988), 12953–68. 

Elders, W.A., Rex, R.W., Robinson, P.T., Biehler, S., and Meidav, T., “Crustal Spreading in 
Southern California: The Imperial Valley and the Gulf of California Formed by the Rifting 
Apart of a Continental Plate.” Science, 178, (1972), 15–24. 

Elliott, T., Thomas, A., Jeffcoate, A., and Niu, Y., “Lithium Isotope Evidence for Subduction-
Enriched Mantle in the Source of Mid-Ocean-Ridge Basalts.” Nature, 443, (2006), 565–68. 

Ellis, B.S., Szymanowski, D., Harris, C., Tollan, P.M.E., Neukampf, J., Guillong, M., Cortes-
Calderon, E.A., and Bachmann, O., “Evaluating the Potential of Rhyolitic Glass as a Lithium 
Source for Brine Deposits.” Economic Geology, 117, (2022), 91–105. 

Fan, J.-J., Tang, G.-J., Wei, G.-J., Wang, H., Xu, Y.-G., Wang, Q., Zhou, J.-S., Zhang, Z.-Y., 
Huang, T.-Y., and Wang, Z.-L., “Lithium Isotope Fractionation during Fluid Exsolution: 
Implications for Li Mineralization of the Bailongshan Pegmatites in the West Kunlun, NW 
Tibet.” Lithos, 352–353, (2020), 105236. 

Garcia, M.G., Borda, L.G., Godfrey, L.V., López Steinmetz, R.L., and Losada-Calderon, A., 
“Characterization of Lithium Cycling in the Salar De Olaroz, Central Andes, Using a 
Geochemical and Isotopic Approach.” Chemical Geology, 531, (2020), 119340. 

Godfrey, L., and Álvarez-Amado, F., “Volcanic and Saline Lithium Inputs to the Salar de 
Atacama.” Minerals, 10, (2020), 201. 

Godfrey, L.V., Chan, L.-H., Alonso, R.N., Lowenstein, T.K., McDonough, W.F., Houston, J., Li, 
J., Bobst, A., and Jordan, T.E., “The Role of Climate in the Accumulation of Lithium-Rich 
Brine in the Central Andes.” Applied Geochemistry, 38, (2013), 92–102. 

Han, L., Hole, J.A., Stock, J.M., Fuis, G.S., Williams, C.F., Delph, J.R., Davenport, K.K., and 
Livers, A.J., “Seismic Imaging of the Metamorphism of Young Sediment into New Crystalline 
Crust in the Actively Rifting Imperial Valley, California.” Geochemistry, Geophysics, 
Geosystems, 17, (2016), 4566–84. 

He, M.-Y., Luo, C.-G., Yang, H.-J., Kong, F.-C., Li, Y.-L., Deng, L., Zhang, X.-Y., and Yang, K.-
Y., “Sources and a Proposal for Comprehensive Exploitation of Lithium Brine Deposits in the 
Qaidam Basin on the Northern Tibetan Plateau, China: Evidence from Li Isotopes.” Ore 
Geology Reviews, 117, (2020), 103277. 

Helgeson, H.C., “Geologic and Thermodynamic Characteristics of the Salton Sea Geothermal 
System.” American Journal of Science, 266, (1968), 129–66. 

235



Humphreys et al. 

Herzig, C.T., and Elders, W.A., “Nature and Significance of Igneous Rocks Cored in the State 2-
14 Research Borehole: Salton Sea Scientific Drilling Project, California.” Journal of 
Geophysical Research: Solid Earth, 93, (1988), 13069–80. 

Herzig, C.T., and Jacobs, D.C., “Cenozoic Volcanism and Two-Stage Extension in the Salton 
Trough, Southern California and Northern Baja California.” Geology, 22, (1994), 991. 

Herzig, C.T., Mehegan, J.M., and Stelting, C.E., “Lithostratigraphy of the State 2-14 Borehole: 
Salton Sea Scientific Drilling Project.” Journal of Geophysical Research: Solid Earth, 93, 
(1988), 12969–80. 

Huh, Y., Chan, L.-H., Zhang, L., and Edmond, J.M., “Lithium and Its Isotopes in Major World 
Rivers: Implications for Weathering and the Oceanic Budget.” Geochimica et Cosmochimica 
Acta, 62, (1998), 2039–51. 

Huh, Y., Chan, L.-H., and Edmond, J.M., “Lithium Isotopes as a Probe of Weathering Processes: 
Orinoco River.” Earth and Planetary Science Letters, 194, (2001), 189–99. 

Humphreys, J, Brounce, M., McKibben, M. A., Dobson, P., Planavsky, N., & Kalderon-Asael, B., 
SSGF Mineral Major Elements and Li Concentration. United States. (2023), 
https://gdr.openei.org/submissions/1515 

Humphreys, J, Brounce, M., McKibben, M. A., Dobson, P., Planavsky, N., & Kalderon-Asael, B., 
“Distribution and Isotopic Composition of Li in the Salton Sea Geothermal Field,” Improved 
Quantification Of Li Resources For Lithium Valley, (in review, DOE Report). 

Kelly, J.C., Wang, M., Dai, Q., and Winjobi, O. “Energy, greenhouse gas, and water life cycle 
analysis of lithium carbonate and lithium hydroxide monohydrate from brine and ore resources 
and their use in lithium ion battery cathodes and lithium ion batteries” Resources, Conservation 
and Recycling, 174, (2021), 105762. 

Kısakűrek, B., James, R.H., and Harris, N.B.W., “Li and Δ7Li in Himalayan Rivers: Proxies for 
Silicate Weathering?” Earth and Planetary Science Letters, 237, 3–4, (2005), 387–401. 

Kumar, S., Dumas, P., and Garabetian, T. “Geothermal lithium: Unlocking the door to climate-
proofed industrial and energy strategies” European Geothermal Congress 2022, Berlin, 
Germany, 17-21 October. (2022) 

Lemarchand, E., Chabaux, F., Vigier, N., Millot, R., and Pierret, M.-C., “Lithium Isotope 
Systematics in a Forested Granitic Catchment (Strengbach, Vosges Mountains, France).” 
Geochimica et Cosmochimica Acta, 74, (2010), 4612–28. 

Liu, W., and Agusdinata, D.B. “Interdependencies of lithium mining and communities 
sustainability in Salar de Atacama, Chile.” Journal of Cleaner Production, 260, (2020), 120838. 

Liu, X.-M., Wanner, C., Rudnick, R.L., and McDonough, W.F., “Processes Controlling Δ7Li in 
Rivers Illuminated by Study of Streams and Groundwaters Draining Basalts.” Earth and 
Planetary Science Letters, 409, (2015), 212–24. 

Lonsdale, P., “Geology and Tectonic History of the Gulf of California.” The Eastern Pacific Ocean 
and Hawaii, edited by E. L. Winterer et al., vol. N, Geological Society of America, (1989),499–
521. 

236



Humphreys et al. 

MacDougal, D. T. The Salton Sea: A Study of the Geography, the Geology, the Floristics, and the 
Ecology of a Desert Basin. Carnegie Institution of Washington, (1914). 

Magenheim, A.J., Spivack, A.J., Alt, J.C., Bayhurst, G., Chan, L.-H., Zuleger, E., and Gieskes, 
J.M., “13. Borehole Fluid Chemistry in Hole 504B, LEG 137: Formation Water or in-Situ 
Reaction?” Ocean Drilling Program, (1995). 

Magna, T., Novák, M., Cempírek, J., Janoušek, V., Ullmann, C.V., and Wiechert, U., 
“Crystallographic Control on Lithium Isotope Fractionation in Archean to Cenozoic Lithium-
Cesium-Tantalum Pegmatites.” Geology, 44, (2016), 655–58. 

Maimoni, A. “Minerals recovery from Salton Sea geothermal brines: a literature review and 
proposed cementation process” Geothermics, 11, (1982), 239–258. 

Mammerickx, J., and Klitgord, K.D., “Northern East Pacific Rise: Evolution from 25 m.y. B.P. to 
the Present.” Journal of Geophysical Research: Solid Earth, 87, (1982), 6751–59. 

Matti, J.C., Morton, D.M., and Cox, B.F., Distribution and Geologic Relations of Fault Systems 
in the Vicinity of the Central Transverse Ranges, Southern California. Open-File Report 85-
365, US Geological Survey, (1985). 

McDowell, S.D., and Elders, W.A., “Authigenic Layer Silicate Minerals in Borehole Elmore 1, 
Salton Sea Geothermal Field, California, USA.” Contributions to Mineralogy and Petrology, 
74, (1980), 293–310. 

McKibben, M., and Hardie, L., “Ore-Forming Brines in Active Continental Rifts.” Geochemistry 
of Hydrothermal Ore Deposits, 3, 1997, 877–935. 

McKibben, M.A., and Elders, W.A., “Fe-Zn-Cu-Pb Mineralization in the Salton Sea Geothermal 
System, Imperial Valley, California.” Economic Geology, 80, (1985), 539–59.  

McKibben, M.A., Williams, A.E., and Okubo, S., “Metamorphosed Plio-Pleistocene Evaporites 
and the Origins of Hypersaline Brines in the Salton Sea Geothermal System, California: Fluid 
Inclusion Evidence.” Geochimica et Cosmochimica Acta, 52, (1988a), 1047–56. 

McKibben, M.A., Andes, J.P., and Williams, A.E., “Active Ore Formation at a Brine Interface in 
Metamorphosed Deltaic Lacustrine Sediments; the Salton Sea Geothermal System, 
California.” Economic Geology, 83, (1988b), 511–23. 

Millot, R., Guerrot, C., and Vigier, N., “Accurate and High-Precision Measurement of Lithium 
Isotopes in Two Reference Materials by MC-ICP-MS.” Geostandards and Geoanalytical 
Research, 28, (2004), 153–59. 

Millot, R., Scaillet, B., and Sanjuan, B., “Lithium Isotopes in Island Arc Geothermal Systems: 
Guadeloupe, Martinique (French West Indies) and Experimental Approach.” Geochimica et 
Cosmochimica Acta, 74, (2010), 1852–71. 

Moriguti, T., and Nakamura, E., “Across-Arc Variation of Li Isotopes in Lavas and Implications 
for Crust/Mantle Recycling at Subduction Zones.” Earth and Planetary Science Letters,163, 
(1998), 167–74. 

Muffler, L.P., and White, D.E., “Active Metamorphism of Upper Cenozoic Sediments in the Salton 
Sea Geothermal Field and the Salton Trough, Southeastern California.” Geological Society of 
America Bulletin, 80, (1969), 157–81. 

237



Humphreys et al. 

Munk, L., Jochens, H., Jennings, M., Bradley, D., Hynek, S., and Godfrey, L., “Geochemistry of 
Lithium-Rich Brines in Clayton Valley, Nevada, USA.” Biennial Meeting of SGA, 
Antofagasta, Chile, (2011). 

Munk, L.A., Boutt, D.F., Hynek, S.A., and Moran, B.J., “Hydrogeochemical Fluxes and Processes 
Contributing to the Formation of Lithium-Enriched Brines in a Hyper-Arid Continental Basin.” 
Chemical Geology, 493, (2018), 37–57. 

Nishio, Y., Nakai, S., Ishii, T., and Sano, Y., “Isotope Systematics of Li, Sr, Nd, and Volatiles in 
Indian Ocean MORBs of the Rodrigues Triple Junction: Constraints on the Origin of the 
DUPAL Anomaly.” Geochimica et Cosmochimica Acta, 71, (2007), 745–59.  

Olivetti, E.A., Ceder, G., Gaustad, G.G., and Fu, X. “Lithium-Ion Battery Supply Chain 
Considerations: Analysis of Potential Bottlenecks in Critical Metals.” Joule, 1, (2017), 229–
243. 

Oskin, M., and Stock, J., “Pacific–North America Plate Motion and Opening of the Upper Delf´ın 
Basin, Northern Gulf of California, Mexico.” Geological Society of America Bulletin, 115, 
(2003), 1173–90. 

Penniston-Dorland, S., Liu, X.-M., and Rudnick, R.L., “Lithium Isotope Geochemistry.” Reviews 
in Mineralogy and Geochemistry, 82, (2017), 165–217. 

Philibosian, B., Fumal, T., and Weldon, R., “San Andreas Fault Earthquake Chronology and Lake 
Cahuilla History at Coachella, California.” Bulletin of the Seismological Society of America, 
101, (2011), 13–38. 

Pogge Von Strandmann, P.A.E., and Henderson, G.M., “The Li Isotope Response to Mountain 
Uplift.” Geology, 43, (2015), 67–70. 

Pogge Von Strandmann, P.A.E., Burton, K.W., James, R.H., Van Calsteren, P., Gíslason, S.R., 
and Mokadem, F., “Riverine Behaviour of Uranium and Lithium Isotopes in an Actively 
Glaciated Basaltic Terrain.” Earth and Planetary Science Letters, 251, 1–2, (2006), 134–47. 

Pogge Von Strandmann, P.A.E., Burton, K.W., James, R.H., Van Calsteren, P., and Gislason, S.R., 
“Assessing the Role of Climate on Uranium and Lithium Isotope Behaviour in Rivers Draining 
a Basaltic Terrain.” Chemical Geology, 270, (2010), 227–39. 

Pogge Von Strandmann, P.A.E., Kasemann, S.A., and Wimpenny, J.B., “Lithium and lithium 
isotopes in Earth’s surface cycles” Elements, 16, (2020), 253–258. 

Rex, R., “The Origin of the Brines of the Imperial Valley, California.” Trans. Geotherm. Resour. 
Counc, 7, (1983), 321–24. 

Robinson, P.T., Elders, W.A., and Muffler, L.J.P., “Quaternary Volcanism in the Salton Sea 
Geothermal Field, Imperial Valley, California.” Geological Society of America Bulletin, 87, 
(1976), 347. 

Rockwell, T.K., Meltzner, A.J., Haaker, E.C., and Madugo, D., “The Late Holocene History of 
Lake Cahuilla: Two Thousand Years of Repeated Fillings within the Salton Trough, Imperial 
Valley, California.” Quaternary Science Reviews, 282, (2022), 107456. 

Sanjuan, B., Millot, R., Innocent, Ch., Dezayes, Ch., Scheiber, J., and Brach, M., “Major 
Geochemical Characteristics of Geothermal Brines from the Upper Rhine Graben Granitic 

238



Humphreys et al. 

Basement with Constraints on Temperature and Circulation.” Chemical Geology, 428, (2016), 
27–47. 

Sanjuan, B., Gourcerol, B., Millot, R., Rettenmaier, D., Jeandel, E., and Rombaut, A., “Lithium-
Rich Geothermal Brines in Europe: An up-Date about Geochemical Characteristics and 
Implications for Potential Li Resources.” Geothermics, 101, (2022), 102385. 

Sass, J.H., Priest, S.S., Duda, L.E., Carson, C.C., Hendricks, J.D., and Robison, L.C., “Thermal 
Regime of the State 2-14 Well, Salton Sea Scientific Drilling Project.” Journal of Geophysical 
Research: Solid Earth, 93, (1988), 12995–3004. 

Sauzéat, L., Rudnick, R.L., Chauvel, C., Garçon, M., and Tang, M., “New Perspectives on the Li 
Isotopic Composition of the Upper Continental Crust and Its Weathering Signature.” Earth 
and Planetary Science Letters, 428, (2015), 181–92. 

Schauble, E.A., “Applying stable isotope fractionation theory to new systems” Reviews in 
Mineralogy and Geochemistry, 55, (2004), 65−111 

Schmitt, A.K., and Hulen, J.B., “Buried Rhyolites within the Active, High-Temperature Salton 
Sea Geothermal System.” Journal of Volcanology and Geothermal Research, 178, (2008), 
708–18. 

Schmitt, A.K., Perrine, A.R., Rhodes, E.J., and Fischer, C., “Age of Obsidian Butte in Imperial 
County, California, Through Infrared Stimulated Luminescence Dating of Potassium Feldspar 
from Tuffaceous Sediment.” California Archaeology, 11, (2019), 5–20. 

Skinner, B.J., White, D.E., Rose, H.J., and Mays, R.E., “Sulfides Associated with the Salton Sea 
Geothermal Brine.” Economic Geology, 62, (1967), 316–30. 

Sonnenthal, E., Spycher, N., Araya, N., Dobson, P., O'Sullivan, P., McKibben, M. A., Humphreys, 
J., and Brounce, M., “Constraints on Lithium Evolution and Reservoir Sustainability in the 
Salton Sea Geothermal Field from Reactive-Transport Modeling.” Improved Quantification Of 
Li Resources For Lithium Valley, (in review, DOE Report). 

Stock, J., and Hodges, K., “Pre‐Pliocene Extension around the Gulf of California and the Transfer 
of Baja California to the Pacific Plate.” Tectonics, 8, (1989), 99–115. 

Sturz, A., “Low‐temperature Hydrothermal Alteration in Near‐surface Sediments, Salton Sea 
Geothermal Area.” Journal of Geophysical Research: Solid Earth, 94, (1989), 4015–24. 

Sun, X., Hao, H., Zhao, F., and Liu, Z. “Tracing global lithium flow: A trade-linked material flow 
analysis.” Resources, Conservation and Recycling, 124, (2017), 50–61. 

Teng, F.-Z., McDonough, W.F., Rudnick, R.L., Dalpé, C., Tomascak, P.B., Chappell, B.W., and 
Gao, S., “Lithium Isotopic Composition and Concentration of the Upper Continental Crust.” 
Geochimica et Cosmochimica Acta, 68, (2004), 4167–78. 

Tomascak, P.B., Hemming, N.G., and Hemming, S.R., The lithium isotopic composition of waters 
of the Mono Basin, California: Geochimica et Cosmochimica Acta, 67, (2003), 601–611. 

Tomascak, P.B., Langmuir, C.H., Le Roux, P.J., and Shirey, S.B., “Lithium Isotopes in Global 
Mid-Ocean Ridge Basalts.” Geochimica et Cosmochimica Acta, 72, (2008), 1626–37. 

Tompson, A.F.B., “Born from a Flood: The Salton Sea and Its Story of Survival.” Journal of Earth 
Science, 27, (2016), 89–97. 

239



Humphreys et al. 

U.S.G.S. U.S. Geological Survey releases 2022 list of critical minerals.  
https://www.usgs.gov/news/national-news-release/us-geological-survey-releases-2022-list-
critical-minerals, (2022) 

Van De Kamp, P.C., “Holocene Continental Sedimentation in the Salton Basin, California: A 
Reconnaissance.” Geological Society of America Bulletin, 84, (1973), 827. 

Vigier, N., Gislason, S.R., Burton, K.W., Millot, R., and Mokadem, F., “The Relationship between 
Riverine Lithium Isotope Composition and Silicate Weathering Rates in Iceland.” Earth and 
Planetary Science Letters, 287, (2009), 434–41. 

Waters, M.R., “Late Holocene Lacustrine Chronology and Archaeology of Ancient Lake Cahuilla, 
California.” Quaternary Research, (19), (1983), 373–87. 

Wilke, P.J., Late Prehistoric Human Ecology at Lake Cahuilla, Coachella Valley, California. 
University of California, Riverside, (1976). 

Williams, A.E., and McKibben, M.A., “A Brine Interface in the Salton Sea Geothermal System, 
California: Fluid Geochemical and Isotopic Characteristics.” Geochimica et Cosmochimica 
Acta, 53, (1989), 1905–20. 

Winker, C.D., and Kidwell, S.M., “Paleocurrent Evidence for Lateral Displacement of the Pliocene 
Colorado River Delta by the San Andreas Fault System, Southeastern California.” Geology, 
14, (1986), 788. 

Wright, H.M., Vazquez, J.A., Champion, D.E., Calvert, A.T., Mangan, M.T., Stelten, M., Cooper, 
K.M., Herzig, C., and Schriener, A., “Episodic Holocene Eruption of the Salton Buttes 
Rhyolites, California, from Paleomagnetic, U-Th, and Ar/Ar Dating: Salton Buttes Rhyolites.” 
Geochemistry, Geophysics, Geosystems, 16, (2015), 1198–210. 

Wunder, B., Meixner, A., Romer, R.L., Feenstra, A., Schettler, G., and Heinrich, W., “Lithium 
isotope fractionation between Li-bearing staurolite, Li-mica and aqueous fluids: An 
experimental study” Chemical Geology, 238, (2007), 277–290. 

240



GRC Transactions, Vol. 47, 2023 
 

 

A Natural State and Production Forecast Model of the 
Salton Sea Geothermal Field for Lithium Extraction 

 

John O’Sullivan1, Naod Araya2, Joris Popineau1, Theo Renaud1, and Jeremy Riffault1 

University of Auckland1, Ormat Technologies2 

 

 

Keywords 

Numerical Models, Leapfrog Geothermal, Natural State, Forecast, Salton Sea, Lithium 

ABSTRACT 

The Salton Sea Geothermal Field is a significant geothermal resource with an estimated resource 
potential of nearly 3 GW (Kaspereit et al., 2016). In addition, its geothermal brine is highly 
enriched in lithium and other valuable metals (McKibben et al., 2021). Historically, this high 
salinity and metal rich fluid chemistry as well as partial coverage by the Salton Sea limited 
exploitation. However, recent developments in direct lithium extraction and renewable energy 
goals have renewed stakeholder interest in the field.  

A robust and integrated numerical model is needed to facilitate sustainable extraction of the field’s 
lithium and geothermal energy. This modeling study seeks to build upon pervious conceptual and 
numerical modeling work of the SSGF to characterize and forecast the field’s recoverable lithium 
potential.  

Araya and O’Sullivan (2022) natural state model was upgraded to include chloride and CO2 in the 
equation-of-state and lithium as a passive tracer. The natural state model was then recalibrated 
using measurements of the chloride distribution as well as the pre-development temperature 
distribution in the system. The re-calibrated model was able to reproduce a deep hypersaline 
reservoir overlaid by a mixing zone and a low-salinity shallow zone. A dual-porosity production 
model was then created and calibrated using publicly available production data. This data included 
production and reinjection rates and chloride concentrations. 

A future scenario was run to estimate the effect of lithium extraction on lithium production rates. 
Lithium production rates are forecast to decline as a result of chemical breakthrough of reinjection 
fluid with a low concentration of lithium. The rates of decline are dependent on the connectivity 
between production and reinjection wells and can be optimized through careful planning of 
reinjection strategies. Greater grid refinement, improved model calibration and uncertainty 
quantification can improve the model to provide more accurate and robust forecast scenarios.  
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1. Introduction  

1.1 Background 

The Salton Trough is an active pull-apart basin straddling the Pacific and North American Plates 
in Southern California. This continental rift zone is characterized by a series of right-stepping 
dextral faults that link the East Pacific Rise to the San Andreas fault system (Dorsey, 2006). In the 
extensional gaps between these step-over faults there are a series of smaller spreading centers 
bounded by northwest-trending strike-slip faults and northeast-trending normal faults (Hulen et 
al., 2002). 

 
Figure 1. Paleogeographic reconstructions of the Salton Trough and surrounding region at 7.5–8, 6, 4, and 2 

Ma by Dorsey et al., 2011. 
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1.2 Sedimentation History 

Since the onset of subsidence at ca. 8.5-7 Ma, nearly continuous deposition has filled the Trough 
with more than 6 km of marine, deltaic, alluvial, and lacustrine sediments (Dorsey et al., 2011). 
The late Miocene was marked by moderate crustal thinning and basin subsidence which resulted 
in a deep marine incursion into the Salton Trough.  The Imperial Group, a thick marine 
transgression of fossiliferous claystone and siltstone, was deposited during this time (Dorsey et al., 
2011). During a period of increased subsidence in the Pliocene, the nascent Colorado River began 
depositing a large volume of fluvial sediments into the northern portion of the Trough. The delta 
plain was characterized by avulsing channels and flood plains that quickly prograde southwards 
(Dorsey et al., 2011). This period corresponds with the thick arkosic sandstone and intermittent 
argillaceous intervals of the Palm Springs Formation (Dorsey, 2006). By 2 Ma, right lateral motion 
on the San Andreas Fault moved the exit point of the Colorado River south of the contemporary 
Salton Sea (see Figure 1.D). This southward migration of the exit point led to the southward 
expansion of the perirenal Borrego Lake. This changing environment correlates with the thick 
claystone, siltstone, and fluvial sandstone lens of the Borrego Formation (Dorsey, 2006). During 
the early Pleistocene to Holocene the Colorado River would alternate its flow direction resulting 
in repeated flooding and drying cycles of paleolake Cahuilla (McKibben, 1991). This period 
corresponds with the development of the Brawley Formation of lacustrine mudstone and evaporitic 
deposits that serves as the impermeable cap to geothermal fluids (Helgeson, 1968). 

1.3 Magmatism and Metamorphism  

Due to crustal thinning and deep magmatic intrusions, the entire Salton Trough experiences an 
abnormally high heat flux of >100 mW/m2 (Lachenbruch et al., 1985). Even higher heat flows of 
>500 mW/m2 are concentrated in Salton Sea Geothermal Field due to localized Quaternary 
volcanism and upwelling of hydrothermal fluids (Sass et al., 1984). As a result, significant 
metamorphic and hydrothermal alteration of the Colorado River sediment occurs at shallower 
depths in the SSGF (~1.5 km) compared to the rest of the valley (~3 km) (Han et al., 2016).  

1.4 Brine Chemistry  

The brine of the Salton Trough is distinguished by a bimodal distribution of salinity. Cooler less 
saline brine (<10 wt.% TDS) overlays hot hypersaline brine (>20 wt.% TDS). The hypersaline 
brines tend to be Na-Ca-K chloride solutions with high concentrations of dissolved metals (Fe, 
Mn, Zn, Li, Sr) while the less saline brines are typically NaCl solutions with very little dissolved 
metals (McKibben et al., 1987). McKibben et al. 2021 notes that metal concentrations in the 
reservoir brines varies linearly with the chlorine concentrations (Figure 2). The hypersaline brines 
are highly enriched in lithium >200ppm compared to the reservoir rocks which have an average 
concentration of 40ppm. This suggests that the bulk of the recoverable lithium resource currently 
resides within these hypersaline brines rather than in the rocks (McKibben et al., 2021). 
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Figure 2. Variation of dissolved and lithium (Li) metal content (in molality: moles of metal per kilogram of 

brine) as a function of the brine’s chlorinity (dissolved chlorine molality) in Salton Sea Geothermal brines 
(McKibben et al., 2021). 

These hypersaline brines are thought to have originated from Pleistocene era partially evaporated 
Colorado River water. As this brackish water seeped deep into the sedimentary basin, it was heated 
up causing more minerals and metals to dissolves out of the reservoir rocks and into this now deep 
aquifer (McKibben and Hardie, 1997). Lastly, the narrow range of isotopic compositions of these 
deep brines indicates active convection and a relatively long residence time (Williams and 
Mckibben, 1989). 

2. Conceptual Model Review 
Modeling concepts and workflows described by O’Sullivan et al. (2000), O’Sullivan et al. (2016), 
and Popineau et al. (2018), as well as Leapfrog Geothermal software, were used to create a 
combined geology, alteration, and structural model. 

2.1 Geological Model   

Based on previous work by Wagoner (1980), Dorsey (2006), Dorsey et al. (2011), Kirby et al. 
(2007), and Hulen et al. (2003), the following seven geologic units were modeled chronologically 
from oldest to youngest: Crystalline Basement, Imperial Group, Palm Springs Formation, Lower 
Borrego, Upper Borrego, Brawley Formation, and Alluvium. Regional stratigraphic cross-sections 
from these studies were used to establish the general thickness of each formation. The Borrego 
Formation was split to capture the dramatic metamorphic and seismic velocity changes that occur 
at ~1.5 km depths beneath the center of the SSGF. The crystalline basement surface contact was 
traced using a regional geological map (California Department of Conservation, 2015). 
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2.2 Structural Model   

The Salton Sea sub-basin is dominated by a complex network of blind right-stepping dextral faults 
and R’ Riedel shear faults. The modeled dextral faults include the left strand of the Brawley Fault 
Zone (fault I), the right strand of the BSZ (fault B), Red Hill (fault R), Calipatria (fault P), Wister 
(fault W), Southern San Andreas (fault A) and fault C which was inferred from the alignment of 
old CO2 fumaroles and wells (e.g., Svensen et al., 2007; Mazzini et al., 2011; Rao, 2016). These 
faults were all modeled as having near-vertical dips. They were digitized from maps provided by 
Kaspereit et al. (2016), Marshall et al. (2022), and Lynch and Hudnut (2008). Some liberties were 
taken with their ultimate placement and orientation (Figure 3). 

 
Figure 3. Input faults into the numerical model. Salton Sea (light blue) and volcanic buttes (red) as reference. 

Green faults are the near vertical dextral faults. Black faults are R’ faults with little to no upwelling. The 
black faults with red traces represent R’ faults with significant upwelling (Araya and O’Sullivan, 2022). 

The previously mentioned fault maps in addition to one from McGuire et al. (2015) were used to 
digitize the R’ Riedel shear faults. These faults include the Elmore Ranch (fault E), Main Central 
Fault Zone (fault M), Kalin (fault K), Hudson (fault H), Southern boundary (fault U), fault T, Butte 
1 (fault V), Butte 2 (fault X), Butte 3 (fault Y), Butte 4 (fault Z). 
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2.3 Clay Cap   

Four 2D land and offshore resistivity profiles by Nichols (2009) were used to digitally construct 
the clay cap in the conceptual mode. The clay cap was defined as the extremely conductive zone 
(0.2 to 0.4 Ohm-M). Some uncertainty in the location of the clay cap exists as the combination of 
high temperature, high salinity, and high porosity can also produce very low resistivity values 
(Nichols, 2009). The landward lateral extent of the clay cap was further refined by resistivity and 
density maps from Younker et al. (1981). Due to the lack of 3D MT data, modeler discretion was 
used thereby increasing the potential uncertainty in model parameters. 

 
Figure 4. Conceptual model of the Salton Sea Geothermal Field. Salton Sea (blue). Geological units: Granitic 

Basement (pink), Imperial Formation (grey), Palm Springs (blue), Upper Borrego (tan), Lower Borrego 
(brown), Brawley (Green), Alluvium (yellow). Select faults shown as black surfaces. Fault traces (black). 
Shaded zone denotes clay cap. Active production wells (red). Active injection wells (blue). Red arrows 
show upflow and blue arrows show cold down flow.  

3. Updated Numerical Reservoir Model  
Numerical models are used to simulate the natural state (pre-production) of hydrothermal systems 
as well as their production history and future behavior in response to utilization. Physical laws 
such as conservation of mass and energy as well as Darcy’s Law are used to mathematically 
simulate hydrothermal flow through a porous, fractured, and heterogeneous subsurface media. 
Through this workflow, geothermal reservoir simulation and its calibration to field data are 
powerful instruments that allow for a robust 3D characterization of subsurface permeability, 
porosity, heat, and mass input parameters. This study followed the modeling framework 
established by O’Sullivan et al. (2023). 
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The 3D conceptual model was discretized into a block model in order to apply mass and energy 
balance calculations using the Waiwera geothermal simulator (Croucher et al., 2020). The model 
was run in Amazon Web Services (AWS) Cloud using 96 core high-performance compute nodes.  

A grid extending 24 x 24 x 3.5 km and oriented along the NE trending axis of the Main Central 
Fault Zone was created in Leapfrog Geothermal. The grid has a 400 x 400 m lateral refinement 
within the SSGF boundary and an 800 x 800 m refinement on the periphery. The grid was designed 
with a vertical refinement of 25 m near the surface, 50 m at the water table, 100 m in the upper 
reservoir, 200 m in the lower reservoir, and 500 m at the greatest depths (see Figure 5). Greater 
vertical refinement in the shallow zone allows the model to better capture the steep temperature 
gradients that occur in this zone. The final numerical grid consisted of 37,688 blocks. 

 
Figure 5. Map view of the numerical grid with black line representing the Salton Sea shoreline. The cell size in 

the refined area of the grid is 160,000 m2, and in the coarser area it is 640,000 m2.  The thickness of the 
grid layers increases with depth.  

Waiwera’s “wsce” (Water, Salt, CO2, Energy) equation of state was used to include salinity and 
CO2 in the thermodynamic calculations and lithium was included as a passive tracer. The top of 
the model was assigned dry atmospheric conditions of 1 bar and a mean temperature of 23°C on 
land and a wet atmosphere for the Salton Sea with a temperature of 23°C and a pressure determined 
by the depth of the sea. The chloride concentration of the Salton Sea was set to a mass fraction of 
50,000 ppm. The side boundaries of the grid are located past all bounding faults allowing no-flow 
lateral boundary conditions to be applied following best practice suggested by O’Sullivan et al. 
(2000).  At the base of the model a background heat flux of 150 mW/m2 was applied with an 
additional 136 MW applied as heat and mass inputs under the SSGF representing the deep 
geothermal upflow. Chloride was included in the deep upflow at a mass fraction equivalent to 
152,000 ppm and lithium at a concentration of 220 ppm, a ratio of 682:1. The CO2 concentrations 
were fixed at negligible values for all boundary conditions during this stage of the project. 

The model used 561 rock-types covering the combinations of lithology, fault zone, fault zone 
intersections, and alteration included in the conceptual model. This exhaustive use of rock-types 
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ensured that the numerical model lithology, alteration, and structural controls robustly mirror the 
current conceptual model understanding of the SSGF. Many of the rock-type classifications share 
common permeability and porosity values, but the large number of combinations allows a high 
level of heterogeneity in the permeability and porosity distributions as required. Other secondary 
rock properties (density, heat conductivity, and rock grain-specific) were held constant across all 
rock-type classifications. 

During production and future scenario runs, a dual-porosity model was used to capture reinjection 
returns more accurately. The dual-porosity parameters are given in Table 1 below. 

Table 1: Rock Properties of Major Lithology units 

Parameter Value 

Number of matrix blocks 2 (20% and 77.5%) 

Volume fraction of fracture blocks 2.5% 

Fracture spacing 25 m 

Fracture planes 3 

Permeability of matrix 1.0E-16 m2 

Permeability of fractures Variable 

Porosity of fractures 80 % 

 

4. Calibration Data 
4.1 Exploration Wells   

Static temperature and brine chemistry data from exploration wells drilled prior to the start of 
1980s commercial production were compiled from studies by Helgeson (1968), Palmer (1975), 
and Sass et al. (1988). Helgeson (1968) obtained temperature measurements over a three-year 
period for the following eight wells: IID 1, IID 2, IID 3, River Ranch 1, Sinclair 3, Sportsman 1, 
Elmore 1, and State 1. Palmer (1975) compiled temperature and brine chemistry data from 
MagMaMax 1, MagMaMax 2, MagMaMax 3, and Woolsey 1. Lastly, Sass et al. (1988) analyzed 
temperature data from the State 2-14 well to construct an equilibrated static temperature profile. 

Static temperature surveys for Lander 2, Elmore IW-4, River Ranch 17, Fee 5, and Vonderahe 1 
were collected from CalGEM’s GeoSteam data repository. Most of these temperature profiles 
exhibit a change from a conductive to a convective gradient between depths of 600 to 900 m. This 
break corresponds well with the average depth of the impermeable clay cap (Sass et al., 1988). 
Examples of the downhole temperature data are shown in the plots in Figure 6.  

4.2 Active Production and Injection Wells  

CalGEM’s GeoSteam database was used to obtain monthly production and injection data for all 
the active production and injection wells in the SSGF. These monthly production/injection reports 
document the average monthly TDS, discharge temperature, wellhead pressure, steam mass rate, 
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and brine mass rate. The GeoSteam database was also used to get well schematics, directional 
surveys, mud logs, static PTS logs, and well history reports for all the active production and 
injection wells. Well schematics provided wellhead coordinates, KB, ground level, and total 
measured depth. Total and/or partial circulation zones that were noted in the mud logs were used 
to infer feed zones. This was the best approach given the lack of proprietary well-testing and feed 
zone data. Examples of the production and injection data are shown in the plots in Figure 9 and 
10.  

5. Natural State Model 
The natural state model was calibrated following standard practice by adjusting the permeability 
distribution and deep geothermal inputs at the bottom boundary of the model. A good model 
calibration (Araya and O’Sullivan, 2022) had already been achieved matching measured downhole 
temperatures. However, the addition of chloride significantly affected the thermodynamics of the 
system requiring substantial re-calibration of the enhanced model. 

The plots in Figure 6 show a representative selection of modeled natural state downhole 
temperatures compared with measured data. While overall there is a good match, more calibration 
work is required to match the deep isothermal temperature gradients. These deep temperatures 
reach 360°C which is the limit of application for the current version of Waiwera. 

 
Figure 6. Natural state downhole temperatures for selected wells. Model results are shown as colored lines and 

measured data as points.  
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Figure 7. Vertical permeability distribution of model. 300°C, 250°C, and 200°C isotherms shown as maroon, 
red, and orange dotted lines, respectively. Well tracks (black). A) Horizontal slice at -1800 mRL with A 
to A’ and B to B’ slice locations. B) A to A’ vertical slice. C) B to B’ vertical slice. 
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Results from the calibration process demonstrate that the infield R’Riedel shear faults and dextral 
strike slip faults are the main drivers of vertical upflow (see Figure 7). Hot upflow is concentrated 
along faults M, V, X, Y, O, and I. The reservoir is bounded in the k1 horizontal direction by faults 
E, T, K, and U. These R’ shear faults limit outflow to the south and to the northwest. The reservoir 
is bounded in the k2 horizontal direction mainly by faults I, O, B, P, W, and A. The clay cap acts 
as an upper boundary to vertical fluid flow. The clay cap is thickest in the NW of the Sea where it 
acts as a lateral boundary to northeast outflow. Lastly, the periphery dextral faults (U, K, W, and 
A) act as large conduits for cold shallow infiltration.  

As well as calibrating the temperature distribution, the model permeability distribution was 
adjusted to produce a chloride distribution consistent with the measured data. In particular, the aim 
was to reproduce the deep hypersaline reservoir overlaid with an intermediate mixing zone and a 
low-chloride shallow zone. Figure 8.A shows the 140,000-ppm chloride isosurface from the 
natural state model. Overall, it captures the deep hypersaline reservoir and the intermediate mixing 
zone. However, in the model the deep hypersaline fluid penetrates the shallow zone over a much 
larger area than has been observed. More model calibration is required, reducing permeabilities in 
the vertical pathways between the deep reservoir and the shallow system to reduce the upflow of 
hypersaline fluid. Lithium is included in the natural state model as a passive tracer with its 
concentration coupled closely to chloride concentration. Therefore, the lithium distribution 
estimated by the natural state model closely follows the chloride distribution as shown in Figure 
8.B. 

 
Figure 8. A) Natural state model estimated 140,000 ppm chloride isosurface. B) Estimated 170 ppm lithium 

isosurface. 
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6. Production Model  
The production model uses the calibrated natural state model as its initial condition and has the 
same background mass and heat fluxes. It was set up using our standardized framework for 
including production and reinjection wells (O’Sullivan et al., 2023). This approach adds wells as 
time dependent source and sink terms in the model blocks corresponding to the feed zones of the 
production and reinjection wells. The model was then run for the corresponding production history 
time period and calibrated to match measured transient data for production enthalpies and chloride 
mass fractions. For the reinjection wells the enthalpy of the reinjected fluid and its chloride 
concentration are model inputs taken from measured data. The lithium concentration for the 
reinjection fluid was assumed to remain constant at a ratio of 682:1 to the measured chloride, as 
no appreciable lithium has historically been extracted from the brine. 

Examples of measured data and production model results for selected production and reinjection 
wells are shown in Figures 9 and 10. Each figure has a map in the upper left showing the location 
of the well. The results for the production well are typical with the measured chloride concentration 
increasing over time and a gentle decline in production enthalpy.  

 
Figure 9.  Production model results (solid lines) and measured data (points) for the Del Ranch 10 production 

well. The location of the Del Ranch 10 well is shown in blue in the map (top left) with the Salton Sea 
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coastline (original as dashed line, current as solid line) and surface features locations indicated with red 
markers. 

 
Figure 10.  Production model results (solid lines) and measured data (points) for a selected reinjection well. 

The location of the Del Ranch IW-3 well is shown in blue in the map (top left) with the Salton Sea coastline 
(original as dashed line, current as solid line) and surface features locations indicated with red markers. 

The plots in Figures 9 indicate breakthrough of the higher chloride concentration and lower 
enthalpy reinjection fluid (see Figure 10). The model results for the selected production well match 
the measured data very well capturing an increasing lithium production concentration due to the 
higher lithium concentration in the reinjected fluid than in the reservoir. The good match to the 
measured data was achieved by calibrating the model's permeability and porosity distribution and 
the distribution of the upflow of deep, chloride and lithium-rich geothermal brine. The good match 
that is also achieved for the production enthalpy further demonstrates that the model calibration 
represents the permeability and porosity distribution well. Further calibration could still improve 
the model’s match to the data for the well shown in Figure 9 reducing the enthalpy decline in the 
model slightly by reducing the connectivity between this well and nearby injectors. Similarly, the 
match to other production wells can be improved with more calibration though the current 
calibration is sufficient to draw preliminary conclusions given the uncertainty in the available data. 
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The rate of thermal and chemical breakthrough as a result of reinjection is dependent on the 
permeability and porosity distributions, the location of the production and the reinjection wells 
and their feedzones, and the rates of production and reinjection. Figure 11 shows the model 
representation of the chloride distribution at 2023 as a result of 40 years of geothermal production 
and reinjection. It shows that the increased chloride concentrations are distributed heterogeneously 
across the field as a result of faults, formations and differences in production and reinjection 
elevations. The current model does a good job of matching the overall behavior of the SSGF and 
the dual-porosity approach allows a good representation for the reinjection returns. However, more 
calibration, more detailed calibration data and a more refined model grid would allow for more 
accurate representation of the historic changes in the chloride and lithium concentrations. 

 
Figure 11.  Chloride isosurfaces at 2023 estimated from the production model. The 140,000 ppm isosurface is 

cut away to reveal the 175,000 ppm isosurface. 

7. Lithium Forecast Scenarios  
At this stage of the project a simple future scenario was defined to investigate the broad effect of 
lithium extraction on lithium production rates. The scenario assumed that all production and 
reinjection rates remain constant for all wells for the next 20 years. The reinjected chloride 
concentrations also remain constant for the full period. However, from 01/01/2024 the lithium 
concentration for all reinjection wells was reduced by 95%, which is representative of a future 
scenario where technology allows for 95% of the lithium in the brine to be extracted before 
reinjection. An example of the input data for a selected reinjection well is shown in Figure 12. 

Production concentrations of lithium for all production wells were calculated with examples shown 
for two selected wells in Figure 13. The total amounts of production and reinjection as well and 
the total amount of lithium produced and reinjected are shown in Figure 14. These figures show a 
general decline in forecasted lithium production because of chemical breakthrough from the 
reinjected fluid with a low lithium concentration. The plot in Figure 15 shows the final distribution 
of lithium with the lower 100 ppm concentration isosurface forming a bubble around the central 
production and reinjection wells. However, the results in Figure 13 show that the effect can be 
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quite different depending on which production well is considered. Del Ranch 10 production well 
is forecast to experience rapid decline in lithium production due to its proximity and connectivity 
to nearby reinjection wells. Whereas PW Hudson Ranch 13 is forecast to have relatively stable 
lithium concentrations through the 20-year scenario. 

These results show that the details of the connectivity between production and reinjection wells 
are important for determining lithium production rates. This has two important implications. First, 
it is important to model the connectivity between production and reinjection wells as accurately as 
possible and account for uncertainty in the model forecasts. And second, the lithium production 
rates can be manipulated and optimized by planning targeted reinjection. 

 
Figure 12.  Future scenario model results (solid lines) and measured data (points) for a selected reinjection well. 

 
Figure 13.  A) Well locations shown on map in black. Other production well locations shown in red and 
reinjection wells in cyan. Future scenario model results for B) Hudson Ranch 13-3 C) Del Ranch 10. 
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Figure 14.  Future scenario model results of totals for all production and reinjection wells. 

 
Figure 15.  Future scenario model estimated lithium isosurfaces at 2043. The 150 ppm isosurface is cut away to 

reveal the 100 ppm isosurface. 
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8. Conclusions 
This modeling study was a preliminary approach to characterize and forecast the recoverable 
lithium potential of the SSGF by building upon the existing 3D conceptual and numerical model 
by Araya and O’Sullivan (2022). The model has been developed using best practices to closely 
align with the conceptual understanding of the system’s behavior and has been calibrated to 
broadly match a range of observed data.  

The first step was to understand the effect of salinity on the hot geothermal plume. The addition 
of chloride as a proxy for salinity significantly affected the thermodynamics of the system 
requiring substantial re-calibration of the model. While the current model is able to capture the 
deep hypersaline reservoir, it fails to accurately capture a less saline shallow zone. Another round 
of model calibration as well as increasing grid resolution should improve the match to measured 
chloride (and therefore lithium).  

The results from this study broadly affirm the conclusions made earlier in Araya and O’Sullivan 
(2022) on the systems main permeability controls. The results demonstrate that the heat source is 
located along the Main Central Fault Zone and the faults associated with the volcanic buttes. These 
faults along with infield dextral faults act as major conduits for hot upflow. The dextral and redial 
shear faults located in the periphery act to bound the reservoir in the northwest and south. Some 
of these periphery dextral faults also act as large conduits for cold shallow infiltration. 

The future scenario model used a simple and naïve approach to lithium extraction to generally 
understand the overall response of the SSGF. All the reinjected geothermal brine was assumed to 
have 95% of its lithium removed after 01/01/2024 and all production and reinjection rates were 
assumed to remain constant. We recommend testing the following more informative scenarios: 

a) A staged approach to lithium removal. 
b) Increased geothermal production (as planned). 
c) Targeted reinjection strategy to extract lithium more efficiently. 

The forecast model results show the important role connectivity between production and 
reinjection wells plays in determining future lithium production rates. Since the existing model is 
relatively coarse at 400 x 400 m in the production zone, we propose a finer refinement of 200 x 
200 m or even 100 x 100 m. Model resolution in the production zone affects the accuracy of model 
forecasts, particularly for reinjection returns which is a key driver for forecasting lithium 
production rates over time. A higher resolution model will also allow us to better represent 
structural controls on the SSGF, improving the quality of forecasts. Lastly, we recommend 
uncertainty quantification of production model forecasts to account for limitations in the publicly 
available data. 
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ABSTRACT 

Between 1913 and 1958, Italy was the only country with an operational geothermal power plant 
until New Zealand installed its first plant in 1958. At present, 24 countries are involved in the 
geothermal power market, and they have a combined installed capacity of 16,127 GW. This study 
analyzes the historical patterns of geothermal power capacity in the world and in individual 
countries to investigate the ideal global geothermal development pattern by examining the annual 
cumulative capacity (ACC) and the annual capacity addition (ACA) graphs of the historical 
development of geothermal power capacity in 24 countries. First, the global patterns are analyzed 
using these graphs in five periods (1945–1957, 1958–1976, 1977–1991, 1992–2002, and 2003–
2020) that are marked by a series of characteristics of ACA peaks separated by two major troughs. 
Then, five characteristic patterns are developed in five periods globally. These patterns correspond 
to the early-stage linear, the first acceleration, the first steady-state linear, the second acceleration, 
and the second steady-state linear developments. A positive relationship exists between global 
patterns and the 5-year shifted oil-price curve: two major factors influenced global development: 
1) increasing oil prices and increasing awareness of global climate change, and 2) global 
development of geothermal power. Last, we investigate these patterns in each country. The top ten 
countries, which comprise 93.3% of the world’s total installed capacity are separated into five 
groups based on the availability and characteristics of patterns globally developed in five periods. 
Group-1 (the United States) has an installed capacity of 3,794 MW, Group-2 (Mexico and 
Philippines) 963–1935 MW, Group-3 (New Zealand, Italy, Iceland, and Japan) 601–1,037 MW, 
and Group-4 (Indonesia, Kenya, and Türkiye) 944–2,356 MW. The remaining 14 countries (6.7%), 
which are called Group 5, are still in an immature stage and have installed capacities of 7–262 
MW and are not involved in pattern analysis. Overall, geothermal power in the world is in its third 
stage of development, which had its peak development after 1977. A fourth development peak 
may be expected to occur after this through business-as-usual cases. The biggest barrier to the 
development of the global geothermal power market is the risk associated with exploration and 
drilling. If risk mitigation systems and funds are employed, the growth of geothermal power 
production projects could accelerate. 
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1. Introduction 
Global efforts to establish a sustainable energy regime within the scope of energy transition from 
fossil fuels to renewables accelerated recently. The year 2015 marked a turning point in the 
development of a sustainable green economy in the world with internationally approved 
Sustainable Development Goals (SDGs) and the Paris Agreement on climate change. The 17 
interlinked SDGs that were designed to achieve a sustainable future for all were adopted by all 
United Nations (UN) member states (UN 2015). Goal 7, which is dedicated to “ensure access to 
affordable, reliable, sustainable and modern energy for all,” refers mostly to the infrastructure of 
energy, its origin, and energy consumption (SDG 2018). The Paris Agreement, which aims to limit 
global warming to 1.5°C, targets net-zero emission by 2050 (IPCC 2018). Several signatory states 
have already declared targets in line with their commitments to global climate action under this 
legally binding international treaty (IRENA 2021). These targets and goals were implemented for 
the first time by the European Green Deal program declared in 2019 (EC 2019).  

The transition to sustainable energy has basically two key components: (1) increasing the use of 
renewable energy by accelerating the deployment of new technologies and (2) decreasing energy 
consumption by improving energy efficiency (Ediger 2021). Experts generally agree that 
geothermal energy is an attractive option to replace fossil fuels, to help mitigate climate change, 
and that it can play a significant role in an ongoing energy transition (Axelsson 2010; Fridleifsson 
et al. 2008; Khan 2021; Mock et al. 1997; Rybach 2003). Also, geothermal energy is included and 
encouraged in the European Strategic Energy Plan and in the Paris Agreement (Pellizzone et al. 
2017). 

Several authors have noted the advantages of geothermal energy, including that (1) it has benign 
environmental attributes with low emissions of greenhouse gases (GHGs) and a minor and 
controllable environmental impact from production and use (Fridleifsson et al. 2008; Linga 2019; 
Mock et al. 1997; Rybach 2003), (2) it is not variable and it has almost constant capacity factors 
throughout the year, which lead it to be used as a base load (Fridleifsson et al. 2008; Linga 2019; 
Mock et al. 1997; Winston 2008), (3) it is simple, safe, and adaptable with modular small-scale 
plants (Mock et al. 1997), (4) it has  operation and maintenance costs lower than other renewables 
(Fridleifsson et al. 2008; Linga 2019), and (5) its resource potential is high and only a small 
fraction of this potential has yet been developed (Fridleifsson 2001; Mock et al. 1997). On the 
other hand, geothermal energy also has some disadvantages including that (1)  it is limited to areas 
with suitable hydrothermal resources (Linga 2019), (2) it has higher capital costs (Linga 2019), (3) 
it carries investment risk because of long project lead times and payback periods (Linga 2019), 
and (4) there are concerns about local support for geothermal technologies (Pellizzone et al. 2017; 
Pellizzone et al. 2016). 

Also, geothermal energy technologies are much less familiar to the public than other renewable 
technologies (Manzella 2018). Environmental organizations in various countries have warned 
geothermal companies about inadequately considering water and air quality impacts (Winston 
2008). Public awareness and perception of geothermal energy continue to be crucial to the future 
of the geothermal sector. As Richter (2019) has stated, “Essentially the public is not as aware of 
what geothermal energy has to offer compared to other renewables.” In public surveys about 
citizen’s perception of geothermal energy in Italy, it was shown that “knowledge and 
understanding of the potential of geothermal are remarkably low” (Pellizzone et al. 2017) and 
“lack of trust in politics and unsure public communication emerged as prominent themes where 
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the common good and community developments are sharply contrasted with corporate and private 
interests” (Pellizzone et al. 2016).  

Geothermal energy has a history much longer than many renewable energy technologies such as 
solar, wind, or biopower. The first commercial geothermal power plant was established in 1913 in 
Italy, and by 2022, the total geothermal installed capacity of the world had increased to 16,127 
MW. Though their contribution to the world’s electricity generation is significant, it is still limited. 
According to BP energy outlook, the world’s electricity generation in 2020 was 26,823.2 TWh of 
which 11.7% was from renewable energy sources (BP 2021). Having taken new data from World 
Geothermal Congress 2020 Country Update reports and from private communications with 
International Geothermal Association members and affiliated organizations, Huttrer (2020) 
calculated that geothermal power plants provide 95,098 GWh (0.35%) of the 26,823 GWh. 
However, geothermal energy has significant potential with 1,159 wells drilled for power projects, 
$10,4B project investment, and 30,491 person-years allocated to power projects between 2015 and 
2020 (Huttrer 2020). The future of geothermal energy will depend on its sustainable production 
and utilization (Shortall et al., 2015), and by taking some measures, this can be achieved (Axelson 
2012; Hackstein and Madlener 2021; Ketilsson et al. 2010; Rybach 2007). 

To be able to evaluate the future development of geothermal power, its past trends at the global 
and country level should be well understood. Therefore, this study analyzes the historical patterns 
of geothermal power capacity in the world and in individual countries. We ask three main research 
questions: Are there some common patterns of geothermal power plant development in the world? 
Can countries be placed in subgroups based on these patterns? What are the factors affecting the 
patterns? We thus aim to investigate the ideal global geothermal development pattern by 
examining types of graphs of the historical development of geothermal power capacity in 24 
countries such as: (1) annual cumulative capacity (ACC), which is the time series of cumulative 
installed capacities in each year and (2) annual capacity addition (ACA), which is the time series 
of yearly capacity additions. These two parameters are the most significant parameters that can be 
used to evaluate the success of countries’ strategies and policies in developing geothermal power.  

Installed capacity data for geothermal energy start in 1945 because geothermal power stations and 
chemical plants, which existed only in Italy before then, were heavily bombed and destroyed 
during World War II (Burgassi 1987; Otte 1957). All available historical data on the installed 
capacities of 24 countries were compiled by extensively surveying the existing sources in the field. 
The start dates and initial capacities of the pilot and commercial plants are given in Table 1. 
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Table 1: First pilot and commercial geothermal power plants by country 

    Test Production Commercial Production 

Year Country Pilot Plant Geothermal Field Installed Capacity 
(MW) 

1913 Italy 0.1 MW in 1904 Larderello, Tuscany 0.3 

1958 New Zealand N/A Wairakei 6.5 

1960 United States 0.035 MW in 1930 The Geysers, California 11.0 

1966 Japan N/A Matsukawa, Iwate Prefecture 23.0 

1967 USSR 0.67 MW in 1967 Pauzhetka, Kamchatka 5.0 

1969 Iceland N/A Nemafjall/Kisilidjan 3.0 

1973 Mexico 3.5 MW in 1959 Cerro Prieto 37.5 

1975 El Salvador N/A Ahuachapán  30.0 

1977 China 0.3 MW in 1970 Yangbajing, Tibet 24.2 

1977 Philippines N/A Tiwi field, Albay 3.0 

1979 Indonesia 0.3 MW in 1978 Kamojang 30.0 

1980 Portugal N/A Ribeira Grande, Azores Island 3.0 

1983 Nicaragua N/A Momotombo 35.0 

1984 Türkiye 0.5 MW in 1975 Kızıldere 17.4 

1985 Kenya N/A Olkaria 45.0 

1994 Costa Rica N/A Pailas 55.0 

1998 Ethiopia N/A Aluto Lugano 7.2 

2000 Guatemala N/A Orzunil 29.0 

2003 Papua New Guinea N/A Lihir Island 6.0 

2003 Germany N/A Neustadt-Glewe 0.2 

2011 France N/A Guadeloupe 16.7 

2017 Chile N/A Cerro Pabellón 24.0 

2017 Honduras N/A Platanares  35.0 

2018 Croatia N/A Velika Ciglena 10.0 

 

Considerable literature exists on geothermal power. The Geothermal Paper Database prepared by 
the International Geothermal Association includes 18,157 technical papers written on geothermal 
power (IGA 2022). However, ours is the first study on the historical development of the world’s 
geothermal power plants, and it will contribute to the existing literature. A complete list of installed 
capacities of commercial and pilot power plants established in 24 countries from 1904 to 2020 will 
be another important contribution of this study to the existing literature. 

In this paper, the authors do not intend to give the history of geothermal energy production or the 
use of geothermal energy in either the world or in individual countries but instead try to investigate 
the correlation and the major dynamic between geothermal development in various countries. 
Importantly, we do not include electricity generation or capacity factor but rather deal with only 
installed capacities. 
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The paper is structured as follows. In the next section, a brief history of geothermal power in the 
world is given. The ranking of countries in each year from 2000 to 2020 and their changes 
depending on the paths they followed, as well as the pilot or demonstration plants and their roles 
in the development of commercial plants are investigated here. Section 3 is devoted to historical 
pattern analyses, which include the details of using ACC and ACA methodologies to analyze the 
global historical pattern and historical patterns for countries. The 24 countries are separated into 5 
groups based on the availability and characteristics of patterns globally developed in Section 3. 
Finally, we discuss the results and conclude the paper in Section 4. 

2. A brief history of geothermal power in the world 
The first pilot and commercial geothermal power plants were established in Larderello, Italy, in 
1904 and 1913, respectively (Otte 1957). It was not a coincidence that these plants were established 
in the Larderello area, as both the traditional direct use of geothermal fluid and the chemical 
industry started first in this region. Sulfur, vitriol, alum, and boric acid have been extracted from 
the hot springs in the Larderello area and marketed since the 11th century (Lund 2005). 

Between 1913 and 1958, with only an interruption during World War II, Italy was the only country 
with operational geothermal power plants (Balddaci and Sabatelli 1999).  The total installed 
geothermal power capacity reached 944 MW in Italy in 2020 (Huttrer 2020). In 1958, New Zealand 
became the second country in the geothermal market, when it established its first geothermal power 
plant. That plant reached an installed capacity of 1,005 MW in 2020 (Lund 2005; Thain 1998). In 
1960, the United States entered the market, and in 2020, it became the country with the most 
capacity (3,680 MW) (Brophy et al., 2010; DOE, 2019; Robins et al., 2021). 

Historical pattern analysis is conducted based on 2020 installed capacity. Number of countries 
involved in geothermal power increased linearly to 24 with the addition of 3 new countries each 
decade (Table 2). The ranking of countries in each year varied considerably, depending on the 
paths they followed. From 2000 to 2020, only the United States preserved its rank; four countries 
increased their rank, including Türkiye (up by 12 since 1984), Kenya (up by four since 1985), 
Indonesia (up by three since 1979), and New Zealand (up by two since 1985), and all other 
countries dropped in their rankings. 

Only 7 of the 24 countries have established pilot or demonstration plants (PDPs). These plants 
have small installed capacities, varying from 35 kW (United States) to 3.5 MW (Mexico) before 
they start generating electricity commercially. PDPs, which operate discontinuously without being 
connected to the main power grid are usually established to partially demonstrate the feasibility of 
a technology (Hellsmark et al. 2016).  
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Table 2: Historical development of rankings in geothermal power capacity. 
 

1950 1960 1970 1980 1990 2000 2010 2020 
1 Italy N. Zealand N. Zealand U.S. U.S. U.S. U.S. U.S. 
2 

 
 Italy  Italy  Philippines  Philippines  Philippines  Philippines  Indonesia 

3 
 

 U.S.  U.S.  N. Zealand  Mexico  Mexico  Indonesia  Philippines 
4 

  
 Japan  Japan  Italy  Italy  Mexico  Türkiye 

5 
  

 Russia  Italy  N. Zealand  Indonesia  Italy  N. Zealand 
6 

  
 Iceland  Mexico  Japan  Japan   N. Zealand  Mexico 

7 
  

 China  El Salvador  Indonesia  N. Zealand  Iceland  Italy 
8 

   
 Iceland  El Salvador  Iceland  Japan  Kenya 

9 
   

 Indonesia  Nicaragua  Costa Rica  El Salvador  Iceland 
10 

   
Russia  Kenya  El Salvador  Kenya  Japan 

11 
   

Portugal  Iceland  Nicaragua  Costa Rica  Costa Rica 
12 

   
China  China  Kenya  Russia  El Salvador 

13 
    

 Türkiye  Russia  Türkiye  Nicaragua 
14 

    
 Russia  Guatemala  Nicaragua  Russia 

15 
    

 Portugal  China  N. Guinea  N. Guinea 
15 

     
 Türkiye  Guatemala  Guatemala 

17 
     

 Portugal  China  Germany 
18 

     
 Ethiopia  Portugal  Chile 

19 
      

 Germany  Honduras 
20 

      
 Ethiopia  Portugal 

21 
       

 China 
22 

       
 France 

23 
       

 Croatia 
24 

       
 Ethiopia 

 

Our analysis of installed capacity data showed a relationship, but not a statistically significant one, 
between the year the PDP was established and the time that elapsed between the pilot plant and 
the commercial plant. Those establishment dates and elapsed time periods are 1930 and 30 years 
in the United States, 1959 and 14 years in Mexico, 1904 and 9 years in Italy, 1975 and 9 years in 
Türkiye, 1970 and 7 years in China, 1978 and 1 year in Indonesia, and 1967 and 0 years in Russia. 

The time elapsed between the pilot plant and the commercial plant decreases as the establishment 
dates of the PDPs increases. The relationship represents a kind of learning curve, indicating that 
proficiency in technology usually increases with increased experience. However, five of these 
countries (United States, Indonesia, Türkiye, Mexico, and Italy) are also in the top seven countries 
at present, which may mean that establishing a PDP helped them develop their geothermal installed 
capacities more successfully than others. Another important observation is that no PDP was built 
after 1984, which may be related to the increasing maturation and commercialization of 
geothermal technologies through time. 
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3. Historical pattern analyses 
The ACA and ACC curves are used together to analyze the global historical pattern and historical 
patterns for countries. In each case, the graphs are analyzed by separating them into periods and 
groups. 

2.1 Global ACA and ACC curves 

As seen in Figure 1, as ACA increases, the ACC curve naturally becomes steeper. Based on the 
steepness of ACC and the values of ACA, the world’s historical geothermal capacity developments 
can be separated into 5 periods with different intervals from 1945 to 2020. Period 1 is between 
1945 and 1957 (13 years), Period 2 is between 1958 and 1976 (19 years), Period 3 is between 1977 
and 1991 (15 years), Period 4 is between 1992 and 2002 (11 years), and Period 5 is between 2003 
and 2020 (18 years). Each period is marked by a series of characteristic of ACA peaks separated 
by two major troughs. These periods cover a total of 76 years and vary between 11 and 19 years 
with an average of 15.2 years. A total of 15,443.8 MW capacity was built from 1945 to 2020, and 
an average of 203.2 MW was added annually. 

 
Figure 1: ACC and ACA curves, showing geothermal power development in the world between 1945 and 2020. 

 

Significant data for the five periods are given in Table 3 Only Italy had geothermal power plants 
in Period 1. In this period, Italy increased its installed capacity from 11 MW to 47 MW with an 
annual average growth of 3.6 MW. In Period 2, the number of countries increased to 9 and a total 
of 776.5 MW of new capacity was added. The average annual addition increased to 40.9 MW in 
this period. In the following three periods, which are characterized by three irregular peaks in 
ACA, 94.7% of total installed capacity was made. In Period 3, the number of countries increased 
to 15 and capacity grew to 5,452.7 MW, of which 4,629.2 MW were new additions. The numbers 
of countries and new capacity additions were 18 and 3,321.2 MW in Period 4 and 24 and 6,669.9 
MW in Period 5. Period 5 had the largest total and annual additions. 
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Table 3: Major characteristics of time periods with respect to geothermal growth. 

Periods Additions  
Interval 
Years 

# 
Years 

# 
Countries 

Beginning 
(MW) 

End 
(MW) 

Net Addition 
(MW) 

Annual Average 
Growth (MW) 

1 1945–1957 13 1 11.0 47.0 36.0 3.6 
2 1958–1976 19 9 47.0 823.5 776.5 40.9 
3 1977–1991 15 15 823.5 5,452.7 4,629.2 308.6 
4 1992–2002 11 18 5,452.7 8,773.9 3,321.2 301.9 
5 2003–2020 18 24 8,773.9 15,443.8 6,669.9 370.6 

 

Each period is characterized by separate patterns in ACC and ACA such as the (1) early-stage 
linear development, (2) first acceleration in development, (3) first steady-state linear development, 
(4) second acceleration in development, and (5) second steady-state linear development. The 
average rates of growth of installed capacities are 0.6 and 10.2 MW per year in the first two periods, 
which are the initial stages of geothermal development in the world whereas the most noteworthy 
development in geothermal capacity building occurred in the remaining three periods which had 
average growths of 60.9, 43.7, and 87.8 MW per year.  

The global ACA curve in general correlates well with the 5-year shifted oil-price curve (Figure 2). 
This shows that geothermal power plant investment decisions are made considering the oil prices. 
When oil prices increased, countries tended to substitute domestic energy resources for imported 
oil and gas by supporting investments in local energy resources such as geothermal. Because the 
average time elapsed between investment decision and commencement of power plants is around 
5 years, increases in oil prices are reflected in the ACA curves 5 years later. The high ACA peaks 
in 1976–1991 and 2002–2020 are caused by the 1974 and 1980, and 2008 and 2011 oil crises, 
respectively. 

 
Figure 2: Correlation of global ACA curve with 5-year shifted oil-price curve. 
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The only period when both curves do not correlate is 1991–2002. In this period, while oil prices 
are stable the ACA curve has a significant peak and does not follow a similar pattern. This situation 
may be related to the global increase in international awareness of climate change and sustainable 
development as a result of several international events after 1987 such as  (1) the 1987 release of 
Report of the World Commission on Environment and Development: Our Common Future (UN 
1987); (2) United Nations Conference on Environment and Development (UNCED), informally 
known as the Earth Summit, in Rio de Janeiro, Brazil, in 1992; (3) the establishment of the 
headquarters of the United Nations Framework Convention on Climate Change (UNFCCC) in 
Bonn, Germany, in 1994; (4) first UNFCCC Conference of the Parties (COP 1) in Berlin, 
Germany, in 1995 (5) signing of the Kyoto Protocol in Kyoto, Japan, in 1997; and (6) World 
Summit on Sustainable Development (known as Earth Summit 2002 or Rio+10) in Johannesburg, 
South Africa, in 2002. The Age of Substitutability [substitution of domestic energy sources for 
imported oil (Goeller and Weinberg 1976)], started with oil price shocks in 1973–1974 and 1979–
1980 and continued during the 1986¬1998 stable oil prices period (Ediger 2021; Ediger and Berk 
2018). 

2.2 ACA and ACC analysis of countries 

The top 10 countries, which comprise 93.3% of the world’s total installed capacity are separated 
into four groups based on the availability and characteristics of patterns globally developed in four 
periods (Fig. 3). The remaining 14 countries (6.7%), which are called Group 5, are still in an 
immature stage and have installed capacities of 7–262 MW. As of 2020, Group 1 (the United 
States) has an installed capacity of 3,676 MW, Group 2 (Mexico and Philippines) 963–1928 MW, 
Group 3 (New Zealand, Italy, Iceland, and Japan) 601–1,005 MW, and Group 4 (Indonesia, Kenya, 
and Türkiye) 861–2,131 MW. 
 

 
Figure 3: Selection of group of countries for ACA and ACC analysis of countries. (* Historical pattern analysis 

is conducted based on 2020 installed capacity.) 
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The ACA and ACC graphs of the top 10 countries are shown in Figure 4 and Figure 5. The five 
periods, which were separated on a global level, do not fit exactly with all the countries because 
the global curves are an aggregate of 24 countries and the timing and scales of the periods are 
developed differently in each country because of domestic dynamics. Therefore, the geothermal 
development patterns of each group are analyzed separately to be able to understand whether the 
groups follow a similar pattern.  
 

 
Figure 4: ACC curves for the top 10 countries overlain by global periods: Period 1 (1945–1957), Period 2 (1958–

1976), Period 3 (1977–1991), Period 4 (1991–2002), and Period 5 (2003–2020). 

 

 
Figure 5. ACA curves for the top 10 countries overlain by global periods: Period 1 (1945–1957), Period 2 (1958–

1976), Period 3 (1977–1991), Period 4 (1991–2002), and Period 5 (2003–2020).  
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Each period is characterized by separate patterns in ACC and ACA such as (1) the early-stage 
linear development, (2) the first acceleration in development, (3) the first steady-state linear 
development, (4) the second acceleration in development, and (5) the second steady-state linear 
development. The average rates of growth of installed capacities are 0.6 and 10.2 MW per year in 
the first two periods, which are in the initial stages of geothermal development. However, the most 
noteworthy development in capacity building occurred in the other three periods, where average 
growths were 60.9, 43.7, and 87.8 MW per year.  

Table 4 summarizes the installed capacity data for the top 10 countries. The countries are grouped 
based on development patterns and categorized based on the total additions and the annual average 
addition within the boundaries of the defined periods using the ACA and ACC methods. 

 

Table 4: Summary of installed capacity data for top 10 countries (periods are defined by ACA method and 
groups by ACC method). 

  Period 1st 2nd 3rd 4th 5th Total 

Interval (years) 1945–1957 (13) 1958–1976 (18) 1977–1991 (15) 1992–2002 (11) 2003–2020 (18) 1945–2020 (95) 
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1 United States (1960) 0.0 0.0 330.0 17.4 2,219.3 148.0 266.3 24.2 860.4 47.8 3,676.0 60.3 

2 Philippines (1977) 0.0 0.0 0.0 0.0 888.0 59.2 1,043.0 94.8 -2.9 -0.2 1,928.1 43.8 

Mexico (1973) 0.0 0.0 37.5 2.0 582.5 38.8 223.0 20.3 120.0 6.7 963.0 20.1 

3 New Zealand (1958) 0.0 0.0 192.0 10.1 69.0 4.6 104.4 9.5 639.6 35.5 1,005.0 16.0 

Italy (1913) 47.0 3.6 87.5 4.6 294.0 19.6 356.5 32.4 159.0 8.8 944.0 12.4 

Iceland (1969) 0.0 0.0 3.0 0.2 41.8 2.8 157.2 14.3 553.0 30.7 755.0 14.5 

Japan (1966) 0.0 0.0 60.5 3.2 185.1 12.3 265.6 24.1 89.8 5.0 601.0 11.6 

4 Indonesia (1979) 0.0 0.0 0.0 0.0 140.0 9.3 645.0 58.6 1,345.5 74.8 2,130.5 38.7 

Türkiye (1984) 0.0 0.0 0.0 0.0 21.0 1.4 -3.0 -0.3 1,531.0 85.1 1,549.0 41.9 

Kenya (1985) 0.0 0.0 0.0 0.0 45.0 3.0 13.0 1.2 803.0 44.6 861.0 23.9 

Top 10 47.0 3.6 710.5 37.4 4,485.7 299.0 3,071.0 279.2 6,098.4 338.8 14,412.6 189.6 

Global 47.0 3.6 776.5 40.9 4,629.2 308.6 3,321.2 301.9 6,669.9 370.6 15,443.8 203.2 

 

The five stages are also arranged in a periodical manner except the first one; the acceleration stages 
are followed by steady stages two times in both the top 10 and “global” (i.e., all 24 countries) 
(Figure 6). The average rates of growth increase first from Period 2 to Period 3, and then after a 
slight decrease from Period 3 to Period 4, they increase again from Period 4 to Period 5. The 
difference between the rates of growth of both the top 10 and all 24 countries also increase 
continuously at 0.9%, 1.3%, 3.3%, and 7.5% from Period 2 to Period 5. 
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Figure 6: The average rate of growth in the top 10 and global (all 24 countries). 

 

3.2.1. Group 1: The United States 

Group 1 is represented only by the United States. Because the five complete patterns are developed 
well in the United States, it is used as a model country (Figure 7). The normalized curve of ACA 
in the United States starting from 1961 (the second year after the first operational power plant in 
The Geysers geothermal field in California) can be seen in Figure 8. 
 

 
Figure 7: ACC curve and global patterns for geothermal power plants in the United States (black diamond 1 

identifies the first pattern, black diamond 2 represents the second pattern, black diamond 3 t identifies 
the third pattern, black diamond 4 represents the fourth pattern, and black diamond 5 identifies the fifth 
pattern). 
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Figure 8: ACA curve for geothermal power plants in the United States (first data point corresponds to 1961 for 

the United States). 

 

The United States has the highest installed geothermal power capacity and the highest proven 
geothermal resource potential in the world (DOE 2019). It entered the geothermal market with 11 
MW in 1961(PG&E 2018), 30 years after a PDP was built in the Geysers area (Brophy et al. 2010). 
After 60 years of development, the total installed capacity reached 3,680 MW from 93 power 
plants in 2020 (DOE 2019; Robins et al. 2021). From the end of 2015 through the end of 2019, the 
United States brought seven new geothermal power plants online in California, New Mexico, and 
Nevada, adding 186 MW of nameplate capacity in that period. In the same period, 11 plants were 
retired or classified as nonoperational, subtracting 103 MW of nameplate capacity from U.S. 
capacity (Robins et al. 2021). Finally, geothermal installed capacity has been growing at about 2% 
per year, and it is projected to exceed 3.9 GW by 2022 (DOE 2019). 

All five patterns are well developed in the United States. According to IRENA (2022), between 
2010 and 2019, most of the patents on geothermal technology (106) were filed in the United States; 
only 40 were filed in Japan and 34 in France over the same period. The U.S. government’s support 
of alternative energy sources after the 1973 oil crisis (following an embargo by the Organization 
of the Petroleum Exporting Countries) and the 1978 oil crisis (following the Iranian Revolution) 
has also been important in developing geothermal power in Period 3 (1976–1991). The Energy 
Tax Act of 1978 created the federal investment tax credit, which initially provided tax incentives 
for energy conservation and sources of energy alternatives to oil and gas. The investment tax credit 
was extended at the same level for geothermal for short periods through 1988 and 1989. 

The Energy Policy Act of 1992 originally created the federal production tax credit to offer eligible 
wind plants tax credits in proportion to their electricity output during their first 10 years of 
operation. The credit originally did not include geothermal energy, but the American Jobs Creation 
Act of 2004 made geothermal energy and other qualifying resources eligible for the production tax 
credit for the first 5 years of operation. And the Energy Policy Act of 2005 increased that period 
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to 10 years. The federal programs started in 2004 and 2005 continued to support the geothermal 
power development in the US. After the American Recovery and Reinvestment Act of 2009, 
another period of federal support for geothermal exploration and development occurred. 

 
3.2.2. Group 2: Philippines and Mexico 

Like Group 1 (the United States), Group 2 (Philippines and Mexico) has five complete patterns 
(Figure 9). Philippines (1977) follows the characteristics of the second pattern 6 years later than 
Mexico (1973). Thus, the time series data are normalized by shifting Philippines by 6 years, which 
results in a good correlation for the rest of the patterns. This correlation is also represented well in 
annual capacity additions (Figure 10). 

 
 

 
Figure 9: ACC curves and global patterns in Group 2 (black diamond 1 identifies the first pattern, black 

diamond 2 identifies the second pattern, black diamond 3 identifies the third pattern, black diamond 4 
identifies the fourth pattern, and black diamond 5 identifies the fifth pattern). 
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Figure 10: ACA curves for Group 2 

 

Both countries had their maximum ACA in Period 3 (1976–1991) and Period 4 (1991–2002). In 
Mexico, geothermal power generation started in 1973, when the first units at Cerro Prieto and Los 
Azufres were installed. Though the Cerro Prieto field had 720 MW at its maximum, it now has an 
installed capacity of 570 MW; the Los Azufres field has 270.5 MW capacity; and Los Humeros, 
which came online in 1990, has a capacity of 119.8 MW. Starting with 2002, capacities drop to 10 
MW (Las Tres Virgenes built in 2002) and 35.5 MW (Domo de San Pedro built in 2015) (Bertani 
2016; Lund 2005; Matek 2016; Moya and Rodriguez 2009). The reason for this situation may be 
related to the limited potential of Mexico’s geothermal resources. 

Philippines is the third-largest producer of geothermal power in the world, after the United States 
and Indonesia. It has a total installed capacity of 1,918 MW and provides 1,770 GWh/yr to the 
grid with seven operating geothermal fields (Huttrer 2020). Maibarara Unit 2, which had a capacity 
of 12 MW in 2018, has been the only geothermal power plant established recently (Benito et al. 
2005; Huttrer 2020). 

 
3.2.3. Group 3: New Zealand, Italy, Iceland, and Japan 

Group 3 includes New Zealand (1958), Italy (1950), Iceland (1969), and Japan (1966), which 
follow the characteristics of the first three patterns only; the fourth and fifth patterns did not 
develop in these countries. Therefore, these four countries have completed the early-stage linear 
development and the first acceleration in development, and they are in the steady-state linear 
development, but they have not managed to skip into the second acceleration in development or 
the second steady-state linear development stages. 

Italy follows the characteristics of the second pattern 13 years later than New Zealand. Similarly, 
Japan follows the characteristics of the second pattern 9 years later, and Iceland shows the same 
pattern characteristics 1 year earlier than New Zealand. Thus, the time series data are normalized 
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by shifting the time series data for Italy, Iceland, and Japan relative to New Zealand, which results 
in a good correlation for the first three development patterns (Figure 11 and Figure 12). 

 

 
Figure 11: ACC curve for Group 3 (black diamond 1 identifies the first pattern, black diamond 2 identifies the 

second pattern, and black diamond 3 identifies the third pattern). 

 
Figure 12: ACA curve for Group 3 

 
Since experiencing rapid growth in the previous decade, New Zealand has been in a steady state 
in the geothermal power market since 2015. Two small power plants, which have been recently 
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commissioned or are being constructed, have helped keep the country’s total installed power 
constant. At Kawerau, the 25-MW Te Ahi O Maui plant was put online in September 2018, and at 
Ngāwha, a 31.5-MW plant is in the early construction phase (Lund 2004; NZGA 2019; Thain 
1998). An addition of 32 MW of an expansion project Ngāwha did not come online by the end of 
2020 as expected (ThinkGeoEnergy 2021). The Te Ahi O Maui and Ngāwha plants together 
produced 7,474 GWh/yr electricity by the end of 2019 (NZGA 2019), or about 18% of the national 
electricity in a system increasingly dominated by renewable generation (Huttrer 2020).  

Although it has been increasing its installed power capacity to some extent recently, Italy is still 
in the first steady-state linear development stage. All its capacity (915.5 MW) is from two 
historical areas of Larderello-Travale (86.8%) and Mount Amiata (13.2%) locatedin Tuscany. 
Several old units have already been decommissioned and replaced with new ones—including a 
two-unit power plant at Bagnore 4, Gruppo Binario Bagnore 3 (1 MW), which is the first binary 
power plant in Italy, and Cornia 2, which is the first hybrid project with a biomass heater—
increasing the output power from 12 MW to 17 MW (Bertani 2016; Hossain et al. 2020). The total 
installed capacity reached 935.5 MW after the 20 MW Monterotondo 2 plant came online in 2020 
(Huttrer 2020). Recently, the gross electricity generated by 37 geothermal power plants in Italy 
reached 5,700 GWh, a new record (Huttrer 2020). 

Japan reached its first steady-state linear development stage at lower levels than the three other 
countries in this group. Although the number of geothermal power plants increased from 20 to 69 
between 2000 and 2018, most of these newer plants were quite small, ranging from 100 kW to 5 
MW and leading to a total capacity increase of 24.4 MW. In the same period, several old and 
inefficient geothermal power plants were decommissioned, which resulted in a decrease in 
operational capacity of 68.2 MW. In 2019, construction of two larger power plants began at 
Wasabizawa (46.2 MW) and Matsuo-Hachimantai (7.5 MW), which boosted the existing capacity 
of 601 MW by 53.7 MW (ThinkGeoEnergy 2021).  

Iceland is at the beginning of its first steady-state linear development stage. The country, which 
entered the geothermal sector in 1969 with a 3-MW Bjarnarflag geothermal power plant in the 
Lake Mývatn area, extended its capacity to 755 MW in 2020 (Huttrer 2020). This power plant is 
still producing steam for district heating, electricity, and water for the geothermal spa on Lake 
Mývatn (Bertani 2016; Lund 2005; Matek 2016). In 2016, Iceland reached 100% of renewables in 
the power sector, including 75% from hydropower and 25% from geothermal energy, and it is now 
producing 5,960 GWh of electricity from Hellisheidi (303 MW), Reykjanes (150 MW), Nesjavellir 
(120 MW), Húsavík (90 MW), Svartsengi (76.5 MW), Krafla (60 MW), and Bjarnarflag (3 MW) 
(Bertani 2016; Matek 2016; Mikhaylov 2020). 

3.2.4. Group 4: Indonesia, Türkiye, and Kenya 

Group 4 includes Indonesia (1979), Türkiye (1984), and Kenya (1985), which have completed the 
early-stage linear development and the first acceleration in development, but they never entered 
the steady-state linear development, the second acceleration in development, or the second steady-
state linear development stages. However, Indonesia follows the characteristics of Türkiye and 
Kenya 13 years later than them. These countries are among the fastest-growing geothermal power 
sectors in the world increasing their ranks up by 12 in Türkiye, up by 4 in Kenya, and up by 3 in 
Indonesia from 2000 to 2020. They are also in the top 10 countries in terms of installed capacities; 
Indonesia is second, Türkiye is fourth, and Kenya is eighth (Figure 13 and Figure 14). 
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Figure 13: ACC curve for Group 4 (black diamond 1 identifies the first pattern, and black diamond 2 identifies 

the second pattern). 

 
Figure 14: ACA curve for Group 4. 

 
The fast growth of geothermal power sector appears to continue in the Group 4 countries. For 
instance, Indonesia’s current installed geothermal power capacity is 2.13 GW, and the government 
has ambitious plans for 6.50 GW of total geothermal development by 2025 (Mansoer and Idral 
2015; Poernomo et al. 2015). Of these three countries, Indonesia entered the geothermal power 
industry in 1979 with a 30-MW power plant and it reached 2,130.5 MW of capacity in 2020. 

In Türkiye, the first geothermal power plant with a capacity of 17.4 MW was installed in 1984. 
Between 1984 and 2008, the geothermal power market in Türkiye followed a steady-state 
development pattern by adding only 12.6 MW until 2008 (Gokcen et al. 2004). After this, 
geothermal development accelerated with the implementation of a renewable energy law in 2010, 
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which targets increasing the share of renewables up to 30% of the energy mix by 2023 (MENR 
2010). This law provided for a feed-in tariff with a 10-year purchase guarantee and bonus payments 
for domestic hardware components made in Türkiye to support and boost the national 
manufacturing sector (MENR 2010). Also, as a result of exploration studies of geothermal 
potential, which started in 2005, the thermal potential increased to 1,900 MWt and the electricity 
generation potential increased to 5,000 MWe at the end of 2018 (MTA 2022). These efforts have 
made Türkiye the fastest-growing market in the world. The total installed capacity of Türkiye grew 
to 1,549 MW by the end of 2020, and 70 MW of capacity was added in 2021 (Enerji Atlasi 2021; 
Enerji Atlasi 2020; Huttrer 2020). The feed-in tariff, which is applied to geothermal power plants, 
was revised in 2021 with a lower tariff until December 2025; however, that did not slow the growth 
of the geothermal market.  

Another fast-growing country is Kenya, which reached 861 MW of installed geothermal power 
capacity in 2020 by adding 198 MW of extra capacity in the last 2 years (Bertani 2016; Matek 
2016; Think GeoEnergy 2020; Yee 2018). Kenya is currently in a very ambitious phase of 
development, with an aggressive construction pipeline of new projects in several geothermal 
resource areas to exploit its 10 GWe of potential (Matek 2016). 

3.2.5. Group 5: Other countries 

Group 5 includes 14 other countries, which do not have sufficient historical development to be 
involved in pattern analysis. These countries have installed capacities ranging between 7 MW and 
262 MW. They established their first geothermal power plants between 1967 and 2018: Russia in 
1967 (Svalova and Povarov 2015; Svalova 2012), El Salvador in 1975 (Bertani 2016; Matek 2016; 
Reyes 2012), China in 1977 (Huang Y. 2015; Zhu et al. 2015), Portugal in 1980 (Nunes et. al., 
2019), Nicaragua in 1983 (Akar et al. 2018; Bertani 2016; Matek 2016; Zuniga and Medina 2000), 
Costa Rica in 1994 (Moya and Rodriguez 2009), Ethiopia in 1998 (MWIE 2015), Guatemala in 
2000 (Asturias and Grajeda 2010), Papua New Guinea in 2003 (Booth and Bixley 2005), Germany 
in 2003 (Schellschmidt et al. 2010), France in 2011 (Boissavy et al. 2019), Chile in 2017 (Van 
Campen et al. 2016), Honduras in 2017 (Fercho et al. 2017), and Croatia in 2018 (Zivković et al. 
2019). 

Group 5 countries are using geothermal energy to generate electricity in smaller amounts than the 
countries in other groups, but they use their thermal resources for district or space heating, 
agriculture, aquaculture, and light industrial purposes. For example, China is not a significant 
player in the geothermal electricity market, but it ranks first in geothermal direct use (Lund and 
Toth 2021). 

Slower rates of development in geothermal power for Group 5 countries could be related to limited 
geothermal resources or access to it; geothermal-specific policies, laws, rules, and regulations in 
some countries; and bureaucratic delays that increase the time, cost and risk in exploration, land 
access, mitigation of local property, environmental, spiritual, and other barriers. The slower rates 
could also be related to the competition from other renewable power technologies, such as wind 
and solar, to shorter pay-out periods, or to lower costs per kilowatt-hour. The latter can stretch the 
time needed to complete geothermal projects out to multiple years (6–8 years) as compared to the 
single year or even several months typically required to build and operate wind and solar 
generating stations. 
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4. Discussions and Conclusions  
 
This study analyzes the historical patterns of geothermal power capacity in the world and in 
individual countries to be able to answer three main research questions: Are there some common 
patterns of geothermal power plant development in the world? Can countries be classified into 
subgroups based on these patterns? What are the factors affecting the patterns? The study aims to 
investigate the ideal global geothermal development pattern by examining the annual cumulative 
capacity (ACC) and the annual capacity addition (ACA) graphs of the historical development of 
geothermal power capacity in 24 countries. First, the global patterns are analyzed using these 
graphs in five periods (1945–1957, 1958–1976, 1977–1991, 1992–2002, and 2003–2020) that are 
marked by a series of characteristics of ACA peaks separated by two major troughs. Then, the 
patterns developed globally in each period are investigated in individual countries. As a result of 
this study, four conclusions are reached. 
 
Firstly, although it is not statistically significant, a noteworthy relationship exists between the 
establishment dates of the pilot or demonstration plants (PDPs) and the time elapsed between the 
PDPs and commercial plants in seven countries, of which five (United States, Indonesia, Türkiye, 
Mexico, Italy) are in top seven countries in terms of installed geothermal capacity. As PDP 
establishment dates increase, the time elapsed between the pilot plants and commercial plants 
decreases. This may be because (1) increasing proficiency with technology—with increased 
experience—and (2) establishing a PDP helped the country develop its capacities more 
successfully than other countries. On the other hand, the fact that no PDP was built after 1978 may 
be due to the increasing maturation and commercialization of geothermal technologies through 
time. 
 
Secondly, the five periods of the historical development of power plants at the global level are 
“early-stage linear development”, “first period of acceleration in development”, “first steady-state 
linear development”, “second period of acceleration in development”, and “second steady-state 
linear development pattern”. The first two patterns are considered initial stages of global 
geothermal development whereas the most noteworthy development in geothermal capacity 
building occurred in the remaining three patterns in the world.  
 
Thirdly, a strong positive relationship of global ACA curves with the 5-year shifted oil-price curve 
shows that geothermal power plant investment decisions are made considering oil prices: when oil 
prices increase, countries tend to substitute domestic geothermal resources for imported oil and 
gas by supporting investments. Because the average time elapsed between investment decision and 
commencement of power plants is around 5 years, increases in oil prices are reflected in the ACA 
curves 5 years later. The only exception, which occurs during the 1992–2002 ACC peak period 
and the 1986–1998 stable oil prices period, may be related to a remarkable increase in international 
awareness of climate change all over the world as a result of several international events between 
1992 and 2002. Therefore, mainly two motivations influence the global geothermal power 
development: (1) increasing oil prices and (2) increasing awareness of global climate change. The 
first motivation causes policymakers to implement policies aimed at supporting domestic energy 
resources to decrease energy import dependency. The second motivation leads policymakers to 
apply policies targeting the availability of large amounts of capital. 
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Fourthly, the global patterns are reflected in individual countries to varying degrees depending on 
their specific conditions. The top 10 countries in terms of installed capacities are separated into 
four groups based on the availability and characteristics of patterns developed globally in the five 
periods. Group 1 is represented only by the United States (the first test or commercial plant in 
1960), which has the five complete patterns developed. All five patterns are developed in the 
United States, which is a result of its success in developing geothermal power capacity and 
technology as well as the U.S. government’s policies and support. Group 2, which consists of 
Philippines (1977) and Mexico (1973), has also five complete patterns but at much lower levels 
than the United States, possibly because of limited geothermal resources or access to it. Group 3 
includes New Zealand (1958), Italy (1950), Iceland (1969), and Japan (1966), which follow the 
characteristics of only the first three patterns: early-stage linear development, the first acceleration 
in development, and the first steady-state linear development. This may be because of the limited 
potential of the country’s geothermal resources, which does not help attract investors. Group 4 
includes Indonesia (1979), Türkiye (1984), and Kenya (1985), which have completed only the 
early-stage linear development and the first acceleration in development. These countries are not 
only among the fastest growing geothermal power sectors in the world—having increased their 
ranks up by 12 in Türkiye, up by 4 in Kenya, and up by 3 in Indonesia from 2000 to 2020—but 
they are also in top 10 countries in terms of installed capacities. Although these countries are 
latecomers to the geothermal industry, they are applying very aggressive policies to build capacity. 
Finally, Group 5 includes 14 other countries that lack sufficient historical development to be 
involved in pattern analysis. These countries have capacities ranging between 7 MW and 262 MW, 
which were installed between 1967 and 2018. The slow rate of development in geothermal power 
in this group is related to limited geothermal resources or access to it; a lack of sound policies, 
including legal and physical infrastructure; and heavy bureaucracy. The slow rate could also be 
related to competition with other renewable power technologies such as wind and solar. 
Overall, geothermal power in the world is in its third stage of development (Figure 15). The early 
stage was between 1913 and 1957, and the period between 1958 and 1976 can be considered a 
transitional stage. The real development stage started in 1977 during the Age of Substitutability 
(Goeller and Weinberg 1976) when countries tended to substitute domestic energy resources for 
imported oil and gas by supporting investments in local energy resources such as geothermal. The 
development stage, which is marked by three distinctive peaks separated by troughs, is continuing 
though at a declining pace (Fig. 6). In the near future, the fourth development peak may be 
expected to occur after this trough in a business-as-usual case.  
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Figure 15: History of geothermal power in the world, 1913–2020. 

 
For how long the development stage will continue will largely depend on the available resource 
and technological innovations. However, given the increase in global awareness of sustainable 
development, global climate change, and recent international events—including the adoption of 
SDGs by UN Member States, the adoption of the Paris Agreement, and the establishment of new 
programs in some countries (e.g., the European Green Deal of 2019)—the geothermal power 
industry can be expected to show performance better than that seen in a business-as-usual case. 
Alternative business models for geothermal energy include its more sustainable exploitation such 
as hybrid heat and power systems such as hybrid geothermal-solar thermal power plants, combined 
heat and power projects, hybrid revenue streams such as mineral extraction for lithium and rare 
earth elements, utilization of deep thermal energy storage, and hydrogen production using 
geothermal energy through electrolysis. 
 
The biggest barrier to the development of the global geothermal power market is the risk associated 
with exploration and drilling. If risk mitigation systems (e.g., risk insurance) or risk mitigation 
funds are employed, the growth of geothermal power production projects could accelerate (Robins 
et al. 2021). Such power-focused risk mitigation systems already exist in countries like Türkiye, 
Indonesia, Kenya, and in Latin America. Risk insurance funds for projects also exist in some 
European countries like France, Germany, Iceland, the Netherlands, and Switzerland. In addition 
to risk mitigation systems, feed-in tariffs, exploration subsidies, production tax credits, and other 
incentives could also accelerate geothermal deployment (Robins et al. 2021). Other tools for 
mitigating risk in geothermal development include grants, loans, public and private insurance, 
public financing, public and private partnership, and direct government investment. 
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The growth of geothermal power production highly depends on its levelized cost of electricity, 
which, is lower than coal and gas peaking plants but higher than utility-scale solar PV, utility-scale 
wind, and combined-cycle gas plants. However, geothermal power plants offer several non-cost 
advantages such as 24-hour continuous electricity production, dispatchability, minimum CO2 
emissions, and a small development footprint. Therefore, geothermal energy plays a significant 
role in ongoing energy transition. 
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ABSTRACT 
The Electricité de Djibouti (EDD) has been leading the Djibouti national geothermal exploration 
program since 2013 in the Asal Rift region, on the site of the Fialé crater. Thanks to funding 
from the African Development Bank, the World Bank with GEF and ESMAP, the French 
Development Agency, the OPEC Fund for International Development, the Government of 
Djibouti and EDD. The project has three directional drillings in the Asal rift (vertical depth 2300 
meters to 2500 meters) including two potential production wells with Fialé 1 and Fialé 2. 

The geothermal system is characterized by a shallow reservoir between 500 meters and 700 
meters marked by a temperature of 190°-200°C.  An intermediate cold zone at 1200-1400 meters 
with moderate permeability, fluid temperatures as low as 75oC, and alteration minerology 
indicating historical temperatures >200oC.  And a deep reservoir system from 2000 meters in 
which temperature reaches nearly 350°C. While the intermediate cold zone was encountered in 
previous Asal wells outside Fiale Caldera, the pre-drilling conceptual model prepared by the 
previous developer assumed the caldera formed a boundary to exclude the cold fluid infiltration 
within the target area.  The injectivity tests as well as the production tests carried out on the 
intermediate (injection only) and deep (injection and production) reservoirs indicate that the 
transmissivities of the Fialé 1 and Fialé 2 boreholes are medium to low and that their productivity 
belongs to the commercial category of geothermal boreholes. 

A feasibility study completed in 2022 developed a 3D numerical simulation of the Fialé 
geothermal field, which provided the potential capacities of the reservoir, allowing to propose 
the best technologies for the development of the geothermal power plant and to carry out the 
technical and economic evaluations of the exploitation. The Fialé geothermal project carried out 
by EDD opens up new perspectives for the Republic of Djibouti in terms of electricity production 
based on clean and renewable energy. 

 

1. Introduction 
Geothermal prospecting has been ongoing in the Republic of Djibouti for several decades, 
particularly in the Asal Rift region. The objective of developing the country's renewable 
geothermal resources is included in all the country's development programs in order to meet the 
needs of the various sectors but also seek to reduce the cost of electricity through domestic 
production. 

Since the end of 2000, Djibouti has relaunched its geothermal exploration program in the Asal 
Rift and entrusted its supervision to the Electricity of Djibouti. Such an exploration program on 
the Fialé site based on deep directional drilling benefited from the financial support of the 290
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African Development Bank, the World Bank with GEF and ESMAP, the French Development 
Agency, the OPEC Fund for International Development, the Government of Djibouti and EDD. 

The purpose of this article is to present the main results obtained from three boreholes with a 
vertical depth of about 2500 meters. The project successfully produced Fialé 1 and Fialé 2 
boreholes, demonstrating the capabilities of the deep reservoir. It also made it possible to carry 
out injectivity tests on the intermediate reservoir at medium depth. A power generation 
feasibility study was recently completed, which defined the components of the second phase of 
geothermal development and provided recommendations for the next steps of exploration and 
development in Fialé. 

2. Brief History of the Project 
The Asal rift region corresponds to an emerged rift that has long attracted interest in geothermal 
exploitation given its geological structure and the numerous hydrothermal manifestations 
demonstrating the existence of a heat source (BRGM 1970; Stieljes 1973). The first explorations 
of the 70s led to the realization of two first boreholes in the Asal rift. This exploration revealed 
a shallow reservoir (700 meters) at a temperature of 130°C as well as a deeper reservoir at 1050 
meters at 250°C (BRGM 1975) within the two drilled wells. A series of production tests were 
conducted on the deeper reservoir, which were interrupted due to silica-dominated deposits in 
the borehole. 

This phase is followed by numerous surface studies which led to the execution of four boreholes 
located from the south-east of the rift towards its central part near Fialé (AQUATER 1989). The 
Asal 3 borehole, located near the old boreholes, produced a high flow rate, but was accompanied 
by high mineralization causing polymetallic sulphide scaling in the casing as well as a reduction 
in reservoir pressure over a relatively short period of time.  

A new geophysical campaign applying magneto-telluric methods and combining them with 
previous geophysical data continued geothermal prospecting at Asal; it covers almost the entire 
surface of the rift. The study shows the interest of exploring the Fialé zone or the collapsed crater 
of Fialé, which represents the central part of the rift system in the extension of the Ardoukoba 
volcano (figure 1). 

The exploration of this geothermal area is managed by Electricité de Djibouti, EDD. This multi-
donor project comprising the African Development Bank, the World Bank with the GEF and 
ESMAP, the French Development Agency, the OPEC Fund for International Development as 
well as the Government of Djibouti, initiated in 2013 allowed the construction of three deep 
directional boreholes. Drilling operations are carried out by Iceland Drilling Company and the 
geothermal supervision is provided by GEOLOGICA. The project demonstrates the existence 
of the intermediate reservoir of medium enthalpy as well as the deep reservoir at 2000 meters 
of high enthalpy. 

3. The Geologic Contest of the Asal Rift 
The Asal rift is located between Lake Asal to the northwest (-150 meters below sea level) and 
Goubhet-al-Kharab to the southeast. It is 12 kilometers long and 10 kilometers wide. 

In the Afar depression this zone is one of the most active, with Erta Ale, on the volcano-tectonic 
level and shows an almost permanent seismic activity. This activity is linked to the expansion 
of the tectonic plates, Arabia-Nubia-Somalia, for which many geodynamic models have been 
proposed. The horizontal displacements of N045 orientation and vertical movements have been 
demonstrated by monitoring a geodetic network (TARANTOLA et al. 1980). Several 
deformation models were proposed for the Afar depression (Magnighetti 1993; Geoffroy 2014). 
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The central part of the rift is marked by the presence of recent basalts. The Egereleyta mountain 
made up of stratoid rhyolites is on the Southern side and the Northern part is occupied by stratoid 
basalts. According to the geological sections of the geothermal boreholes ASAL1 - ASAL6, one 
can recognize the thickness of the volcanic formations of Asal, the stratoid basalts and the basalts 
of Dalha (BRGM 1975, 1993; AQUATER 1989; ZAN et al. 1990). On the ASAL3 borehole, 
the recent ASAL formations, basalts and hyaloclastites, occupy the first 300 meters. Stratoid 
formations, rhyolites in the upper part and basalts and trachy-basalts in the lower part, go down 
to 900 meters. The transition from the stratoid basalts to the Dalha basalts is marked by a grey 
clay level of several meters. 

An important network of fractures, which main direction is N130-140, affects the recent basaltic 
formations of the internal floor and the external floor (800 my). The geometry of the rift is 
asymmetrical from NE to SW. The collapse ditch is located in the northern part of the rift. 
Another NS-oriented fracture direction affects the rift but remains discreet, often covered by 
recent flows. 

 

Figure 1. Location map of the Fialé site in the Asal rift (Djibouti) 

Two types of faults are observed. Some are very long with vertical throw of several hundred 
meters delimiting panels, to which faults of shorter lengths are associated. These faults 
determine the relief and aspect of the stair-step rift. The others appear mainly in the central ditch 
and correspond to open cracks and fissures measuring several hundred meters in length. Given 
the seismotectonic activity of this narrow zone, on a geological scale, these faults undergo a 
major reactivation, the most recent of which was in 1978. The modelling of this 
geomorphological unit has shown that it is the dislocation of an ancient volcano Fialé along the 
major faults observed in the field (De Chabalier 1994). 
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4. Geologic Results of The Three Deep Boreholes 
The objective of the geothermal exploration project targets the axial zone of the rift as well as 
its major NW-SE tectonic faults on the basis of geological knowledge received from previous 
explorations and new geophysical studies. The first directional drilling is oriented northeast of 
the central part of the rift (azimuth N045) and reaches a vertical depth of 2482 meters (2743 m 
MD). The second borehole crosses the Fialé crater towards the southwest (azimuth N212) with a 
maximum depth of 2246 meters (2705m MD) and joins the southern flank of the Fialé crater. 
The third borehole is directed to the southwest also from the same platform as the first borehole 
(azimuth N224) with a vertical depth of 2409 meters (2660 m MD) (GEOLOGICA 2022). 

The lithological analysis shows a good match with the descriptions of the vertical borehole Asal 
5 located 840 meters from the Fialé 1 borehole but reached the upper part of the Mabla series 
(figure 2). 

The Asal volcanic series is formed by porphyritic basalts with phenocrysts of plagioclase and 
pyroxene. We can distinguish scoriaceous levels as well as very wide caverns. Calcite is often 
observed in the vesicles of basalts. The formation is very oxidized and the secondary minerals 
are composed of opal, calcite, limonite as well as gray clays. 

 

 

Figure 2. Projection of geological data from boreholes on a SW-NE section 293
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The stratoïd series are represented by a formation ranging from pale gray to dark gray. The rock 
is fine and corresponds to a porphyritic trachyte with sanidine and plagioclase phenocrysts. 
Some levels are marked by massive or vacuolar rocks, sometimes with tuffs. There is also 
cracking of the rock related to tectonics or shrinkage cracks. In general, the unit is more or less 
altered with secondary minerals formed by epidote, veins of quartz and pyrite, calcite as well as 
green to brown clays. 

The Dalha formation consists of basalts and trachytes. Fine to medium-fine basalts are pale 
green and dark gray. They are vacuolar, fractured and rather weathered. Secondary minerals are 
actinolite, epidote, pyrite and quartz veins as well as gray to brown clay. The trachytes are pale 
gray in color. They are porphyritic with potassium plagioclase. Mafic minerals stand out in the 
rock matrix. The rock is moderately altered with many veins of secondary minerals represented 
by epidote, calcite, pyrite as well as gray to brown clays. 

The Mabla acid series is divided into rhyolite and trachyte. Light gray to white rhyolite is very 
fine to fine. The texture varies from porphyritic to plagioclase and numerous quartz phenocrysts 
to aphanitic. The unit is moderately altered with silicified levels. Secondary minerals are 
epidote, pyrite veins, and greyish clays. Trachytes are dark gray, porphyritic with K-feldspars, 
plagioclases and quartz phenocrysts. In the rock matrix there are many quartz and mafic minerals. 
The rock is moderately weathered and few secondary mineral veins of epidote, pyrite and gray 
clay. 

 

 
Figure 3. Geological sections of the three boreholes and the alteration minerals 

The stratigraphic correlations are very comparable on Asal 5 and Fialé 1 but offsets and 
variations in thickness appear on the other boreholes, in particular on the stratoïd and Dalha 
series (figure 3). The recent volcanic series of Asal is relatively homogeneous on all the 
boreholes and its thickness varies from 400 to 500 meters. The thickness of the stratoïd series is 
between 600 and 700 meters but would exceed 1000 meters on Fialé 3 where its base is thus 
several hundred meters lower. The thickness of the Dalha from 500 to 600 meters on Asal 5 and 
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Fialé 1 is reduced between 200 and 300 meters on the other two boreholes. The layer of gray 
clay marker of the contact between the stratoïd series and the Dalha recognized on the drillings 
at Asal 1 could not be identified in the central part of Asal. The contact between the Mabla series 
and Dalha is shifted 300 meters towards the surface on Fialé 2 while the Dalha and stratoïd 
contact drops 400 meters on Fialé 3. The combined effects of lateral variations, paleo-reliefs 
and the fault throws should explain these differences. 

5. Identification of Geothermal Reservoirs 
The origin of the permeability of volcanic environments is variable depending on the nature of 
the volcanic rock. It exists because of the interstices connected in the scoria, the shrinkage cracks 
of the lava and the contacts between the flows. Alteration and hydrothermal phenomena tend to 
reduce the permeability of volcanic rocks while tectonic activities with fault movements improve 
it (Jalludin and Razack 2004). Indications of partial circulation losses revealing permeable zones 
were noted mainly at the bottom of the Fialé 1 borehole in the Mabla rhyolite series. On the Fialé 
2 borehole, these indications are located from the contact of the stratoïd series with the recent 
basalts and at the base up to the Dalha basalts. Finally, partial circulation losses appear in the 
Mabla series. In the Fialé 3 borehole, only the deep part in the Mabla rhyolites indicates some 
partial circulation losses. It should be noted that this information does not fully reflect the 
permeability distribution over the boreholes due to drilling with mud. 

The temperature profiles of the three boreholes located in the Fialé caldera area reveal an 
intermediate reservoir at medium depth around 500 to 800 meters and a second deep reservoir 
from 1900 meters. These two reservoir zones are separated by a cold part which is distinguished 
by the temperature inversion and which seems to be located at the height of the contact zone 
between the stratoïd and Dalha volcanic series. This drops to a minimum temperature of 75°C 
between 1200 and 1400 meters deep. The intermediate reservoir is located at the contact of the 
recent volcanic series of Asal and the underlying series of stratoïd basalts. The temperatures 
measured cover between 175°C and 220°C. The deep reservoir appears in the Mabla acid rock 
series, the oldest volcanic series recognized during this exploration. According to the measured 
temperature profiles, the reservoir exceeds 300°C. These results are quite comparable to those 
obtained on the Asal 5 borehole during the 1987 drilling campaign (AQUATER 1989). 

In support of these results, between the new boreholes in the Fialé caldera and the Asal 5 
borehole outside the caldera and located nearly one kilometre northwest of Fialé 1, the 
geothermal structure is similar and the cold zone appears continuous. On Asal 5 the cold zone 
is located nearly 300 meters above the caldera boreholes. The latter should be explained by the 
infiltration of cold sea water from Goubhet bay located southeast. In addition, it is noted that the 
Asal 4 borehole beyond the major southern fault of the central part of the rift is not affected by 
these cold marine water intrusions. Therefore, the cold zone should be extended between this 
major fault and the small rift between the Southwest and the Northeast, and should reach as far 
as the area of lake Asal known with the numerous marine springs. 

The assemblage of alteration minerals first shows smectite which appears in the superficial part 
of the boreholes between 100 and 600 meters deep. The recognition of this weathering mineral, 
smectite, is essential in the constitution of geothermal reservoirs which require impermeable 
clay layers allowing the retention of heat. The analysis of alteration minerals also indicates that 
epidote begins to appear from 750 meters deep and actinolite from 1200 meters deep. These 
high-temperature indicator alteration minerals are typically found in the cold zone that is 
intersected in the boreholes. These are now only relics and reveal that there was a high enthalpy 
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geothermal reservoir in the past which was replaced by cold seawater intrusions later. This must 
have occurred during major volcano-tectonic events in the axial part of the Asal Rift. 

 
Figure 4. Temperature profiles of the three boreholes at Fialé 

6. Properties of the Fialé Geothermal Reservoirs 
In order to study the thermal and hydrodynamic properties of the intermediate and the deep 
reservoirs, different tests were conducted on these two reservoirs. Injectivity tests were carried 
out on the intermediate reservoir in boreholes F2 and F3. Similarly, injectivity tests were carried 
out on all three boreholes for the study of the deep reservoir. Finally, the deep reservoir was 
successfully produced from boreholes F1 and F2, thus enabling its characteristics to be analysed. 

6.1 Injectivity tests in the intermediate reservoir 
Based on data from previous drilling indicating the existence of a reservoir at medium depth, 
the Fialé drilling program included the performance of injection tests in the intermediate 
reservoir, since production tests were not viable for safety and well control reasons, based the 
final well design selected for the project. 
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The injection test on the Fialé 2 borehole applied the following flow rates: 22 l/s, 28.5 l/s, 3.4 
l/s (figure 5). At the end of the injection, a pressure fall-off test was carried out. The injectivity 
rate obtained is 3.3 kg/s/bar. The analysis of the temperature profiles reveals the permeable 
zones by the inflections caused by the penetration of the cold fluid. Thus, there are permeabilities 
at 533 meters, 570 meters and 724 meters, some of which have already been noted from 
circulation losses during drilling operations. 
 

 
Figure 5. Injection test. Intermediate reservoir F2 

The semi-logarithmic method was used for the pressure fall-off data (Figure 6). The method 
gives a kh coefficient of 2.85 darcy-meters. 

On borehole F3, a first injection test was carried out to study the permeability up to 743 mMD 
(figure 7). However, a second injection test was performed just after the recognition of a new 
more significant permeable zone at 845 mMD. The first test indicates an injectivity rate of 0.1 
l/s/bar with a kh of 0.003 darcy-meter which indicates a zone of very low permeability. The 
second injection test indicates a more permeable zone with an injectivity rate of 1.0 l/s/bar and a 
kh of 0.61 darcy-meter, determined by the fall-off test. Compared to borehole F2, these 
permeable zones remain weaker. 

6.2 Injectivity tests in the deep reservoir 
At the end of each drilling, an injectivity test was carried out in order to evaluate, in particular, 
the injectivity rate, the permeable zones, and the transmissivity, which is the product of the 
permeability by the thickness. 

On borehole F1, several injection rates were executed: 19 l/s, 15.8 l/s and 11.8 l/s (Figure 8). 
According to the bottom pressure measurements of the borehole and at the top of the borehole, 
the injectivity rate obtained is respectively 0.6 l/s/bar and 0.47 l/s/bar. According to the 
temperature profiles, the injected fluid is captured at 1206 mMD and below 1800 mMD. The 
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analysis of the pressure fall-off measured at 1188 mMD as a function of time, after the different 
injection levels allowed the transmissivity kh calculation, between 2.1 and 4.6 darcy-meters. 

At the end of drilling F2, the injectivity test applied the following flow rates 3.5 l/s, 9.3 l/s, 27 
l/s and 33.8 l/s. The injectivity index is estimated at 2-3 kg/s/bar. Under the effect of the injection 
of cold water into the volcanic formations, the temperature profiles indicate several zones of 
permeability 1928 m, 2002 m and 2053 m. 

 

 
Figure 6. F2. Fall-off test on the intermediate reservoir 

 

 
Figure 7. Injection test. Intermediate reservoir F3 

In the case of borehole F3, rates of 14.4 l/s, 19.4 l/s and 25.9 l/s were injected. The permeability 
seems relatively low with an injectivity index of 0.5 kh/s/bar. From the last flow of 26.5 kg/s the 
transmissivity was evaluated at 0.22 darcy-meters. Simulations were conducted based on the 
simple model and the composite model and it clearly appears that the composite 
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model fits best on the pressure decreases in borehole F3 noted during the fall-off test. In view 
of the various data, the most permeable zone is located at 2350 mMD and lower permeabilities 
at 2100 mMD, 2567-2585 mMD and 2625 mMD. 
 

 
Figure 8. F1. Deep Reservoir Injection Test 

6.3 Production tests on the deep reservoir 
In order to stimulate the production of borehole F1, the air cap pressurization method was used 
(Figure 9). The lowering of the water level in the borehole had to bring the water level back to 
the hot part of the reservoir below the cold zone, which required more than 140 bar of pressure 
over a period of three days. F1 started producing showing that the stimulation method was 
successful. F1 has demonstrated that the deep reservoir can sustain high-enthalpy geothermal 
fluid production. 
The production tests of Fialé 1 borehole lasted five days. Despite the four planned steps only 
steps three and four showed steady flow rates. The third rate has an average steam flow of 16 
t/h with a wellhead pressure WHP of 9.5 bar, an enthalpy of 1240 kJ/kg and a total flow of 45 
t/h. Stage four has an average steam flow of 19 t/h, a WHP of 5.3 bar, an enthalpy of 1640 kJ/kg 
and a total flow of 34 t/h. 
The temperature profiles in static conditions in September and then those before the production 
tests show that the temperatures have not yet stabilized and continued to change, particularly at 
the level of the deep reservoir (Figure 10). In the permeable zone of the deep reservoir, the 
temperature covers between 290°C and more than 350°C on the profiles produced. The 
temperature profile in dynamic condition shows 225°C at the wellhead and 303°C at the bottom 
of F1. The detailed analysis of the permeable zones indicates that the temperature of the reservoir 
varies with the depth from 230°C to 340°C and that the permeable zones are at 1975 mMD, 
2190 mMD, 2345 mMD and 2475 mMD. 
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Figure 9. F1 production test 

The pressure profiles performed under dynamic conditions during this multiple flow rate test do 
not reveal a level of boiling from a liquid phase (flash). The profiles rather indicate that there is 
boiling in the borehole throughout its depth from a reservoir where the vapor phase would be 
dominant or a combination of the two phases because anyhow a continuous liquid flow was 
measured throughout the production tests (Figure 10). 
 

 
Figure 10. Profile of pressures and temperatures F1 
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The brine flow rate at the separator outlet was estimated from standard weir equations. These 
data combined with the calculation of the total flow according to the James method gave a vapor 
rate of 0.43. However, the modelling of the temperature and the pressure in the borehole 
indicated that the F1 borehole is characterized with a vapor rate of 0.885. Thus, the pressures of 
5.9 bar and 20.7 bar at the wellhead would correspond respectively to higher total flow rates of 
48 t/h and 142 t/h. The pressure build-up interpretation estimated the product of the permeability 
by the thickness kh 0.5 darcy-meter (figure 11). 

The first production stimulation of F2 was successful using the pressurization method. However, 
this production lasted only one hour due to a blockage at 2050 mMD. Clean-up operations were 
carried out to remove the blockage and equip the bottom of the borehole with 4.5-inch screens 
in order to stabilize the well on this section known to be the producing zone of the borehole. The 
second stimulation enabled then a long-term production test over a period of 21 days (Figures 
12 and 13). A new obstruction at 2095 mMD was noted at the beginning of the production but 
the flowing well cleaned it partially and allowed a continuous production. 

 

 
Figure 11. Pressure build-up F1 

It is essential to note that the borehole F2 produced continuously and in stabilized condition for 
a long period of 21 days despite the obstruction and that in reality the flow rate of F2 are likely 
significantly higher than the flow rates measured during these tests. Therefore, the actual 
flowrate of F2 should be at least equivalent to that of F1 if not higher because the injectivity 
tests indicated a better injectivity rate on F2. 

F2 produced a medium rate of 21 t/h with a wellhead pressure of 5 bara. In this second 
production test, the analysis of the pressure variation in the transient state estimated a kh of 

0.05 darcy-meter. The enthalpy varies between 1600 and 2000 kJ/kg. The vapor rate is between 
0.58% and 0.72%. 
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Figure 12. Fialé 2 production test 

 

 
 
Figure 13. F2 pressure and temperature profiles
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7. Conclusion 
The Electricity of Djibouti, EDD, Geothermal Exploration Project in the Fialé caldera has 
demonstrated the existence of a deep geothermal reservoir of high temperature. The deep 
reservoir has been identified in the Mabla series and particularly in the rhyolite and trachyte 
formations beyond 2000 meters deep. 

The project has successfully produced two geothermal wells F1 and F2 producing a two-phase 
fluid with high enthalpy, 1700-2000 kJ/kg, and a vapor fraction of 0.43-0.89. The salt content 
in the reservoir is estimated at the mass fraction of 0.08 and 0.11. According to the production 
data from the two boreholes, boiling takes place in the wells and that there is probably boiling 
in the formation in the vicinity of the borehole. Productivity rates on these two boreholes are 
0.04-0.069 kg/s/bar. Furthermore, the injection tests on the three boreholes and on the deep 
reservoir indicate injectivity rates of 0.5-2.0 kg/s/bar, where the lowest values correspond to F3. 
Hydrodynamic properties were determined using the product of permeability by thickness, kh, 
either by the fall-off method after injections or by the build-up method after production tests. 
According to the most reliable data the kh is estimated between 0.2-0.6 darcy-meters where the 
lowest values correspond to F3. F2 also provides a relatively low value probably due to partial 
obstruction in the producing zone. 

In addition, the drillings revealed an intermediate reservoir at medium depth between 500-800 
meters around the transition zone between recent basalts of the rifts and the underlying series of 
stratoïd basalts. Injection tests have been carried out on the F2 and the F3 and the injectivity rates 
are respectively 3.3 kg/s/bar and 1.0 kg/s/bar while the kh are 2.85 darcy-meter for F2 and 0.66 
darcy-meter for F3. 

A power generation feasibility study was completed in late 2022. This study includes the 
realization of the 3D numerical model of the deep geothermal reservoir of Fialé, the proposal of 
the most suitable engineering for the development of the geothermal power plant, as well as the 
technical-economic calculations.  The study also provides recommendations for the next steps 
in resource exploration and development at Fialé. 

The next phase will include the construction of the geothermal power plant in the Fialé area, 
which will benefit from the facilities currently available from the EDD, such as the Goubhet 
electrical substation. As part of the installation of the geothermal power plant, new boreholes 
will be drilled for the exploitation of the deep reservoir at high temperature and to achieve the 
required flows. In this sense and in order to optimize the location of these boreholes, additional 
high-resolution geophysical studies will cover the Fialé geothermal field and its surroundings. 
In addition, the geothermal drilling program should include a double objective by targeting more 
the intermediate reservoir of Fialé which was demonstrated during this exploration. An 
exhaustive methodology would be applied for injection and production tests in order to assess 
its geothermal energy potential in order to contribute to the country's electricity needs. 

It is essential to note that in this stage of the Fialé geothermal power plant a specific monitoring 
program will be deployed in order to ensure the adequacy of production and to forsee the 
development perspectives. 
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ABSTRACT  

The Tu Deh-Kah Geothermal development project, which is solely owned by Fort Nelson First 
Nation (FNFN), is located at the Clarke Lake depleted gas field, 10 kilometers (km) south of Fort 
Nelson in northeastern British Columbia, Canada. Since 1960, approximately 1.7 trillion cubic feet 
(Tcf) of natural gas has been produced from the upper portion of the Slave Point Formation (SLVP) 
at Clarke Lake, with 19 active gas wells currently coproducing hot brine and gas. This gas field 
occurs in the Devonian carbonate sediments of the SLVP. The target geothermal reservoir was 
developed from the hydrothermal alteration of parent limestone to dolomite, resulting in porosity 
within the 10 to 15 percent range and a permeability range of 20 millidarcys to 2 darcys. An 
engineering-level feasibility study is underway to prove the viability of the geothermal resource 
for commercial development. In 2021, two resource characterization wells (one injection and one 
production) were drilled. These wells were flow tested in 2021 and 2022 to prove the commercial 
viability of the resource. The injection well was completed using an existing gas well that was 
deepened through the carbonate reef to the granitic basement. The production well was 
directionally drilled from the same well pad and entered the reef at 400 meters (m) from the 
injection well’s completed open hole through the carbonate reef. A doublet-well test was attempted 
in 2021 but was shut down because of an unexpectedly high gas-water ratio (GWR) and subsequent 
electric submersible pump (ESP) operation issues that occurred before meeting the test objectives. 
In 2022, a 30-day doublet-well test was successfully performed with changes to the wellbore 
completion, ESP, and surface operations. A steady flow rate of 2,400 cubic meters per day 
(m3/day) and a GWR of 30 was achieved for 30 days. A chemical tracer was injected after 3 days, 
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and dynamic spinner logs were performed on both wells. Maximum flowing temperatures at the 
ESP reached 113 degrees Celsius (°C) at 30 percent of commercial flow rates. A pressure transient 
analysis indicated total transmissivities of 25 darcy meters with strong relative permeability effects 
on injectivity (10 cubic meters per day per kilopascal [m3/day/kPa]) versus productivity 
(1.5 m3/day/kPa). Reservoir models were created in TOUGH3 using EOS7C and Geofirma 
Engineering Ltd.’s mView pre- and postprocessor. Reservoir models were calibrated using the 
2021 and 2022 well test data as well as 60 years of historical gas production and pressure response 
matches. The calibrated models were used to predict pressure response, temperature decline, and 
fluid and gas production for the geothermal well field design. Natural gas production effects well 
performance and artificial lift design, as well as surface facility handling and power generation. 
High-permeability pathways in the reservoir effect well field spacing and the well completion 
design. This innovative and challenging project is groundbreaking for FNFN and the geothermal 
community.  

1. Introduction 
The Tu Deh-Kah Geothermal energy project is 100 percent owned by FNFN. As a symbol of self-
determination and decolonization, this project (previously known as the Clarke Lake Geothermal 
Project) was named Tue Deh-Kah, which is Dene for water (Tu) in the state of steam (Deh-Kah). 
The Tu Deh-Kah project plans to produce electricity via an organic rankine cycle plant, as well as 
leverage any excess heat from the facility for additional economic benefits. 

The project development area is situated approximately 10 km south of the community of Fort 
Nelson, as indicated in Figure 1. FNFN and the community of Fort Nelson are located in a remote 
northern area in northeastern British Columbia, Canada, a few driving hours south of the 
Northwest Territories and Yukon boarders, with an average annual temperature of –0.8°C. 
Electricity supply in this part of the province remains dependent on natural gas, making the region 
13 times more greenhouse gas emitting than the rest of the province.  

Work on the Tu Deh-Kah Geothermal project commenced in 2019, with pilot wells drilled and 
tested in 2021 and 2022. An engineering feasibility study is currently being completed, with plans 
to secure funding in the latter half of 2024 and commence drilling operations in late 2024. By 
developing this project, FNFN strives to transform and decolonize the energy landscape in the 
north while building a sustainable future for generations to come. 

The Clarke Lake depleted gas field is a prolific reservoir that sustains high flow rates with 
temperatures around 120°C, assuming primally single-phase fluid production. The engineering 
feasibility study has been challenging because the carbonate reservoir was not as gas depleted as 
originally anticipated, thus producing high gas rates under artificial lift. Gas consisting of 
80 percent methane has positive and negative benefits. Enough gas remains in the reservoir for 
long-sustained production as well as power generation or heating in a hybrid system; however, the 
high gas saturations left throughout the entire thickness of the reservoir after 60 years of gas 
production have caused challenges with well testing, artificial lift, relative permeability effects, 
cooling of the geothermal brine, reservoir simulation, well completion, and surface system design. 
This paper presents some of the engineering feasibility study findings and challenges.  
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Figure 1: Location of the Tu Deh-Kah Geothermal Project in Northeastern British Colombia, approximately 
10 kilometers south of Fort Nelson.  

2. Resource Characterization 
As part of the engineering feasibility study, two resource characterization wells were drilled and 
flow tested in 2021/2022. The following text provides an overview of the findings from well 
drilling, logging, and flow testing. The initial well-testing objectives in 2021 were not met because 
a high GWR was encountered. In 2022, significant efforts went into understanding the gas 
distribution in the reservoir and countering the high gas flow for a successful, long-term flow test.  

2.1 Geological Background 

Clarke Lake is a depleted gas field that was developed within carbonate platform deposits of the 
Slave Point Formation (SLVP) (i.e., Middle Devonian) in northeastern British Columbia, Canada. 
The field displays an anomalously high reservoir temperature (≥ 110°C) and strong water drive, 
making it a candidate for repurpose as a geothermal power source. A porous and permeable 
reservoir was developed near the platform margin through the hydrothermal alteration of host 
limestone to dolomite. A depositional model provides a basis for mapping the dolomite reservoir 
properties.  

Nine depositional and two diagenetic facies were identified The depositional facies were based on 
bioclast assemblages, rock types, texture and composition, while the diagenetic facies were based 
on rock fabric and the extent of alteration to dolomite (Renaud et al., 2021). These facies were 
deposited within lagoonal, reef flat, shoal, reef margin, and foreslope settings associated with a 
rimmed carbonate platform. The facies can be separated into stratigraphic successions that 
influenced dolomitization: an initial shoal unit (S1), three subsequent reef units (R1, R2, and R3), 
and terminal shoal units (D1, D2, and D3). The shoal units were deposited in the transgressive 
systems tracts, whereas reef growth units were deposited in the highstand systems tracts. 
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Dolomitized lagoonal, reef flat, reef margin, and shoal lithologies show enhanced porosity and 
permeability caused by dissolution of stromatoporoid bioclasts, forming mouldic, and vuggy 
porosity. Diagenetic facies show high permeability from fractures but reduced porosity as a result 
of precipitation of porosity-occluding dolomite, fluorite, and sulphide minerals. High quality 
reservoir zones occur primarily at the reef margin, caused by fabric-selective hydrothermal 
alteration of carbonate sediments near the contact with shales from the Horn River and Muskwa 
Formations. 

2.2 Drilling 

Two characterization wells were drilled in summer 2021 that targeted a Devonian carbonate reef 
complex named the Presqui’ile Barrier. Both wells were drilled through the barrier and reached 
total depth in the Precambrian basement to explore for potential geothermal reservoirs and undergo 
two long-term production tests. The first well, CLG-GP CLARKE C-087-I/094-J-10 (C-087-I), 
was previously a gas well completed within the upper 50 m of the target reservoir. This well was 
reentered on June 24, 2021, and used a whipstock to drill a sidetrack hole around the previous 
production packer to a total depth (TD) of 2,398.5 m measured depth (MD). The gas well was 
chosen based on its location in the reservoir, larger 7-inch production casing suitable for an 
injection string, and has been shut-in only within the last 2 years. This well was designated as the 
injection well for the long-term production tests and was originally completed with an open hole 
from the top of the SLVP (1,877.84 m Kelly Bushing [KB]) to TD. Total fluid losses were 
encountered at 1,961 m MD, after which the hole was drilled blind until reaching the Precambrian 
basement at TD. The second well, CLG-GP CLARKE C-A087-I/094-J-10 (C-A087-I), was 
spudded on July 10, 2021, on the same well pad as C-087-I and designated as the production well 
for the long-term flow tests. This well was drilled to a TD of 2,426.5 m MD and was completed 
with an open-hole section from the top of the SLVP (1,943.17 m KB) to TD, with a bottom hole 
coordinate deviating approximately 430 m northeast of C-087-I. The open-hole section was 
reduced by cementing off the upper 80 m of the SLVP after unexpected high gas production was 
encountered in the first long-term production test. 

2.3 Petrophysics 

Both wells underwent a comprehensive logging program to further understand the reservoir 
character and gas emplacement. The logs ran on both wells include gamma ray, spectral gamma 
ray, neutron porosity, density porosity, photoelectric, laterolog, resistivity, spontaneous potential, 
sonic, formation imaging, pressure, and temperature. Well-logs were used in correlating formation 
tops and major depositional units to understand the lateral continuity of stratigraphy between 
C-A087-I and C-087-I, as depicted in Figure 2. Historical porosity and permeability data from 
small-plug and whole-core analyses also exist from previous studies, as provided in Figure 3. In 
general, high porosity and permeability are restricted to dolomitized or dolomite-limestone mixed 
lithologies; limestone is considered nonreservoir. The well-log porosity aligns with the small-plug 
and whole-core data, and a general decrease in porosity from the top of the SLVP to the 
Precambrian basement was observed. 
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2.4 Pressure-Temperature-Spinner Logs 

Spinner logs indirectly measure changes in fluid rates with depth in a wellbore from the measured 
impeller rotation speed. The tool is run up- and downward on a wireline within the wellbore that 
is being either injected or produced. A spinner log was conducted under injection in the production 
well and within the injection wells in 2022. Both logs were useful in identifying common zones of 
high injectivity in the middle of the SLVP (R1 unit) and at the top of the Sulphur Point Formation 
where the percentage of flow abruptly changes within less than 10 m, as shown in Figure 4. These 
very permeable zones contrast with zones of lower permeability where the percentage of flow 
changes slowly and gradually with depth. 

 

Figure 2: Open-hole reservoir cross section between C-A087-I and C-087-I. 
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Figure 3: Lithology control on porosity and permeability. 

  

Figure 4: 2022 Spinner logs on producer and injection wells. 
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The information derived from the spinner logs was useful in interpreting the temperature survey 
in the production well CA-087-I. Figure 5 shows that the cooler zone in the middle of the SLVP 
corresponds with the zone of highest injectivity. This cooler zone is interpreted to be an artifact 
because of the cold-water injection that was required for well control during logging. The 
temperature log also shows very small inflections at the depth of most gas zones in the well. These 
gas zones were inferred from the tiny pressure gradients that were also measured with the spinner 
tool. 

 

Figure 5: Overlay of the spinner and temperature logs and gas saturation in well CA-087-I. 

2.5 Well Test Results and Analysis  

Two long-term production tests were conducted at the Tu Deh-Kah project in December 2021 and 
in September 2022. In both tests, brine and gas were produced from CA-087-I, which was equipped 
with an ESP, and flowed through the production tubing and a surface pipeline to nearby C-087-I 
where the brine/gas mixture was reinjected under gravity. Gas was also produced from the annulus 
of the production well and flared at the surface. Pressure and temperature were measured downhole 
in the production well at the ESP sensor and in the tandem recorders just underneath the ESP. 
Pressure and temperature were recorded downhole in the injection well in the tandem recorders 
just above the open-hole section. The mixture of gas and brine produced from the ESP tubing was 
continuously measured in a slipstream test loop in 2021. In 2022, the entire production of tubing 
gas and brine were diverted every 3 days to a test loop for measurement; the brine was then 
reinjected into the injection well and the gas flared. The 2022 test set up is illustrated in Figure 6.  
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Figure 6: Well test schematic showing the infrastructure and testing layout between the production and 
injection wells. 

A 30-day constant rate flow test was attempted in December 2021, at an average brine rate of 
6,000 m3/day. However, gas rates were much higher than anticipated and the ESP, which was not 
equipped with a gas handler or separator, gas locked after a few days, which resulted in two flow 
periods of 4 and 3 days.  

A pressure transient analysis was conducted on the second pressure fall-off period for C-087-I. 
The type curve match indicates a reservoir permeability thickness of 24,800 milidarcy meters and 
a low positive skin of 0.5, as provided in Figure 7.  

To remediate the gas issues from the 2021 test, an isolation liner was run in the production well to 
close off the SLVP, from which most of the Clarke Lake gas has been produced. A 34-day constant 
rate flow test was successfully conducted in August and September 2022, at an average brine rate 
of 2,400 m3/day. The ESP was equipped with a gas handler, mitigating any potential gas locking. 
The measured brine temperature at the surface was 107°C, 6 degrees cooler than at the ESP. Three 
degrees of this loss in wellbore temperature was calculated as conductive losses through the 
tubulars and cement, while the rest of the reduction was attributed to adiabatic cooling of the 
produced gas traveling up the tubing and depressurizing.  

As shown in Figure 8, the maximum change in downhole pressure was approximately 
0.5 megapascal (MPa) in the injection well and 3.5 MPa in the production well. The different well 
completions (i.e., the SLVP was closed off in the production well) contributed, in some extent, to 
this large difference in productivity and injectivity. However, most of this difference was attributed 
to relative permeability effects between the gas and the brine in the pore space; the gas saturation 
near the production wellbore increased with time while the gas saturation near the injection 
wellbore decreased. 
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Figure 7: Pressure transient analysis of the 2021 test conducted in WellTest. 

 

Figure 8: Change in downhole pressures–2022 test. 
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Two spikes of approximately 1 MPa were recorded in the production well when the casing gas 
valve was shut off (i.e., on September 11, 2022, for the spinner test on the injection well and at the 
end of the 34-day test). These spikes were attributed to a type of U-tube effect, when the relatively 
sudden increase in casing pressure depresses the fluid level in the well. 

3. Numerical Geothermal Resource Modeling 
TOUGH3, a numerical simulator for multidimensional fluid and heat flows of multiphase, 
multicomponents in porous and fractured media (Jung et al., 2018), was selected to model the 
reservoir dynamics. The TOUGH3 equation of state 7C (EOS7C) (Oldenburg et al., 2004) was 
used to simulate multicomponent gas mixtures, brine, and heat flow. Pre- and postprocessor 
mView (Geofirma) was used to generate the mesh as well as injection and production history for 
the TOUGH3 input file. 

Two separate models were created to facilitate efficient history matching of the historical gas 
production, well test results, sensitivity studies, and forward simulation of the geothermal well 
field. A simple scoping model with short run times was developed to run numerical well test 
matches, explore parameter sensitivities, relative permeability and capillary pressure curves, and 
boundary conditions effects on the reservoir pressures, gas production, and thermal breakthrough. 
A large domain, full well field model was developed to simulate the historical gas production and 
full geothermal well field configuration within the structure of the reservoir and regional pressure 
support. 

While the full field 3D model was being developed and history matched to historical gas 
production, a simpler scoping model was built to explore parameter sensitivities and investigate 
the potential performance of various well configurations (e.g., vertical and horizontal wells, partial 
penetration, separation distance between injection and production wells). This model is provided 
in Figure 9 and essentially consists of a 2-km-wide high-permeability reef margin (shown in blue) 
that is located in between the low-permeability units (the basin shales to the north and the 
nondolomitized carbonates in the reef interior). Within the reef margin, four gas-bearing units 
capped by low-permeability baffles were modeled to prevent the vertical migration of the gas. The 
vertical distribution of the reservoir properties within the reef margin were derived from the results 
of the spinner logs. 

The simulation domain of 27 by 21 km is discretized into 54 by 42 grid cells with a grid size of 
500 by 500 m in the horizontal direction. The grid cells are refined into 100-by-100-m blocks 
within carbonate reef margins, as depicted in Figure 10. In the vertical direction, the domain is 
constrained by the SLVP at the top and Chinchaga Formation marker at the bottom as well as 
divided into 25 layers with varying thickness, as indicated in Figure 11. The initial gas saturation 
was set at 80 percent for SLVP. The initial pressure was defined as 20 MPa with gradient, 
according to the pressure history. The model is constrained by constant pressure at the west and 
east boundaries, with no-flow boundaries for the rest.  
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Figure 9: Scoping model discretization for well test history match and sensitivity testing. 

 

Figure 10: Simulation domain. The fore reef is outlined by pink polygon and the back reef in blue. Permeability 
and porosity trends were set in the fore reef (high) and back reef (low) zones. 
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Figure 11: Cross-section A–A´ (west–east) of the full field simulation domain showing vertical discretization 
(vertical exaggeration 10x). 

Since 1960, approximately 1.7 Tcf of natural gas has been produced from the upper SLVP. 
Currently 19 active gas wells exist in and around the geothermal well field. Most of the active 
wells are watered out and only kept in production when gas prices are high. History matching was 
done using 85 gas production wells and 6 injection wells. Figure 12 shows the simulated and 
measured pressures at 12 of the 85 production wells, and the observed pressure is well matched by 
the calibrated model. Only 12 production wells are depicted in Figure 12; however, similar 
performances can also be observed in the rest of the wells. Figure 13 illustrates the gas fraction 
simulation versus measurement at 12 wells. Gas fraction matches are difficult because of the 
heterogeneity of the reservoir, variable gas saturation, and compartmentalization both laterally and 
vertically.  

 

Figure 12: Measured versus simulated pressures at 12 production wells. Blue dots represent measurement while 
blue curves represent simulated pressure. 

316



Minnick, Zhou, Renaud, Champollion, and Hay 

 

Figure 13: Measured and simulated gas fractions at 12 production wells. Orange dashed lines represent gas 
fraction calculated from production history and blue lines represent simulated gas fraction. 

4. Geothermal Feasibility Study Challenges  

The numerical simulations were a challenge and slow (run times of approximately 7 days) because 
of the gas presence, large model scale, high number of historical wells, and need for non-isothermal 
conditions. The TOUGH3 equation of state package EOS7C was selected instead of EWASG 
because it was found to be more stable. Although parallel processing significantly improved the 
run times, it also limited the number of solvers being available. In particular, the AZTEC solver 
was determined to be unreliable but, when successful, much faster than the PETSc solver. The 
presence of gas throughout the model, vertically and horizontally, caused the initialization of the 
model to be slow as the gas migrated toward its steady-state distribution. Greater values of 
capillary pressure helped reducing the gas migration and speeded up the simulations. 

The second set of challenges were related to the non-unique solutions. While non-uniqueness is a 
common issue for all models, it was found that the horizontal grid discretization, transmissivity, 
gas saturation, and relative permeability parameters were extremely sensitive to the results and 
could be combined with dissimilar values while achieving the same history match quality. For 
example, the gas production rates are mostly related to the difference between gas saturation and 
the residual gas saturation. Gas saturation also greatly affected the simulated change in pressure 
because a small increase in gas saturation caused a massive reduction in relative permeability to 
water. The size of the smallest grid blocks also mattered greatly to the predicted change in pressure, 
much more than would be otherwise without the relative permeability effects. Figure 14 illustrates 
the sensitivity of the horizontal grid discretization and how a similar history match quality can be 
achieved by simply changing the relative permeability parameters. The original match was 
achieved with the coarse grid (smallest grid blocks at 50- by 50-m green curve). The grid was then 
refined with the smallest grid blocks as 1 by 1 m (solid blue curve) while all other model 
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parameters remained the same; the simulated change in pressure (dP) dramatically increases with 
the finer grid. The relative parameters were adjusted for the refined grid model and a new history 
match was regained (dashed blue line). 

 

Figure 14: History match of the 2022 test for varying grid refinements and relative permeability parameters. 

There is some uncertainty in reservoir temperatures and production temperatures. Historical data 
from bottom hole temperature logs (corrected), drill-stem tests, and absolute open-hole flow tests 
have been used to investigate temperature gradient ranges and spatial distributions, as depicted in 
Figure 15. Static pressure-temperature logs were taken after drilling the characterization wells and 
before and after well testing at various time intervals, as well as dynamic temperature profiles 
during testing. The characterization well temperatures profiles do not likely represent equilibrated 
temperatures because of cold fluid injection during drilling and testing and/or for well control 
while logging. Historical data combined with the well test data indicate ranges of ±10°C, which is 
significant at these low temperatures, as shown in Figure 16.  

The presence of gas makes future geothermal well performance predictions challenging from a 
simulation, flow-rate scheduling, transient-pressure change, and gas/fluid ratio production 
standpoint. The relative permeability effect changes well productivity over time, with the highest 
predicted drawdown in the first 1 to 3 years and a gradual increase in productivity throughout the 
lifetime of the project. The gas volumetric flow rate restricts production based on GWR limitations 
with current off-the-shelf downhole gas separators, mud-gas handlers, and pumps. Combining the 
artificial lift constraints and dynamic well performance with changing GWR adds to uncertainty 
in operational predictions. This combination affects decisions around well design and completion, 
artificial lift, resource gathering systems, and power system designs. Determining how to use the 
gas and having a flexible system that can handle a large GWR range makes this project exciting 
and innovative. 
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Figure 15: Plot of temperatures from various historical data sources in the Clarke Lake field versus depth with 
fitted gradient lines.  

 

Figure 16: Plot temperature versus comparing two downhole logging runs in C-A087-I with temperature 
gradient trends based on historical data. Temperature inversions and inflection points shown in the 
logging runs correlate to varying vertical permeability changes in the carbonate reef and high gas 
saturation zones.  
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5. Conclusions 
The Tu Deh-Kah Geothermal project is developing geothermal energy that is 100 percent owned 
by FNFN. The Tu Deh-Kah project plans to produce electricity via an organic rankine cycle plant, 
as well as leverage excess heat from the facility for additional economic benefits. Fort Nelson is a 
remote northern community, just a few driving hours south of the Northwest Territories and Yukon 
boarders, with an average annual temperature of –0.8°C. Electricity supply in this part of the 
province remains dependent on natural gas, making this region 13 times more greenhouse gas 
emitting than the rest of the province. The geothermal resource is in the Devonian carbonates that 
create the Clarke Lake depleted gas field. Significant gas remains disseminated throughout the full 
thickness of the carbonate reef, trapped by local and regional heterogeneity. The gas is projected 
to be produced over the life of the geothermal field eventually declining to a long-sustained GWR 
of approximately 1 to 5. This gas production is both a burden and an opportunity. Although the 
gas is detrimental to production well performance, artificial lift rates, and production brine 
temperatures, the opportunity to sell the gas on the market and to use it to increase feed 
temperatures or power a hybrid system changes the dynamics and economics of the project. Any 
emissions from the gas use can be stored on site in the prolific, high porosity pressure depleted 
reservoir, with the goal of creating emission free base load power production.  
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Abstract 

The United States of America hosts a diverse and potent array of geothermal resources and plant 
types.  High temperature dry steam or multiple flash complexes such as at The Geysers or Salton 
Sea in California originally occupied the larger end of the MW spectrum.  Increased use of binary 
power plant technology has vastly extended geothermal applications into lower temperature 
reservoirs, such as those found in the Basin and Range province.  New plant configurations are 
appearing such as geothermal-solar hybrids and co-production of geothermal power at oil and gas 
fields, and mineral recovery (primarily lithium) has become an important driver, particularly (but 
not exclusively) in the Salton Sea geothermal field.  

The current total installed nameplate geothermal power capacity in the United States is 
approximately 3.9 GWe (gigawatts electrical, hereinafter GW).  Geothermal power is produced in 
the states of Alaska, California, Hawaii, Idaho, Nevada, New Mexico, Oregon and Utah.  Together, 
California and Nevada host the majority (3,338 MWe) of this capacity, with 2,602 and 736 MWe 
installed in California and Nevada, respectively.   

Federal- and state-level policy and regulatory support for geothermal energy has increased 
significantly, creating new positive momentum for geothermal electricity generation and heating 
and cooling in the United States, particularly during the past year.  Highlights in the federal realm 
include announcing a federal 24/7 carbon-free electricity mandate, passing the historic Inflation 
Reduction Act of 2022, and increased focus on accelerating the permitting process for geothermal 
energy projects.  State support is particularly strong in California, which has an aggressive 
renewable portfolio standard and a mandated cap on CO2 emissions.  This, combined with the de-
stabilizing effect on the electricity grid from rooftop and utility-scale solar and the massive demand 
for power in California, led the California Public Utility Commission (CPUC) in 2021 to put in 
place a non-weather-dependent clean power procurement mandate.  This called for 1 GW of such 
power in 2026, later expanded to 2 GW by 2028.  This is a significant turning point for firm energy 
sources and geothermal in particular. 

Vast untapped geothermal potential remains in the United States.  The 2019 GeoVision study 
conducted by the US Department of Energy’s Geothermal Technologies off (DOE-GTO) 
concluded that technology improvements – many of which are the subject of active research today 
– could lead to 60 GWe more geothermal power, an estimate that includes a significant portion 
from Enhanced Geothermal Systems (EGS).  A significant portion of this capacity is expected to 

321



Robertson-Tait et al. 

 

be derived from EGS.  In 2008, the United States Geological Survey (USGS) had estimated that 
the generation capacity of known conventional hydrothermal resources in the United States is 
approximately 9 GWe, of which approximately 4 GWe is already installed, leaving another 5 GWe 
available for development.  For as-yet undiscovered hydrothermal resources, USGS estimates a 
mean value of 30 GWe and a 95% probability of at least 8 GWe.  For EGS projects, a mean value 
of 53 GWe and a 95% probability of at least 25 GWe is estimated.   

As the demand for more geothermal power continues to increase in the United States, more tertiary 
educational institutions are offering geothermal curricula that focus on a wide range of subjects, 
including exploration technologies, hybrid solutions, geologic and numerical resource modeling, 
innovative drilling methods, power plant technology improvements optimization, and the 
development of unconventional geothermal resources, including Enhanced Geothermal Systems 
(EGS) and closed-loop systems, now commonly referred to as Advanced Geothermal Systems 
(AGS).  Collaboration on specific technical topics between universities, research organizations 
and DOE is leading to innovation in many aspects of geothermal energy.  As oil and gas companies 
enter (or return to) the geothermal market, collaboration is increasing between them and existing 
geothermal operators, research organizations and DOE-GTO.  The focus is on the known reserves 
of traditional geothermal resources and deep sedimentary basins in the United States.  The growing 
relationship between geothermal and oil and gas is bringing brings a crucial element to the 
wholesale energy transformation that is underway today:  the ability to scale-up geothermal 
quickly.  

Although the past several years have been characterized by modest geothermal growth, current 
social, economic and political trends provide significant optimism for the development of 
additional geothermal power, particularly in the western United States.  Potent forces are in place 
to drive a new wave of geothermal power expansion in the United States, including the long-term 
(2024-2032) tax credits for geothermal power projects, the need for round-the clock generation to 
mitigate impacts on the grid from intermittent renewable power, the entry / re-entry of oil and gas, 
and accelerated policy engagement by the geothermal industry. 

1.  Introduction 
The objective of this paper – which includes information generated for the USA Country Update 
for Geothermal Power for this year’s World Geothermal Energy Congress (Robertson-Tait et al., 
2023) - is to provide an update on the state of geothermal power development in the United States.  
Herein we  summarize currently operating geothermal electrical generation assets, the potential 
for additional capacity, trends in geothermal project development, policy landscape, new entrants 
and synergies in the geothermal sector, and initiatives that support the growth of geothermal power 
and the development of advanced geothermal technologies, including R&D.  This paper does not 
include beneficial geothermal applications, but we acknowledge their value. 

2.  Geothermal Electricity Production 

Figure 1 shows that the epicenter of geothermal power generation in the United States is in the 
western part of the country, with operating geothermal plants in eight states:  Alaska, California, 
Hawaii, Idaho, Nevada, New Mexico, Oregon and Utah.  The majority are centered in California 
and Nevada.  In an expanding radius from these states, there has been exploration and a few small 
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pilot projects in the states of Arizona, Colorado, Louisiana, Mississippi, Texas, Washington and 
Wyoming.   

Table 1 presents general information about operating geothermal fields in the United States – all 
of which are conventional hydrothermal systems - as of 2021.  More recent data have been included 
for some fields.  The information in Table 1 includes field name, field operator, the number of 
wells in operation and the depth of the deepest production well (where available) and the system 
type (hot water, two-phase liquid-dominated and two-phase steam-dominated).  Data for California 
project in Table 1 were sourced from the California Energy Commission (CEC) (2022), some 
available on a unit-by-unit basis, reported as net electricity production.  Similarly, data from the 
Energy Information Agency (EIA) – reported in form EIA-923- is provided in terms of net 
production (EIA, 2022).  EIA data for other states with geothermal power projects typically report 
production at each geothermal complex, rather by individual units.  In some instances, US 
geothermal operators have provided installed capacity data that may differ from EIA; as a result 
of the various sources of data, the values provided herein may not be in complete alignment with 
each other.   

 
Figure 1:  Locations and installed capacities of power-generating geothermal fields in the United States  

Total installed (generator nameplate) capacity at the end of 2021 as stated by EIA is approximately 
3.9 GWe.  Some plants have been re-rated due to turbine modifications or evolution of their fields 
or power plant equipment, and it is likely that this information is not synchronized across data 
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reported by operators, the CEC or the EIA.  For 2022-2026, the EIA projects only 94 MW of added 
geothermal capacity over this period, a conservative estimate considering projects currently 
planned. 

Table 1:  Operating power-producing geothermal in the United States 
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Table 2 presents information about the power plants and individual generation units, including the 
unit name, type, year commissioned, operating status, turbine manufacturer, nameplate capacity, 
and generation.   EIA data and data from operatorps indicate that the total geothermal generation 
in the year ending 31 December 2021, was 15.98 TWh.  The sum of data in Table 2 is reasonably 
similar, indicating a 2021 total net geothermal generation of 15.77 TWh.  
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Table 2:  Details of geothermal power plants in the United States 
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Notes for Tables 1 and 2: 
1. N/A:  Data not available or not applicable. 
2. Column 12 in the IGA table format is to indicate the percentage of electricity produced from geothermal for 

hybrid plants.  As the data were not available to support those calculations, this column is not shown. 
3. Column 14 Type of Unit:  1F/2F/3F = Single, Double or Triple Flash, B-ORC = Binary (Organic Rankine 

Cycle) 
4. Column 19 GEP:  Gross electrical production.  Generally not available. 
5. Column 20 NEP:  Net electrical production.  Generally these are 2021 year end values available from EIA. 

To provide additional information on recent trends or development activities, the following 
comments are offered on a state-by-state basis.  

In Alaska:   

• The Chena Hot Springs project continues to deliver both electrical and thermal power, 
displacing costly diesel fuel consumption in this remote area.   

• A potentially sizable new project under development in the state is the 36 MW Unalaska 
geothermal power plant, located on an island in the Aleutians.  The project is a joint 
development between Chena Power and Ounalaska Corporation (OC), the Alaska Native 
Village Corporation for Unalaska, Alaska, formed in 1973.  In January 2023, it was 
announced that the joint operator (Ounalaska and Chena Power, who have formed OCCP, 
LLC) and Ormat have reached an EPC agreement to design and build the Makushin 
Geothermal Project (MGP).  The project is named for the nearby Makushin Volcano, which 
was explored in the early 1980s by Republic Geothermal; two wells drilled near the Makushin 
Volcano encountered attractive conditions for geothermal development. 

In California: 

• The Casa Diablo IV project by Ormat, a 30 MW binary expansion to the Mammoth complex, 
started commercial operations in July 2022.   

• The nominal installed capacity at The Geysers (including Calpine and NCPA holdings, 
excluding Bottle Rock) of 1,495 MW and its field output of 6.287 TWh in 2021 keep The 
Geysers in position as one of the world’s largest operating geothermal fields.   

• The California Public Utilities Commission (CPUC) developed an Integrated Resource Plan 
(IRP) for the state and mandated 1 GWe of new geothermal power capacity in California, 
including imports from other states.  The resource buildout is anticipated in the 2025-2030 
time frame, and likely is a factor driving much of the new development mentioned herein.   

• Open Mountain Energy and Kaishan Group announced in late 2022 that they were taking 
over operations and intending to repower the idle Bottle Rock project at The Geysers 
(ThinkGeoenergy, 2022).   
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• Baseload Capital entered the US market, acquiring the Wendel geothermal project and 
initiating the operation of an Orcan binary plant at Chevron’s San Ardo field 
(ThinkGeoenergy 2022).  Capacity was not made public but appears to be made up of 200 
kW units, with a total capacity of nearly 1 MW.  San Ardo and the Transitional Energy project 
in Nevada (see below) are harbingers of the increasing interest in recovering heat and 
generating power from geothermal fluids in deep basins. 

• Several pilot lithium extraction systems are operating at existing plants such as Hudson 
Ranch, which was acquired by Cyrq Energy in early 2021.  Additional large developments 
are planned at the Salton Sea by Berkshire Hathaway Renewables (BHER), which has been 
developing its Lithium extraction technology for the past few years.  Controlled Thermal 
Resources (CTR) has acquired significant lease holdings, drilled and tested its delineation 
wells and announced an agreement with Fuji in early 2023 for the supply of multiple units at 
the Hell’s Kitchen combined lithium and power production project.  While the buildout will 
depend on the available resource, the intention is for six 55 MW units, 330 MW in total 
(ThinkGeoenergy, 2023).  

Hawaii:  In late 2020, the Puna power plant resumed operations after an eruption and lava flow in 
2018 that covered several wells and damaged a substation.  

Idaho:  The Raft River binary plant, operated by Ormat, remains the only geothermal electrical 
generator in Idaho. 

In Nevada:   

• Cyrq Energy’s Soda Lake repower project using Ormat equipment was commissioned in 
2020 as anticipated in the last update. 

• Ormat continued to add capacity in 2021 at McGinness Hills with an expansion of 15 MW.  
With more than 135 MW (net) so far, McGinness is a successful illustration of a large, 
stepwise development of a binary geothermal power complex, one of several operated by 
Ormat.  The Tungsten Mountain project had a 13 MW expansion that began operating in 
April 2022, accompanied by a 5-MW addition to its hybrid solar plant in the third quarter of 
2022.  Completion of the 25 MW North Valley project at the San Emidio field was announced 
in April 2023, with a solar addition planned.  A 6 MW upgrade at Dixie Valley was completed 
in May 2023, with a similar 9-MW upgrade underway for Beowawe.  A 5 MW solar project 
at the Steamboat complex began operating in the second half of 2022, and an additional solar 
expansion is planned (Ormat, 2023).  A 6 MW solar facility was completed in 2023.  Trend-
watchers following Ormat and their parallel efforts in geothermal, solar and energy storage 
will appreciate (and may have difficulty keeping up with) Ormat’s quest for synergistic value 
in their projects. 

• Open Mountain Energy (OME, a subsidiary of Kaishan Group) integrated their Star Peak 
project to the Nevada grid in August 2022.  The project had been completed in 2021 but 
interconnection was delayed by the utility.  This plant is at the site of the previously named 
Rye Patch-Humboldt House project.  OME is expanding operations at the Wabuska field with 
a planned second Whitegrass unit anticipated to start operations in mid-2023. 

• Transitional Energy reported the start of operations in 2022 of a pilot plant at an oilfield in 
rural Nevada, using an Electratherm binary unit.  A gradual scale-up to about 1 MW is 
planned (Cestari, 2022). 
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• At their EGS project in northern Nevada, Fervo Energy successfully created an EGS doublet 
in 2023 that was tested for approximately one month, including testing to evaluate the ability 
to store hot water within the EGS reservoir for later use.   

New Mexico:  The Lightning Dock 14 MW project, operated by Cyrq Energy with power plant 
equipment from Turboden, remains the only utility-scale geothermal electrical generator.  

Oregon:  The three binary units at Neal Hot Springs are now operated by Ormat, after acquiring 
them from U.S. Geothermal.  These likely will be repowered with Ormat technology in the coming 
years.  Small units were installed at the Oregon Institute of Technology (OIT) in 2014 and Paisley 
in 2015, but these have encountered technical challenges.  New drilling may occur in 2024.   

In Utah:   

• At Roosevelt Hot Springs, the single flash + binary bottoming plants at Blundell continue to 
operate, as do the Cove Fort and the Thermo 1 re-powering (using Ormat equipment) projects. 

• The Utah FORGE project (located in Milford, close to the Blundell plant) continues to make 
progress (see below); however, power production and sales are not anticipated from this 
underground laboratory.  The authors would be happy to be proven wrong if surface facility 
plans emerge to harness the Utah FORGE resource. 

• Fervo Energy has secured leases adjacent to the FORGE area and is planning an EGS 
development project.   

3.  Recent Geothermal Power Trends in the United States 

3.1  Geothermal Electricity Market Trends 

Though demand for geothermal power has historically lagged that of other renewables, the US has 
seen an unprecedented increase in demand for 24/7, carbon-free energy since the summer of 2021.  
In June 2021, CEC’s monumental ruling (CPUC, 2021) requiring that all California Load Serving 
Entities (LSEs) procure a total of 1 GW of firm, non-weather dependent, clean power by 2026 
(more recently extended to 2028).  Driven to procure an amount of firm, clean power proportional 
to their share of peak demand, LSEs have entered into long-term power purchase agreements with 
geothermal developers at an extraordinary pace.  In addition, the rising costs of battery energy 
storage has put geothermal energy on a much more competitive footing with other renewables on 
a USD/MWh basis.  

Individual states are not the only entities seeking to bolster reliability, reduce costs, and meet 
aggressive clean energy targets.  The federal government too has begun to value firm alternatives 
as necessary complements to intermittent energies.  In December 2021, President Biden issued an 
Executive Order aimed at catalyzing clean energy industries and jobs through federal 
sustainability, mandating that the government use its scale and procurement power to achieve 100 
percent carbon pollution-free electricity by 2030, including 50 percent 24/7 carbon-free electricity.  
Additionally, voluntary clean energy goals have driven corporations and universities to search for 
ways to effectively match their hourly load and heat their campuses.  Microsoft (“100/100/0” or 
100% electricity 100% of the time to be matched by 0 carbon energy), Google (24/7 Carbon-Free 
Energy or “CFE” by 2030), and there is increasing interest in geothermal energy solutions (and 
more geothermal curricula) on university campuses. 
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Other recent factors providing new offtake opportunities to geothermal developers include: 

● The advent of community choice aggregators (regional or local entities similar to municipal 
utilities but focused on clean energy in response to consumer demand); and 

● the desire for behind the meter / direct sales of geothermal power to data centers, energy-
intensive industries such as blockchain operations.  

Recognizing the adjacency in skills, techniques and operations, the oil and gas sector has become 
increasingly active in the geothermal sector.  Major and minor oil and gas companies are planning 
geothermal developments and bringing new innovations to the sector.  Previous testing such as 
pilot plants such as the Rocky Mountain Oilfield Testing Center (RMOTC) operating in 2011-
2012 and projects in the Williston Basin have demonstrated that binary units can harvest thermal 
energy from hot water in deep basins, and oil and gas operators are well aware of the opportunity 
to produce their hot water cut.  Although the differences in completions make re-purposing oil and 
gas wells difficult, the availability of subsurface information and production data provide a strong 
basis for quantifying flow rates and temperatures of hot water that can be produced from oil and 
gas fields, for power, heat or both.  

As examples: 
● Work by Allis et al., (2011) and others has recognized the potential for geothermal from 

unusually hot deep sedimentary basins, located in same (western) region of the United States 
that hosts all of the geothermal power developed today.  

● In May 2022, Transitional Energy started operations of a pilot plant in May at an oil field in 
Nevada.  

● In July 2022, Baseload Capital started operations of a binary plant in Chevron’s San Ardo oil 
and gas field.  

● Fervo Energy is leveraging decades of shale technology and successfully applying it to EGS 
projects. 

● At the request of Energy Secretary Jennifer Granholm, a December 2022 National Petroleum 
Council report on net zero solutions included a section on geothermal energy. 

● Others in the oil and gas domain are pivoting to geothermal, as further discussed below.   

In addition, DOE-GTO’s GEODE project was recently awarded to a broad consortium that 
includes deep expertise in geothermal, oil and gas, with the specific goal of cross-pollination of 
techniques and technologies from the geothermal and oil and gas sectors.  Learnings from these 
projects are being applied to more power generation and direct use applications throughout the 
USA at suitable sites, helping to foster collaboration across the geothermal and oil and gas 
industries.  According to a 2023 report from the University of Texas (Austin) report (Beard et al., 
2023), 80 percent of oil and gas entities interviewed for the report note they have a geothermal 
strategy in place or under development.  Installations such as these can serve as a capacity building 
“bridgehead” for larger projects.   

In summary, geothermal energy in the United States is receiving significant new capital, attracting 
new entrants, and innovating like never before.  Project development is accelerating to match 
increased demand, new power projects are underway across the western USA.  Further east, 
projects are unfolding from the Williston Basin in North Dakota to the Gulf Coast in Texas and 
Louisiana, leveraging existing data from the many wells in deep sedimentary basins. 
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3.2  Power Plant Trends 

Several previous trends are continuing and other new trends have recently emerged, as described 
below.   
Consolidation is slowing, but continuing.  Consolidation allows geothermal operating costs to be 
spread over a larger portfolio, helping make geothermal more competitive with low-cost 
intermittent renewables such as wind and solar.  Past acquisitions such as U.S. Geothermal by 
Ormat, and the Patua and Blue Mountain projects by Cyrq Energy have been followed by others:  
Beowawe and Dixie Valley were acquired by Ormat in 2021, and Macquarie Infrastructure and 
Real Assets (MIRA, an investor in renewable worldwide such as in The Philippines’ Energy 
Development Corporation) acquired Cyrq Energy with its holdings now including the Hudson 
Ranch project.  The number of single-owner operating plants available for acquisition is 
diminishing, so consolidation appears to be slowing; however, the re-entry of oil and gas may 
counter this trend.  Newer operators include Controlled Thermal Resources (CTR) at Salton Sea 
and Fervo Energy, the first commercial developer of EGS projects.  The rate at which these and 
additional new operators and the larger established operating companies (e.g., BHER, Calpine, 
Ormat etc.) can ramp up their development pipelines to meet the growing demands for added 
capacity from the CPUC and from community choice aggregators seeking clean 24/7 power remain 
to be seen.   

Co-production.  Co-locating geothermal and solar or other generation technology was undertaken 
a few years ago, including the first such projects at ENEL’s Stillwater, Cyrq Energy’s Patua and 
Ormat’s Tungsten Mountain.  As noted previously, Ormat has since installed several other solar 
add-on projects underway, including a plan for the 42 MW Arrowleaf solar and the 35 MW / 140 
MWh storage facility adjacent to the Brawley geothermal project (Ormat, 2023).  While this paper 
is focused on geothermal power, the opportunities to use other assets and alliances as levers to 
unlock geothermal projects that might not otherwise be developed are increasing.  More creative 
hybrids are anticipated. 

Other possibilities for co-production include deep basin geothermal near wind plants (for example, 
in west Texas), co-production of geothermal and natural gas in deep (sometimes geopressured) 
reservoirs along and within the Gulf of Mexico, and using geothermal heat and power for carbon 
capture and storage projects, including those that use direct air capture (DAC) technologies.  A 
stronger theme in 2023 is co-production of lithium at geothermal projects, in response to the 
transformation of the energy storage industry, an acceleration towards electric vehicles, and rising 
lithium prices.  Geothermal projects that have a lithium extraction aspect have attracted major 
investments or been a driver for technology from companies such as General Motors, Stellantis, 
SLB New Energy, Italvolt and others.  One response to the increasing interest in recovering 
strategic from geothermal brines are the multiple development efforts in the Salton Sea geothermal 
field.  As noted in section 2 above, other geothermal co-production opportunities exist within deep 
sedimentary basins, many of which also host lithium brines.  As part of a national strategic priority, 
mineral coproduction from geothermal and other brine resources will almost certainly increase. 

Capacity addition through facility optimizations and upgrades.  While greenfield projects draw 
more media attention, the potential for capacity increases at existing facilities through optimization 
and retrofits provide continuing output improvements.  Over time, changing field characteristics 
lead to a drift away from original design points, and equipment gradually degrades.  Both lead to 
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reduced output compared to what would be possible with appropriate new equipment.  Figure 3 
below shows the collective MW sizes of aging cohorts of existing plants; older plants that have 
already been re-powered and decommissioned are not reflected in this figure. 

Calpine’s Super-rotor program with associated plant upgrades (Maedomari and Avery, 2011) is an 
example of a decade-plus effort to rehabilitate many units at The Geysers that were commissioned 
in the 1970s and 1980s.  The many binary plant re-powerings noted in section 2 of this paper 
demonstrate that fruitful opportunities are available across all geothermal plant technologies.   Re-
powerings with upgrades in major equipment such as turbines and cooling systems are an 
opportunity to increase generation with best available technology and improve power delivery as 
the resource evolves over time.  Increasing capacity and generation at existing facilities through 
operational tuning or retrofits have fewer hurdles related to permitting and power purchase 
agreement, helping to accelerate geothermal growth. 

The process of plant re-optimization can be assisted with improved data collection, analysis and 
optimization procedures.  Research programs such as GOOML (Geothermal Operational 
Optimization with Machine Learning) may provide more tools to help operators find improved 
configurations for interconnected power plants and fields (Siratovich et al., 2022).  While the US 
geothermal industry is expected to add more than a GW of new plant capacity in the next decade, 
a significant proportion of effort during that period also needs to be steadily directed towards 
upgrade opportunities for the existing plants as they age. 

 
Figure 3:  Total installed USA geothermal capacity as a function of decade of original plant commissioning 

3.3  Policy Support for Geothermal Power 

Though the geothermal energy industry has historically been at a consistent disadvantage with 
lagging policy support, tide has recently begun to turn.  Starting in 2021 - 2022, as the market 
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began to take notice of the premium value that 24/7 carbon-free baseload energy can provide, so 
too did policy makers begin to take more interest in developing more geothermal power, and 
determining what the industry needs in order to deploy geothermal power at scale.  The US-based 
geothermal industry has experienced wins and substantial progress in both federal and state realms 
that have paved the way for significant forward momentum in the years ahead.  
3.3.1  Federal Highlights 
In late 2021, President Biden signed an Executive Order directing federal facilities to achieve 
100% carbon-free electricity by 2030, including 50% on a 24/7 basis, clearly delineating 
geothermal as an eligible source.  Though the geothermal industry had hypothesized that the 
federal government would eventually ramp up their renewable power procurement efforts, an order 
of such magnitude exceeded expectations in terms of the value that the Biden administration has 
placed on firm, clean power.   
In a piece of truly historic energy and climate legislation, the federal government passed into law 
the Inflation Reduction Act (IRA) during the summer of 2022.  The single largest investment by 
the US government in the history of clean energy and climate change, the IRA elevated geothermal 
tax incentives to an unprecedented level, finally putting the industry on a level playing field with 
other renewables.  Under the IRA, geothermal tax credits - both the Investment Tax Credit (ITC) 
and the Production Tax Credit (PTC) - have been restored to the full rate for new geothermal 
projects placed in service from 2025 until 2032, at which time they would be reduced to 75% of 
their current value for projects that begin construction in either the second year after 2032 or the 
calendar year in which the US Treasury determines that the annual greenhouse gas emissions from 
the production of electricity in the United States are equal or less than 25% of those emissions for 
calendar year 2022.  A further reduction to 50% of the credit amount will occur in the following 
year and no credits will be allowed for projects that begin construction thereafter.  Thus, the tax 
credits have unprecedented longevity – and they can be transferred to other entities, helping 
geothermal developers with low tax burdens to realize the benefit of the credits.  The legislation 
has specific provisions that lead to higher tax credits, which are related to labor requirements 
(prevailing wage and apprenticeships), environmental justice (in low-income regions and areas 
with negative energy-related impacts), domestic content of sourced materials and equipment, and 
preferential project siting.  Fortunately, geothermal projects are generally well-suited to meet these 
requirements. 
In addition to historic tax legislation, the geothermal industry has recently seen a record increase 
in federal appropriations and attention focused on facilitating the permitting process for 
geothermal projects.  The 2021 Bipartisan Infrastructure Law (BIL) dedicated $84 million to 
funding geothermal demonstration projects, and DOE-GTO’s funding was increased.  However, 
the additional emphasis placed on leasing and permitting reform for geothermal projects could be 
a game-changer.  With much of the nation’s quality geothermal resources existing under federal 
lands, the leasing and permitting processes are key gating factors to the success of commercial 
geothermal developments.  This year, a much greater emphasis was placed on solving the 
challenges associated with leasing and permitting geothermal energy projects on federal lands, and 
geothermal leasing and permitting was mentioned in the Enhancing Geothermal Production on 
Federal Lands Act, the Public Land Renewable Energy Development Act, the Transparency and 
Production of American Energy Act, and the Committing Leases for Energy Access Now Act.  All 
of this legislation represents positive progress from a permitting perspective, and the industry is 
optimistic about near-term resolution on this issue. 
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3.3.2 State Highlights 
In the summer of 2022, Western Governors Association (WGA) Chair Jared Polis launched the 
Heat Beneath Our Feet (HBOF) as the leading annual initiative for the Association.  Through the 
initiative, the WGA will examine opportunities for and barriers to the increased deployment of 
geothermal energy technologies for both electricity generation and heating and cooling systems in 
the Western US.  With the launch of this initiative, the leaders of states with some of the highest 
geothermal potential on the globe indicated the priority focus on geothermal energy for both 
electricity generation and building heating and cooling.   
Another important initiative at the state level is the aforementioned California CPUC ruling that 
mandated that all California LSEs (as a group) must procure 1 GW of firm, non-weather 
dependent, clean power by 2028.  Geothermal power is perfectly suited to provide what the CPUC 
requires, and US geothermal developers (particularly in California and Nevada) are actively 
responding.  Upgrades to transmission infrastructure are likely to be needed, and the results of past 
transmission initiatives such as CEC’s RETI (Renewable Energy Transmission Initiative 2.0, a 
study led by the California Natural Resources Agency to assess transmission needs for renewable 
sources of power for the state of California; CEC, 2017), have highlighted the importance of 
modernizing and expanding our electricity transmission systems to enable California to reach its 
renewable energy targets.   

4.  Federal Geothermal Research & Development Initiatives 

The primary federal agency responsible for geothermal R&D initiatives is the U.S. Department of 
Energy’s Geothermal Technologies Office (DOE-GTO), whose mission is to drive research and 
development (R&D) and manufacturing solutions to address technical challenges and support 
widespread development and deployment of innovative, clean, geothermal energy technologies.  
Technological innovation will help reduce the costs and risks in converting geothermal resources 
into useful energy services by overcoming scientific, technical and economic geothermal barriers, 
supporting the goal of net-zero emissions in the United States by 2050. 

Federal support from DOE-GTO has continued to expand, while maintaining a strong focus on 
Enhanced Geothermal Systems (EGS).  The Enhanced Geothermal Shot - a challenge to reduce 
EGS costs by 90% by 2035 – was initiated in 2022.  The Frontier Observatory for Research in 
Geothermal Energy (FORGE) project in Utah is DOE-GTO’s flagship EGS RD&D project.  Utah 
FORGE is a dedicated site where scientists and engineers are developing and testing 
transformative EGS technologies and techniques.  Since 2020, the Utah FORGE Team has 
undertaken a series of activities that have included extensive community outreach, conceptual 
resource modeling, numerical simulations, installation of a seismic monitoring network, drilling 
and instrumenting several seismic monitoring wells, and three full-diameter wells.  The second 
well of the EGS doublet was completed and stimulated in mid-2023; injection testing in early July 
2023 has demonstrated a connection between the injection well and the production well. 

As noted earlier, DOE-GTO has also invested in deep basin geothermal through its Geothermal 
Energy from Oil and Gas Demonstrated Engineering (GEODE) initiative, recently awarded to a 
broad consortium that includes Project InnerSpace, the Society of Petroleum Engineering 
International (SPE) and Geothermal Rising (GR), and many partner entities.  The first phase of 
GEODE provides $10 million to identify barriers and develop a roadmap to advance geothermal 
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using expertise from the oil and gas sector.  The second phase (5 years) will provide up to $155 
million more to address technical, workforce and public engagement challenges, with the goal of 
reducing development costs and expanding geothermal power projects at a rapid pace.   

Since 2018, various American-Made Challenges prize programs have been implemented by the 
US Department of Energy to support US entrepreneurship and innovation in clean energy.  In April 
2022, a new Geothermal Geophone Prize was announced, offering $3.65 million in incentives to 
develop high-temperature seismic sensors (geophones) that collect real-time data on subsurface 
changes during EGS stimulations.  In a similar vein, the Geothermal Collegiate Competition 
program continues to engage university students to identify local energy challenges and explore 
geothermal energy solutions, with a $10,000 price for each winning team.  Students from the 
University of Oklahoma team won the most recent challenge by designing a system for 
repurposing six abandoned oil and gas wells to provide clean, renewable geothermal energy for 
more than 730,000 square feet of educational and municipal buildings, including sites in the 
jurisdictions of the Shawnee Tribe and Potawatomi Nation. 

Although this paper focuses on geothermal power projects, DOE-GTO has a recent focus on 
geothermal heating and cooling.  In May 2022, DOE-GTO announced a new Funding Opportunity 
Announcement (FOA) that speaks directly to using geothermal energy for decarbonizing heating 
and cooling, noting that more than half of US home energy use is for heating.  The goal:  reducing 
CO2 emissions by eliminating fossil fuels for heating and cooling by replacing it with geothermal 
energy at the community scale, using coalitions that include community, workforce, 
design/analysis, and deployment expertise to implement clean and renewable heating and cooling 
systems.  Geothermal energy is much better suited to space conditioning requirements compared 
to the current common practice of burning fossil fuels (Tester and Robertson-Tait, 2021). 

With funding from the 2021 BIL legislation, DOE’s Grid Deployment Office (GDO) has become 
involved in several transmission initiatives, including the national transmission needs and planning 
studies, the Transmission Facilitation Program (DOE, 2022).  The latter will provide federal 
support to develop large-scale new transmission lines, upgrade existing transmission and connect 
microgrids.  GDO is also investing in grid resilience for states and tribal entities, and for rural 
electric cooperatives to improve generation and transmission systems and produce, buy or 
otherwise deploy renewable energy and zero-emissions systems.  The work by GDO and studies 
such as RETI 2.0 demonstrate that transmission needs for renewable energy projects (including 
geothermal) are starting to be addressed. 

5.  Summary 

The pace of geothermal energy growth continues to increase in response to policy (historic energy 
legislation, state mandates, transmission initiatives, etc.), technology advances particularly for 
EGS and AGS), the re-entry of oil and gas to the geothermal sector, and a genuine desire for 24/7 
clean power.  The CPUC mandate for 2 GW of geothermal power by 2028 is a bellwether of things 
to come, making it clear that United States will experience a significant uptick in the pace of 
geothermal installations through 2028.  The reinstatement and longevity of geothermal tax credits 
(ITC and PTC) and the bonuses that increase the amount of the credits related will further increase 
the growth rate of geothermal power.  Increased focus on the strategic value of mineral recovery 
and interest in leveraging geothermal power from deep basins that host existing oil and gas fields 
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should drive the rate of capacity addition to several hundred MW per year.  The US geothermal 
industry - in combination with the oil and gas industry - has an unprecedented opportunity to use 
their combined capabilities to increase geothermal deployment across a spectrum of resource 
types.  It will be critical to capitalize on these advantages now to solidify geothermal’s reputation 
in the United States as a preferred baseload source of clean electricity, and an important source of 
co-produced strategic minerals.  Transmission system improvements will be an important enabler 
for increasing the deployment of more renewable energy, including geothermal power. 
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ABSTRACT  

Geothermal energy, as part of the energy transition, plays an important role in the United States as 
well as in other countries. It is becoming an important source of energy with a lot of untapped 
resources to fulfill the energy demand in the upcoming future. Nonetheless, the increase in the 
demand for geothermal energy leads to many challenges present in its production, such as the 
integrity of the well. In that respect, cement plays an important role. Many studies focus on the 
mechanical and transfer properties of cement but very few research discusses the thermal 
properties of cement. Especially in the geothermal well the cement sheath is exposed to high 
temperatures in the subsurface environment that can lead to the thermal loading of cement. This 
can weaken the cement matrix, jeopardizing the integrity of the geothermal well. Therefore, it is 
of utmost importance that the thermal properties of the cement should be accounted for along with 
the other properties. This paper focuses on thermal experimental studies conducted on different 
cement composites that have been cured for the long-term extending to 365 days and comparing 
them with the short-term 14 days curing. The test conducted consists of linear thermal expansion, 
thermal conductivity, thermal capacity, effusivity, and diffusivity. The thermal conductivity 
experiment is conducted by two different techniques which help to observe the effect of different 
measurement methods on the results obtained. These thermal properties will give a better 
understanding of cement in the geothermal well and can assist in improving the integrity of the 
well.  

1. Introduction  
As the population of the world is on the rise the demand for energy is increasing exponentially. It 
is reported that by 2035 the population of the earth will be 8.8 billion and the demand for energy 
will be increased by 30% (Dudley 2017). Hence to meet the rising demand for energy both 
conventional and nonconventional energy has to play their part. However, it is believed by some 
authors that the contribution of non-convention energy by 2040 will be four times more than that 
from the conventional energy source (Dudley 2017). Though many renewable energy sources have 
a big potential for energy production like hydropower, solar, and wind energy. However, the 

340



Abid et al. 

drawback of these non-conventional sources is that they are dependent upon meteorological 
conditions. While in that respect the only renewable energy that is independent of the climate 
condition is geothermal energy. Moreover, geothermal energy is available in many parts of the 
world at particular depths, can be used for different applications (domestic and commercial), is a 
consistent source of energy and there is still a huge amount of geothermal energy that is untapped 
(Lund 1999).  

To have the geothermal energy extracted from the subsurface a well must be drilled to the desired 
depth to gather the heat and bring it to the surface. Hence, the well integrity becomes very crucial, 
and utmost importance should be given to it. Though there are many components that contribute 
to the integrity of the well, the most important component is well cement. Therefore, the properties 
of the cement should be well understood in order to design the cement that will not fail in a 
geothermal environment. At present many studies have been conducted on the measurement of 
mechanical, transfer, and rheological properties of cement (Abid et., 2020, Abid et al., 2018, Tiong 
et al. 2020., Rincon et al., 2022) but there are limited studies on the thermal properties. Especially 
in the geothermal well, the thermal properties of cement are the most important property as the 
cement is continuously exposed to high temperature environment. 

There are three ways in which the transfer of heat takes place, a), conduction, b). convection and 
c). radiation. In the geothermal environment the heat transfer through the conduction process, that 
take place from the formation to cement through to the casing and then to the working fluid in case 
of close-hole completion. While for the open hole completion, the working fluid directly absorbs 
heat for the formation. As discussed, that cement is the medium present between the working fluid 
and the high-temperature formation in the geothermal reservoir, hence cement with high thermal 
conductivity (k) should be used in the lower section of the geothermal well, while cement with a 
low value of k should be used in the upper section of the well so that the heat is not dissipated 
around the surrounding (Abid et al., 2023). In this way more heat energy can be gathered at the 
surface/wellhead and the efficiency of the geothermal energy can be increased.  

However, the thermal stress on the cement can degrade the cement properties such as creating 
micro annuli and reducing the mechanical strength especially when the cement is exposed to cyclic 
thermal loading (Albawi 2013, Ichim and Teodoriu, 2017, Heathman and Beck, 2006). The 
thermal loading of the cement can also lead to the expansion and contraction of the cement due to 
which the debonding of the cement with the casing or the formation can occur which can give a 
path for the subsurface fluid to flow to the surface (Huan et al., 2021, Dou et al., 2020) and can 
create a severe problem such as a blowout. Moreover, continuous thermal loading of the cement 
reduces the crack resistance in the cement (Heathman and Beck, 2006). There are different 
numerical models which have been devised to understand the behavior of cement in high-
temperature conditions (Asamoto et al., 2013, Roy et al., 2018). However, prediction from those 
model remains uncertain because the thermal conductivity input of the cement which has to be in 
such numerical analysis is not precise and the absence of experimental thermal conductivity in the 
literature increase the limitation of such models.  

Therefore, in this study, long-term testing on the thermal properties of the cement will be 
presented. The sample used in this study have been cured for more than 300 days in two different 
conditions (wet and dry) and their thermal properties are measured which include thermal 
conductivity, thermal expansion, heat capacity, effusivity, and diffusivity. In this study, two 
different equipment which works on different principle had been used to measure the value of k. 
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Moreover, a comparison will be made for thermal conductivity and thermal expansion of the 
cement cured at an early and later stage of curing 

2. Methodology 
2.1 Sample used 

The cement used in this study consisted of Class H and Class G+10%MB (Micro Block). The 
purpose of using Class G and H is that these classes of well cement have been used the most in the 
oil and gas industry. While the addition of 10% MB in Class G is to see the effect of the additive 
in the cement. The flow chart of the sample preparation is shown in Figure 1. 

2.2 Curing of the sample 

After the cement was poured into the mold it was cured for 24 hours in the water bath under 
ambient conditions. After that, the sample was separated and one of each representative sample 
was placed in dry wet condition. For the measurement of the thermal expansion cylinders were 
used having the dimensions of 1-inch diameter and 2-inch length. While for all other measurements 
of thermal properties API cubes were used having the dimensions of 2inch*2inch. The flow chart 
of the curing process is shown in Figure 2. 

2.3 Equipment Used 

Two equipment were used for the measurement of thermal conductivity i.e. Keithley 2400 meter 
with transient plane source (TPS)-3 and Measurement Platform −2 (MP 2) with a 50 mm probe. 
Both the equipment are shown in Figure 3. While it must be noted that Measurement Platform −2 
(MP 2) can only measure the thermal conductivity of the cement while  Keithley 2400 meter with 
transient plane source (TPS)-3 can measure thermal conductivity as well as heat capacity, 
diffusivity, and effusivity. Whereas, for the measurement of the coefficient of linear thermal 
expansion (CLTE) of the cement novel apparatus that was manufactured by Well Integrity 
Laboratory at OU whose picture is shown in Figure 4 was used.  

 

Figure 1: Sample preparation flow chart 
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Figure 2: Curing process of the samples 

 
Figure 3: Equipment used for the measurement of thermal conductivity. Right, Keithley 2400 meter with 

transient plane source (TPS)-3, while on left is Measurement Platform −2 (MP 2) 

 
Figure 4: Equipment used for the measurement of CLTE 
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2.4 Measurement principle of the equipment 

The apparatuses that were used for the measurement of thermal conductivity are based on two 
different working principles. The Keithley equipment uses surface measurement by placing the 
sensors in between the samples. While with the MP2 the measurement is taken by placing the 
probe in the hole of 4mm that is drilled at the center of the sample. Whereas for testing of the 
thermal expansion with the novel apparatus, the optical shadowing technique was used with the 
help of which the change in length of the sample is recorded when the heat is applied to the sample. 
To be sure that the measurement from the novel apparatus is reliable, calibration tests were 
conducted with a material such as aluminum whose CLTE is present in the literature. It was found 
that the value obtained from the calibration test was in line with the value of aluminum CLTE 
present in the literature.  

3 Results  
Most of the thermal conductivity test was done with the help of an MP2 probe test machine. As it 
is the most reliable method to measure the value of k because it takes measurements from the 
cement core. The measurement of thermal conductivity was done in such a way that for the first 
two weeks, the measurement was taken every day (apart from weekends). After which the 
measurement was taken at 21, 28, and 45 days, and then it was taken once a month till 305 days 
of curing was obtained. Whereas, to differentiate the measurement taken from Keithley equipment 
and MP2 the reading of thermal properties was taken at 14 and 21 days. The measurement of the 
CLTE was performed on two different Classes of cement that comprised Class G+10% MB and 
Class H neat. It is reported that the thermal expansion of cement depends on different factors such 
as temperature ranges, the cycles of cooling/heating, and sample shapes (Mindess and Young, 
1981, Helmuth, 1961). Other factors that might affect this property are the mixture gradients, 
including aggregate types or volume fractions, age, admixtures, and relative humidity (Mindess 
and Young 1981,  Fu and Chung 1999). In this paper effect of curing days on the thermal expansion 
of cement is presented. For Class H, the comparison is between 305 and 14 days cured samples, 
whereas for Class G+10% MB, the comparison was made between 305 and 21 days cured samples. 

3.1 Thermal conductivity   

3.1.1 Class H cement  

The thermal conductivity of class H cement that has been cured for 305 days in wet and dry 
conditions is shown in Figure 5. It can be seen that a distinct difference between dry and wet cured 
samples exists and the gap between the two continues to increase as the curing days increase. The 
trend of the percentage difference between the sample cured in two different conditions can be 
seen in Figure 6. The lowest percentage difference between the two samples was observed in the 
early days of curing after which it continues to increase and goes to 36.24% at 305 days of curing. 
Nonetheless, a typical trend can be observed in both the sample that the value of k becomes 
constant after a certain period of time. It was noted that for the wet cured sample the thermal 
conductivity becomes relatively consistent (leaving 121 days reading out) after 28 days of curing. 
It was found that at 28  and 305 days of curing the value of thermal conductivity of saturated 
samples were 1.306 and 1.314 W/mK respectively, giving the percentage difference of only 0.56%. 
Whereas, for the same time period the k value of the dry-cured sample was about 0.994 and 0.911 
W/mK having a percentage difference of 8.72%.  
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Figure 5: Thermal conductivity of Class H cement during 305 days of curing in wet and dry curing conditions 

 
Figure 6: Percentage difference between wet and dry cured class H samples 

3.1.2 Class G+10% MB 

Figure 7 shows the k value for the sample of Class G+10%MB cured in saturated and dry condition 
for 305 days. The difference between the wet and dry cured conditions is evident and the 
percentage difference between the samples continues to increase with the increase in curing days 
as seen in Figure 8. The highest percentage difference of 37.44% is observed between the two 
samples after 305 days of curing. However, the thermal conductivity of the wet sample become 
consistent after 45 days of curing and had the value of 1.13 W/mk, and at 305 days was 1.14 W/mK 
giving a difference of 1.03%. While it must be noted that at 45 days of curing a dip in the value of 
k for the wet-cured sample was observed after which the thermal conductivity increases and 
become constant. On the other hand for the dry cure sample, a decrease in the value of k was 
observed and it was noted that the thermal conductivity value was reduced from 0.94 W/mK at 28 
days of curing to 0.781 W/mK at 305 days of curing having the percentage difference of 18.43%. 
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Figure 7: Thermal conductivity of Class G+10%MB cement during 305 days of curing in wet and dry curing 

conditions 

 
Figure 8: Percentage difference between wet and dry cured Class G+10%MB 

3.1.3 Combined result  

The combined result of the wet and dry cured Class H and Class G+10%MB is shown in Figure 9 
and 10, whereas Figure 11 and 12 shows the percentage difference between the samples cured at 
different conditions. As can be seen from the Figures below the addition of additive reduced the 
value of k and interestingly it was found that the percentage difference between the dry-cured class 
H and class G+10%MB was 15.25% after 305 days of curing whereas for the wet-cured samples 
of these two types of cement was 14.01%.   
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Figure 9: Combine result of dry cured sample of Class H and Class G+10%MB 

 
Figure 10: Combine result of dry cured sample of Class H and Class G+10%MB 

 
Figure 11: Percentage difference between wet cured sample of Class H and Class G+10%MB 
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Figure 12: Percentage difference between dry cured sample of Class H and Class G+10%MB 

3.1.4 Measurement from different equipment 

To have an estimation of the impact on the measurement principle on the value of the thermal 
conductivity different reading of Class H and Class G+10% MB was taken at 14 and 21 days. The 
result of the test is presented in Tables 1 and 2. As seen from the table the difference bewteen the 
two pieces of equipment is less than 5% for Class G+10%MB while for the Class H sample, it is 
below 10%. These measurements give a good idea of the impact of working principles on the value 
of k.  

 Table 1: Thermal properties taken from two different equipment for Class G+10%MB cement 

Curing 
Days Equipment 

Thermal 
Conductivity 

(W/mK) 

Percentage 
Difference 

(%) 

Diffusivity 
(mm2/s) 

Heat 
Capacity 

(MJ/(m3K) 

Effusivity 
((Ws/(m2K)) 

14 MP-2 1.196 4.50 N/A N/A N/A 
Keithley 1.251 0.404 2.782 1736.867 

21 MP-2 1.214 2.84 N/A N/A N/A 
Keithley 1.180 0.559 2.134 1583.676 

Table 2: Thermal properties taken from two different pieces of equipment for Class H cement 

Curing 
Days Equipment 

Thermal 
Conductivity 

(W/mK) 

Percentage 
Difference 

(%) 

Diffusivity 
(mm2/s) 

Heat 
Capacity 

(MJ/(m3K) 

Effusivity 
((Ws/(m2K)) 

14 MP-2 1.225 9.26 N/A N/A N/A 
Keithley 1.344 0.653 2.068 1665.605 

21 MP-2 1.333 4.13 N/A N/A N/A 
Keithley 1.279 0.687 2.159 1641.949 

 

3.2 Thermal Expansion 

3.2.1 Class H 305 days of curing 

The first sample tested was the Class H cement having 305 days of curing. The CLTE values 
obtained are shown in Figure 13. It can be seen that as the temperature was increased the CLTE of 
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the sample was in the range 5.5E-06 [1/ºC] to 9E-06 [1/ºC]. There are few values that can be seen 
out of range, especially when the temperature is close to 100 ºC (200 ºF). 

 
Figure 13: CLTE values of Class H (one-year curing time) 

3.2.2 Class H 14 days of curing 

The second sample tested was also Class H cement but the curing time for this sample was fourteen 
days. Some differences can be noticed in comparison with the one-year cured Class H sample, 
which will be discussed further in the paper. The CLTE values obtained with this sample are shown 
in Figure 14. The values of CLTE ranged between 1E-05 [1/ºC] to 1.5E-05[1/ºC] and show a 
consistent result in the specific temperatures. However, when the test was started the values of 
CLTE were in the range of 1.8E-05[1/ºC] and 2.5E-05[1/ºC]. This high fluctuation in the CLTE is 
due to the reason that the sample was moved from the wet condition and was subjected to testing. 

 

Figure 14: CLTE values obtained of Class H (fourteen days curing time) 

3.2.3 Comparison between the samples of Class H 

It can be seen that, independently of being the same mixture (Class H), the curing time affects the 
values of CLTE in the samples. In this case the values of the Class H when cured for 305 days are 
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smaller than the values obtained for the same mixture but cured for 14 days. In addition to this, the 
CLTE values obtained for the Class H cured for fourteen days, when the sample was slightly wet, 
are even higher than all of the other values. 

3.2.4 Class G + 10% MB 305 days of curing 

The third sample tested was the Class G + 10% MB, this sample was also cured for 305 days. The 
CLTE values ranged between 5E-06 [1/ºC] to 9E-06[1/ºC]. It was found that the value of CLTE 
increased with the increase in temperature. The values and the respective temperature in which 
CLTE are obtained are shown in Figure 15. 

 
Figure 15: CLTE values obtained of Class G + 10% MB (one-year curing time) 

3.2.5 Class G + 10% MB 21 days of curing 

Besides Class G + 10% MB cured for 305 days, a sample with the same mixture was cured for 21 
days. The CLTE values obtained in this case are shown in Figure 16. It can be noticed that the 
values go from a range between 1E-05 [1/ºC] to 1.5E-05[1/ºC], these values show similarity 
despite the increase in temperature.  

 
Figure 16: CLTE values obtained of Class G + 10% MB (twenty-one days curing time) 
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3.2.6 Comparison between samples Class G+10% MB 

Same as the Class H samples, the Class G + 10% MB gets affected by the curing time. It can be 
noticed that the highest values of CLTE from Class G + 10% MB are obtained when the curing 
time is twenty-one days. In addition to this, in the sample that was cured for 305 days, it can be 
seen how the expansion increases in accordance with the increase in temperature. Whereas for the 
sample cured for twenty-one days, the expansion seems to give similar values for the different 
temperatures in which it was tested. 

4 Discussions  
From the experiment above it is evident that a difference in thermal conductivity between the wet 
and dry exist for Class H and Class G+10%MB. The reason for this is that the presence of moisture 
content in the cement increases the k value of the sample. The thermal conductivity of water is 
almost 25 times more than that of air (Abid et al., 2023). However, it was observed that after a 
certain day of curing the value of k becomes consistent for the samples. This can be due to the 
reason that as the hydration of the cement stabilizes the thermal conductivity of the cement also 
becomes consistent.  Hence, it can be said that the thermal properties of cement are time-dependent 
like the mechanical properties. Moreover, it was also observed that irrespective of the curing day, 
condition and sample the thermal conductivity of the Class G+10%MB was lower than the neat 
Class H cement which shows that the addition additive in the cement impacted the thermal 
properties. The same conclusion was made by Abid et., (2023) in which the impact of additives in 
the cement was discussed. While the measurement technique has an impact on the thermal 
conductivity value obtained from the equipment. As the surface and probe measurement shows 
different values of k but the difference between the observed values is less than 10%. However, it 
is recommended that when the value of k has to be used in modeling or analysis within the cement 
matrix then the probe test value is preferred. While on the other hand if the values for the cement 
casing/formation interface have to be used then the surface measurement will be better. Hence, to 
improve the heat energy efficiency at the wellhead, Class H cement should be installed at the lower 
end of the well which will facilitate the ease of heat transfer to the working fluid due to its high 
value of k. Whereas, in the upper section Class G+10% MB can be used to restrict the dissipation 
of heat from the working fluid to the surrounding. The measurement of the CLTE expansion for 
both the two mixtures and the comparison made based on the curing has shown the importance of 
the curing time. The CLTE values obtained when the curing time was shorter for both Class H and 
Class G + 10% MB were higher than the values obtained when the curing time was 300 days. In 
addition to this, the values obtained for both Class H and Class G + 10% MB for 305 days curing 
time are similar or in a close range of the values provided by Loiseau (2014) in the cement/silica 
mixture in which he used 40 % silica by weight Class G cement. Additionally, Class G cement 
was also tested by Loiseau (2014) finding a CLTE of 9.10E-06[1/ºC], which correlates with the 
CLTE values obtained in this research for the Class G + 10% MB cement sample having 305 
curing days. 

5 Conclusions  
It was found from the experiment that the thermal conductivity of the dry-cured sample is always 
lower than the wet-cured sample irrespective of the curing days or the sample under consideration. 
It was also noticed that after a certain period of curing the value of k becomes consistent. 
Therefore, it can be said that thermal properties are time-dependent and care should be taken when 
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using the value of k in the modeling especially at the initial days of curing as in those times the 
thermal conductivity of cement fluctuated. Therefore, long-term testing is important as it gives a 
window where the value of k becomes consistent and gives the true value of the thermal 
conductivity of the representative sample. Moreover, the addition of additive in the cement 
influence the thermal conductivity and it was observed that the value of k for Class G+10%MB 
was always lower than that of neat Class H sample irrespective of the curing days and condition 
(wet or dry). While the working principle of the equipment affects the thermal conductivity 
measurement of the sample. The research allowed the measurement of the CLTE of two different 
classes of cement. A comparison was made between Class H and Class G + 10% MB since both 
mixtures were cured at two different ages. The mixtures cured for fourteen and twenty-one days 
respectively showed a larger CLTE whereas the mixtures for the same class of cement for 305 
days of curing showed a lower value CLTE hence a lower thermal expansion. Research is currently 
ongoing to keep determining the CLTE of a wide range of wellbore cement to update the OU 
cement repository database with more thermal expansion measurements. 
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ABSTRACT  

Geothermal energy is an appealing sustainable energy source due to its technological feasibility, 
renewability, and relatively low environmental impact. In enhanced geothermal systems, effective 
heat transfer from the formation to the fluid circulating through the fracture network can be 
compromised by thermal short-circuiting due to preferential flow through highly conductive 
fractures. This paper examines the use of newly developed polymer nanocomposites as an 
engineering solution to tackle the issues associated with the preferential flow that can lead to 
thermal short-circuiting.  The polymer is to be injected into problematic fractures to modify their 
permeability and consequently control the resulting flow rate and heat exchange and thus sweep 
efficiency. A phenol polymer nanocomposite incorporating functionalized multi-walled carbon 
nanotubes or graphene nanoparticles was developed and characterized. The characterization 
methods included examining the rheological properties, gelation time, wettability, and tensile bond 
strength of polymer with the granite rock formation. The experimental observations revealed that 
a nano-modified phenol polymer nanocomposite has a low viscosity and a low contact angle with 
granite rock formation and a relatively long gelation time. The new polymer nanocomposite 
showed a good bond to the granite rock formation. The new polymer nanocomposite represents a 
step towards controlling the water flow rate in geothermal wells. 

1. Introduction  
The utilization of renewable and sustainable energy sources can have a significant impact on 
fulfilling the world's energy requirements while simultaneously addressing environmental 
concerns such as global warming and climate change. In recent years, geothermal energy has 
gained significant attention as a sustainable energy source. This is primarily due to its 
technological viability, renewable nature, and minimal impact on the environment. Unlike other 
renewable energy sources that rely on weather conditions, geothermal energy can be consistently 
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harnessed regardless of the climate. However, there are still significant obstacles to overcome in 
effectively utilizing geothermal energy for heating, cooling, and thermal energy storage in the 
United States (Beckers et al., 2021). Historically, extracting heat from deep rock formations has 
necessitated the presence of naturally hot, porous, and permeable rock masses. These conditions 
are essential to obtain hot fluids at rates that are commercially viable and of interest. Nevertheless, 
the main challenges lie in achieving efficient heat transfer and overcoming thermal short-
circuiting, which currently leads to inefficient energy extraction and reduced lifespan of 
geothermal wells (Bergen et al., 2022). 

The process of extracting heat from an enhanced geothermal system is a multifaceted and 
interdependent process involving thermal, hydraulic, and mechanical factors (Taron and Elsworth, 
2010). The success of an enhanced geothermal system is hindered by the short-circuiting 
phenomenon, which occurs when positive feedback loops between thermal, hydraulic, and 
mechanical elements within the reservoir disrupt its overall viability (Drijver and Willemsen, 
2001). The presence of wide fracture openings leads to preferential flow, causing the injected fluid 
to concentrate in a single fracture or a few dominant fractures. This concentration results in thermal 
short-circuiting within the hydraulic network of the enhanced geothermal system (McLean and 
Espinoza, 2023). Consequently, this can lead to inefficient extraction of geothermal energy. 

While the vast majority of research focuses on continuum multi-physics modeling of short-
circuiting mechanisms (Gee et al., 2021; Mahbaz et al., 2021) including thermo-hydro (TH) and 
thermo-hydro-mechanical (THM) models; this study investigates the application of polymer 
nanocomposites as an engineering solution to address the challenges associated with thermal short-
circuiting. The proposed approach involves injecting the polymer into problematic fractures  to 
modify its permeability. By doing so, the flow rate, heat exchange, and sweep efficiency can be 
controlled. The characterization process involved evaluating various properties such as rheological 
properties, i.e. viscosity, gel time, surface tension, and tensile bond strength with granite rock 
formations. 

2. Materials and Testing Methods 
2.1 Materials 

Phenol polymer with a viscosity in the range of 1000-1800 cP at ambient temperature and 
compressive strength in the range of 62.1-68.9 MPa, according to ASTM D695 (ASTM D695-15, 
2016), and a high-temperature solvent by Sigma-Aldrich (USA) were utilized to achieve a 
viscosity below 100 cP for the phenol polymer. To improve the thermal stability of the phenol 
polymer, two different types of nanoparticles were also used, including COOH-functionalized 
graphitized multi-walled carbon nanotubes (MWCNTs) with an outer diameter of 10-20 nm, an 
inner diameter of 3-5 nm, and a length of 10-30 μm; and graphene nanoparticles with a particle 
size of 50-100 nm from Cheap Tubes Inc. (Grafton, Vermont, USA). Sierra White Granite rock 
with a thickness of 12.7mm, a coefficient of thermal expansion (CTE) of 7.416 × 10−6/℃ and a 
thermal conductivity of 2.715 W m. K⁄  was purchased from Coldspring (Cold Spring, Minnesota, 
USA).  
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2.2 Polymer Nanocomposite Preparation 

Based on previous research (Murcia et al., 2023), the nanoparticles optimal dosage of 0.5 wt.% of 
the polymer matrix was selected. The nanoparticles were dispersed within the polymer matrix 
employing a non-mechanical method, using a Branson bath ultrasonic machine. The efficient 
dispersion of nanoparticles in the matrix plays a crucial role in the thermal and mechanical 
performance of the final product (Chen et al., 2019). Nanoparticle clusters are considered flaws 
within the polymer matrix, and they can lead to stress concentration when the sample is subjected 
to stress. Therefore, it is essential to remove any nanoparticle agglomerates (Chen et al., 2019). 
Table 1 presents the tested polymer nanocomposites. The optimum dosage of solvent was 
determined based on the primarily research trials to fulfill the viscosity requirement. 

Table 1: Prepared phenol polymer nanocomposites 

Sample ID Polymer Matrix MWCNTs 
Nanoparticles (wt.%) 

Graphene 
Nanoparticles (wt.%) 

Solvent 
(wt.%) 

Polymer 1  
Phenol polymer 

 

- - - 
Polymer 2 0.50 - 15.00 
Polymer 3 - 0.50 15.00 
Polymer 4 - - 15.00 

 

2.3 Characterization Methods 

Rheological properties of the phenol polymer nanocomposite, with and without solvent and/or 
nanoparticles, were evaluated at ambient temperature using a RST Brookfield rotational rheometer 
equipped with a coaxial spindle of 20 mm radius and 68.5 ml filling volume of the measuring cup. 
The shear rate was gradually increased from 0 to 100 s-1 over 60 seconds and then decreased from 
100 to 0 s-1 over another 60 seconds. This hysteresis technique is widely utilized for assessing 
thixotropic particulate suspensions. The polymer samples were tested at different time intervals 
(0, 15, 30, and 45 minutes) after mixing. The gelation time was determined using the thermal 
derivative analysis (ATD) technique (Dehghani Najvani et al., 2023; Smoleń et al., 2021) 
following the guidelines specified in ASTM D2471 test method (ASTM D2471, 2010). To assess 
the wettability of the polymer nanocomposite, measurement of surface tension was conducted with 
granite, serving as the rock formation. The Sigma701 Force Tensiometer device from nanoScience 
Instruments (Phoenix, Arizona, USA) was utilized for these measurements. The tensile bond 
strength test was conducted through the pullout test following the guidelines outlined in ASTM 
C900 (ASTM C900, 2020). To conduct the pullout test, a circular metal disc (dolly) with a 
diameter of 20 mm was securely attached to the surface of the granite rock using the phenol 
polymer. After allowing the resin to cure for 7 days and reach sufficient strength through 
polymerization, a constant and perpendicular tensile force was applied to the disc using a 
specialized device. The pullout rate during the test was set at 1.2 MPa/s. This device exerted force 
against the surface of the granite rock until the bond failed. 

 

 

356



Hamidi et al. 

3. Results and Discussion 
3.1 Rheological Measurements 

The results of viscosity at ambient temperature of the tested polymer nanocomposites are presented 
in Figure 1. Figure 1 reveals the relatively low viscosity of the polymer nanocomposite of 100 cP 
due to the addition of solvent. After 45 minutes of mixing, the pristine polymer showed a viscosity 
of approximately 1800 cP compared with 80-90 cP for the polymer nanocomposites. The use of 
COOH-functionalized MWCNTs showed a slight decrement in viscosity compared to the graphene 
nanoparticles.  

 
Figure 1: Viscosity change with time of phenol polymer nanocomposites at 100 s-1 at ambient temperature, 

showing the significant decrease in viscosity of Polymer 2 and Polymer 3 compared with Polymer 1. 

3.2 Gel Time Measurement 

One of the key characteristics that define resins is the gelation time, which represents the duration 
required for the resin to transform from a liquid state (sol) to a solid state (gel). Determining the 
precise gelation time is challenging due to the complex nature of the crosslinking process in resins 
(Smoleń et al., 2021). In this study, the temperature increase during the exothermic curing process 
was recorded. Subsequently, the derivatives of temperature with respect to time (dT/dt) were 
calculated. Using the ATD method, the gelation time was then determined from the moment the 
thermocouple made contact with the polymer sample until the first peak in the dT/dt curve. The 
obtained results for various polymer specimens are presented in Figure 2. The observations 
indicate that the nanoparticles actively participate in the curing reaction within the polymer matrix 
and effectively accelerate the chemical crosslinking of the phenol polymer during the curing 
process, which is more pronounced in the case of graphene nanoparticles (Barick and Tripathy, 
2011; Colak et al., 2023). 
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Figure 2: Gelation time recorded for various polymer nanocomposites. 

 

3.3 Wettability Evaluation 

The results of surface tension measurements at ambient temperature and 55℃ are presented in 
Figures 3(a) and (b), respectively. The wetting phenomenon is directly influenced by the surface 
tension of the liquid and the contact angle formed between the liquid and the solid surface. Low 
contact angle values indicate that the liquid spreads easily on the surface, while high contact angle 
values indicate poor spreading. A contact angle of less than 90° signifies that the liquid wets the 
surface, with a contact angle of zero representing complete wetting. Conversely, a contact angle 
greater than 90° suggests that the surface is non-wetting with the liquid (Zielecka, 2004). Figure 
3(a) demonstrates that at room temperature, the addition of both the solvent and nanoparticles 
slightly reduce the surface tension of the phenol polymer. As shown in Figure 3(b), increasing the 
temperature to 55℃ leads to a reduction in the surface tension for all the polymer specimens. 
Previous research (Yekta-Fard and Ponter, 2012) has reported that the contact angle can either 
decrease or increase with temperature, or remain unaffected, depending on the specific polymer 
and the surface energy of the substrate. The influence of nanoparticles in this context is an 
important area for investigation. At both ambient temperature and 55℃, the addition of 
nanoparticles results in a decrease in the surface tension. 
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(a) 

 
(b) 

Figure 3: Surface tension of phenol polymer specimens at (a) ambient temperature, and (b) 55℃ 

3.4 Tensile Bond Strength 

The results of the tensile bond strength tests on the phenol polymer specimens are presented in 
Figure 4. Considering that the addition of the solvent reduces the bond strength of the polymer 
with the rock formation, the use of the minimum optimal content of the solvent is necessary to 
modify the polymer viscosity and maintain an adequate bond strength. The optimal solvent content 
was determined to be 15.00 wt.% of the polymer. Additionally, the impact of incorporating 0.5 
wt.% nanoparticles on the bond strength and failure mode during the pullout test was investigated 
(Figure 4(a)). The tensile bond strength of 3.8 MPa achieved by Polymer 3 specimen provides 
adequate bond strength to rock formation (Genedy et al., 2019). Figure 4(b) illustrates two types 
of failures observed during the pullout test: failure in the granite rock in the case of the pristine 
polymer, and a mixed mode of  tension failure and interfacial bond failure in the case of Polymer 
2 and 3, which contain both solvent and nanoparticles. The interfacial bond failure observed in 
polymer nanocomposites containing solvent could be attributed to the evaporation of solvent 
during the exothermic curing process. This evaporation weakens the bonds formed between the 
rock formation and the injectate, generating a porous interfacial zone.. Further research is 
warranted to also examine the significance of the nanoparticles on bond strength. 

359



Hamidi et al. 

 

 
 
 
 

(a) (b) 
Figure 4: (a) Tensile bond strength results of phenol polymer specimens and (b) failure mode during pullout 

test 

3.5 Discussion 

Findings from the current study provide insights into the potential use of phenol polymer 
nanocomposites to enhance the effectiveness of geothermal energy extraction by reducing the 
permeability of select, large fractures. The application of a solvent is a viable strategy to reduce 
the viscosity of the injected material, facilitating the flow of the polymer through narrow fractures 
in rocks. Meanwhile, the addition of graphene nanoparticles helps maintain the desired tensile 
bond strength between the polymer and the rock formation. Incorporating both solvent and 
nanoparticles allows for a suitable operational window to inject the polymer into the fractured rock 
structure. Additionally, the low surface tension of the phenol polymer nanocomposites containing 
solvent indicates a low contact angle, enabling easy spreading of the polymer over the rock 
structure and promoting excellent wettability, which is advantageous for geothermal well 
applications. Accurate evaluation of the contact angle, thermal stability, and the impact of the 
phenol polymer injectate on permeability and the subsequent reduction in preferential flow are 
ongoing research areas. 

4. Conclusion 
The present research aims to assess the suitability of a newly developed polymer nanocomposite 
as an engineering solution to address challenges related to preferential flow in geothermal wells. 
A phenol-based polymer nanocomposite incorporating functionalized MWCNTs or graphene 
nanoparticles was formulated and characterized. The new polymer containing 15.00 wt.% of 
solvent has a low viscosity and suitable gelation time for applications in geothermal wells. The 
nano-modified polymer also has good wettability and acceptable bond strength with granite rock 
formation. These observations emphasize the potential of the new polymer nanocomposite in 
regulating water flow rates within geothermal wells. Further research is warranted to examine the 
effect of other formulations of the polymer nanocomposite and its thermal stability to be used in 
geothermal wells.  
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ABSTRACT 

Cements are a critical component in well construction, as they act both to prevent fluid loss or 
intrusion, prevent corrosion of the casing, and strengthen the wellbore to prevent deformation. 
Under the high temperature/pressure conditions common in enhanced geothermal systems, the 
injection of colder water for energy production is expected to repeatedly deform through “thermal 
shock” in the near wellbore zone. This thermal shocking is expected to cause the cement to expand 
and contract repeatedly, producing damage that may reduce the cement’s functionality over time. 
To understand the effect of cold-water injection on the wellbore environment, a set of rock-cement-
steel samples were created to simulate the structure of a geothermal well. The cements utilized in 
this study were three specially developed blends developed for high temperature wells. Each test 
was pressurized to an effective pressure of ~3.5 MPa and placed at high temperatures. Thermal 
shocks were performed by injecting cold water (~10-15 ˚C) through the samples at a constant rate 
while at high temperatures until the sample temperature stopped decreasing and deformation 
ceased. Eight thermal shock tests were conducted with each sample – two at 100 ˚C and six at 200 
˚C. Post-tests analysis was then conducted by cutting open each sample to examine the damage in 
each component of the simulated wellbore. Experimental results suggest that both samples 
experience similar degrees of axial and lateral contraction during cold water injection, but for the 
most part this contraction is recoverable when injection halts. The samples exhibited ~0.25 mm of 
permanent contraction after testing. Post-test analysis revealed that significant fracturing had 
occurred in the cement around both the cement-steel and cement-rock boundaries. The thermal 
shock tests appear however to have not compromised the steel casing. 
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1. Introduction 
Increasing geothermal energy production is required to meet the growing demand for renewable 
and carbon-free baseload energy. However, many issues still inhibit large-scale development of 
geothermal resources. Although much of the methods for drilling, operation, and production for 
geothermal resources can and have been appropriated from previous projects such as hydrocarbon 
production, not all methods can be utilized effectively for geothermal wells. The high-pressure, 
high temperature (HPHT) conditions, corrosive geothermal fluids, and hard/fractured rocks are 
among the issues that increase both the difficulty and cost of drilling in geothermal systems (Vivas 
et al., 2020). Thus, the development of new technologies and methods for drilling HPHT wells has 
been a significant priority in recent years (Rossi et al., 2020). Such technologies are important for 
drilling geothermal wells, as drilling costs are estimated to be more than half the cost of the 
geothermal project (Lowry et al., 2017). With the continued push towards developing resources at 
greater depths and temperatures, especially in enhanced geothermal systems (EGS), the need for 
new HPHT technologies to lower costs continues to grow. 

One area important for reducing drilling costs is the selection of appropriate cementing materials 
for wells at HPHT conditions. Cement is a critical component of a well; it strengthens the casing, 
mitigates borehole collapse, seal lost circulation zones, isolates the borehole from formation fluids, 
and limits corrosion to the steel. In geothermal wells, the success or failure of a well is highly 
dependent on the selection of a case-specific cement and the methodology employed (Southron, 
2005). Despite the need for specially designed cements, Ordinary Portland Cement (OPC) remains 
the primary cementing material employed in most geothermal wells today. OPC has disadvantages 
in its use, especially for high temperatures. Such issues include: strength loss with increasing 
temperatures (van Oort et al., 2021), sensitivity to acidic geothermal fluids (Pyatina and Sugama, 
2016), shrinkage behavior at HPHT conditions (Panchmatia et al., 2020), and radial cracking 
commonly occurring at the cement-casing interface (Moghadam et al., 2020). Thus, OPC may not 
be an ideal material for many geothermal wells where temperatures can exceed 150 ˚C. 

Another major issue with OPC use in geothermal systems and particularly EGS is the effect of 
thermal cycling. In geothermal energy production, wells are drilled to a zone of hot rocks, then 
surface temperature water is pumped down the well and into the formation. This means that the 
wellbore is at geothermal conditions and then is subjected to rapid cooling as heat transfers to the 
pumped water. This “thermal shock” can cause several problems in OPC, such as de-bonding at 
the cement-steel boundary and thermal fatigue due to the cycling temperatures (Pyatina and 
Sugama, 2019). A major challenge for geothermal drilling has been to develop a cement that is 
thermal shock resistant, or a cement that remains intact when subjected to rapid and repeated 
temperature cycling common in geothermal wells. Thermal shocks become especially problematic 
for the integrity of lightweight cements that are desirable to minimize loss circulation and heat 
losses in geothermal wells and reservoir heat storage. 

This work involves the testing of several lightweight cements at HPHT conditions analogous to 
conditions in a geothermal well. This work looks to compare several cements developed for 
thermal shock conditions in geothermal and energy storage wells to mitigate the risks of repeated 
temperature cycling (Sugama and Pyatina, 2021; Pyatina and Sugama, 2022). Here, three samples 
are made to simulate geothermal wells, so that the specially designed cements can be tested and 
compared at the same conditions. Thermal shocks were conducted at 100 and 200 ˚C to determine 
the degree of deformation induced in the cements by repeated thermal cycling. Post-test, 
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quantitative and qualitative methods were employed to characterize each cement’s deformation. 
Analysis of the samples shows that while all samples exhibit fracturing, alteration, and corrosion, 
only the hydrophobic lightweight cement with low thermal conductivity (2.5-3 times below that 
of currently used cement) developed by Sugama and Pyatina (2021) can show that it maintained 
isolation of the steel casing and avoided debonding at the cement-steel interface. 

 

2. Materials and Methods 
2.1 Cements Tested 

2.1.1 Starting materials 

Calcium Aluminate Cements (CACs) as refractory cementitious matrix was used, and the X-ray 
powder diffraction (XRD) data showed that the crystalline compounds of CAC included three 
principal phases, calcium monoaluminate (CaO.Al2O3, CA), calcium dealuminate (CaO.2Al2O3, 
CA2) and corundum (α-Al2O3). Class G well cement (OPC) was also used, and the X-ray powder 
diffraction (XRD) data showed that the crystalline compounds of OPC included four principal 
phases, hatrurite (ICDD# 04-014-9801, 3CaO.SiO2, C3S) as a major phase, and calcio-olivine 
(ICDD# 04-012-6734, CaO.SiO2, C2S), brownmillerite (#04-007-5261, 4CaO.Al2O3, Fe2O3) and 
calcium sulfate (#01-074-1905, CaSO4.2H2O) as minor ones. U.S. Silica Corporation provide 
silica flour with particle size 40-250 µm as a filler. 

Fly ash cenospheres (FCS) under a trade name were used for the mixture. The “as-received” FCS 
had a bulk density of 0.32-0.45 g/cm3 and thermal conductivity of 0.1-0.2 W/mk. Energy 
Dispersive X-ray (EDX) elemental analysis indicated the following elemental composition; 33.7% 
O, 22.9% Al, and 35.6% Si as the major elements, and 2.5 % K, 1.0% Ca, and 4.3% Fe. The 
cumulative size distribution of FCS was as follows: 3 wt.% 300 µm, 54 wt.% 150 µm, 19.5 wt.% 
106 µm, 15 wt.% 75µm, and 8.5 wt.% < 74 µm.  

93% sodium metasilicate (SMS, Na2SiO3) powder with the particle size of 0.23-0.85 mm was 
supplied and had a 50.5/46.6 Na2O/SiO2 molecular weight ratio. It was used as an alkali activator. 
Polymethylhydrosiloxane (PMHS), (CH3)3SiO-[(CH3)HSiO]n-Si(CH3)3, with 15-40 cP at 20 ˚C 
was obtained and it was used as a chemical tailoring additive of FCS surfaces.  

The carboxylated styrene butadiene rubber (XSBR) latex was supplied for the third cement 
mixture. To improve the compressive fracture toughness to suppress and control the post-stress 
cracks’ opening and crack propagation, amorphous micro-E-glass fibers (MGF) were used. Their 
dimensions were 16 µm x 120 µm, while the bulk density was 0.93 ± 0.08 g/cm3. Their oxide 
composition (wt.%) as calcium aluminosilicate glass, determined by EDX, was 11.4% Al2O3, 
28.6% CaO, 55.0% SiO2, 0.9% Fe2O3, 0.6% Na2O, 0.7% TiO2, and 2.8% MgO. Carbon 
microfibers (CMF, AGM-94) used for improved toughness of the cement were used in the cement 
manufacture.  
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2.1.2 Cement preparation 

RCS #0 and RCS #1 were cemented using CAC with hydrophobic and non-treated FCS. This 
formulation is described in detail in Sugama and Pyatina (2021). The surface treatment of FCS by 
PMHS was accomplished in the following three-step process (the percentage of materials is given 
by the total weight of the blend: 60 wt% CAC/40 wt% FCS):  

1. Preparation of SMS solution (6% SMS in 38% water) 
2. PMHS (3% by total weight of CAC and FCS) and GMF (10% by weight of CAC 

and FCS) blending with SMS solution 
3. Adding the FCS to PMSH-blended SMS solution.  

Thereafter, the PMHS-treated FCS paste was incorporated into the blend of CAC and CMF (5% 
by weight of CAC and FCS blend) with additional water (water-to total blend ratio – 0.58, 
including water used for PMHS treating solution) to prepare the lightweight cement slurry. The 
cement samples were prepared in the following four steps for HT evaluations:  

1) Pouring cement slurry into the test mold, followed by 24 hours curing at room temperature  
2) Removing the cured cement from the mold 
3) Curing the samples at 99±1% relative humidity for 24 hours at 85 ˚C 
4) Autoclaving the samples for 24 hours at 250 ˚C.  

The obtained sample after these steps is the formulation used in RCS #0. For a comparison, the 
cement used in RCS #1 was prepared in the same manner using untreated FCS samples. 

The cement for RCS #3 was a hydrophobic XSBR-modified OPC developed by Pyatina and 
Sugama (2022). Four starting materials (OPC, FCS, silica flour, and MGF) were blended to 
prepare a dry mixture prior to adding XSBR latex and water. The major dry cement component 
consisted of 38% OPC, 38% FCS, 15% silica flour, and 9% MGF by weight. To determine the 
content of solid polymer (P) in XSBR latex, the latex was dried for 3 days in an oven at 100 ˚C 
until it reached a constant weight. The data revealed ~43 wt% P and ~57 wt% water. The amount 
of XSBR latex was used to design P/OPC (C) ratio of 15 wt%. Since this latex contains ~57 wt% 
water, the judgement as to whether the amount of additional water (AW) for 15% P/C ratio is 
appropriate was made at the occurrence of bleeding phenomenon rising free water to the surface 
of cement slurry after a certain amount of water was vigorously hand mixed with the blend of dry 
cement component and latex. Consequently, the water (W, AW+ water in latex)/dried cement 
mixture (C) ratio was 0.37 for 15% P/C ratio cement composite.  

 

2.2 Rock-Cement-Steel Samples 

Three samples simulating a geothermal wellbore were prepared. For the geothermal reservoir 
analogue rock, cylindrical samples of Sierra White granite were cored from quarried blocks. A 
review of the mechanical properties of Sierra White granite can be found in Hu et al. (2020). 
Initially the diameter and lengths of the cored cylinders was initially 76.2 and 177.8 mm, 
respectively. Once the ends of each sample were polished nominally flat, a 50.8 mm hole was 
cored through the center of each sample.  
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Once the centers of the samples were removed, the cored rock sections were shipped to 
Brookhaven National Laboratory for preparation of the cement and steel casing. Before cementing 
the samples, a ~2 mm thick steel rod (simulating the borehole casing) was placed through the 
center of each cored rock. Once centered and held in place, the cement slurries were poured 
between the steel and rock in each sample.  

The cemented rock-cement-steel samples (RCS) were polished into cylindrical shapes for testing. 
First the steel rod was removed where it extended from the sample using a diamond saw. Then the 
sample ends were polished with a surface grinder to be nominally even within ±0.01 mm. Finally, 
the sides of the sample were smoothed to avoid any variations in diameter along the center and 
ensure the cement/steel was centered in the sample. Images of the prepared samples are shown in 
Figure 1. 

 

 

Sample Cement Description Length (mm) Outer Diameter 
(mm) 

Mass 
(g) 

RCS #0 CAC Cement with Treated FCS 171.76 69.67 842.50 
RCS #1 CAC Cement with Untreated 

FCS 
164.16 66.75 1179.60 

RCS #3 Hydrophobic XSBR OPC 176.94 67.87 1245.90 

Table 1: Rock-cement-steel samples tested in this study. 

 

 

 

Figure 2: Rock-cement-steel samples tested in this study: a/b) RCS #0; c/d) RCS #1; e/f) RCS #3. 
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2.3 Experimental Setup 

Samples were dried at ~60 ˚C for 24 hours then dimensions and weight were measured. Each 
sample was placed between two steel end caps, with insert ports that allow fluid flow through the 
sample, and jacketed with a ~1 mm thick lead jacket. Two lateral displacement gauges were 
mounted on the samples to measure the radial contraction or expansion of the sample during testing 
(Figure 2).  

 

 

Figure 2: Left image shows general flow through system during testing, with ice water injected from a container 
through the heated sample in the vessel and pressurized using the external flow through system. The 
right image shows the sample setup prior to testing when jacketed and with attached LVDTs for 
measuring displacement. 

 

The samples were then tested in a HPHT vessel (Figure 2). The vessel can achieve confining 
pressures of 37 MPa and temperatures of ~220 ˚C using silicon oil as a confining medium. The 
system is connected to an external pore pressure system. The pore pressure system has two setups: 
two syringe pumps that are capable of maintaining a constant pore pressure at both the upstream 
and downstream ends of the sample, and a Hydrorex hydrostatic pressure system (Model 10-
603REX) that allows for continuous flow through the system. This pressure system is connected 
to an external fluid container with ice water (<10 ˚C) for use during the thermal shock tests. 

 

2.4 Thermal Shock Testing 

Each sample was initially confined with a hydrostatic pressure of 3.5 MPa, then both the confining 
and pore pressure were increased at the same rate (~0.5 MPa/min) up to 20.7 and 17.2 MPa 
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respectively. By increasing both pressures at the same rate, a constant effective pressure of 3.5 
MPa was maintained. Pressure was allowed to equilibrate overnight before temperature testing 
could begin. 

For conducting thermal shocks, the samples were tested at both 100 and 200 ˚C. Sample 
temperature was increased to 100 ˚C first and allowed to equilibrate throughout the system 
overnight. Once temperature was stable, ice water was pumped through the sample at a constant 
rate (~300 mL/min). Cold water was flowed through the system for a period of 2-4 hours, 
depending on how long it took the sample temperature to reach a steady-state, as cold water 
lowered the sample temperature. Once this test was finished pore pressure was again controlled by 
the syringe pumps to maintain a constant pore pressure while sample temperature was allowed to 
return to 100 ˚C. After this the samples were allowed to sit at temperature for 16-24 hours before 
conducting the next thermal shock test. 

This procedure was performed eight times for each sample: two times at 100 ˚C, followed by six 
times at 200 ˚C. Once testing was completed, temperature was reduced from 200 to 20 ˚C while 
maintaining constant confining and pore pressures. Once the sample temperature reached ambient 
conditions, both confining pressure and pore pressure were decreased in the same manner as they 
were increased.  

2.5 Post-Test Analysis 

Upon sample removal, the sample dimensions and weights were measured to observe any 
permanent changes. The samples were then cut into four cylindrical sections and polished along 
each surface to observe changes in the simulated wellbore. Photos were taken using a Zeiss LSM 
900 confocal microscope to examine cut surfaces of the sample at μm scale. 

3. Results and Analysis 
3.1 Test Results 

The full testing of each sample is shown in Figures 3, 4, and 5. Sample temperature, axial and 
lateral displacements are shown together to indicate the relative effect of thermal loading up to 
200 ˚C and the effect of thermal shocks. 
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Figure 3: Axial displacements, lateral displacements, and sample temperature for RCS #0 during test. 

 

RCS #0 data is shown in Figure 3. During testing, issues with the lateral LVDTs and temperature 
controller required the test to be paused after three thermal shocks were already conducted – two 
at 100 ˚C and one at 200 ˚C. After resetting the test equipment, the test was reinitiated. As a result, 
lateral displacements were not recorded during the first three thermal shocks (Figure 3).  
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Figure 4: Axial displacements, lateral displacements, and sample temperature for RCS #1 during test. 

RCS #1 data is shown in Figure 4. During testing, lateral LVDT #1 did not read properly during 
the thermal shock tests. Both the axial and lateral displacements show that during the increase in 
temperature from 20 to 100 ˚C the largest displacements measured occurred. When temperature 
was increased from 100 to 200 ˚C only lateral displacement was significant, while axial 
displacement due to thermal loading is negligible.   
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Figure 5: Axial displacements, lateral displacements, and sample temperature for RCS #3 during test. 

RCS #3 data is shown in Figure 5. During testing, lateral LVDT #1 did not read properly during 
the thermal shock tests at 200 ˚C, so lateral displacements are based of LVDT #2. Although axial 
and lateral displacement of the sample both occur during the thermal shocks and reheating, after 
each thermal shock the lateral displacement data indicates significant permanent deformation due 
to the test, something not seen in the axial displacement data. 
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During the thermal shock tests, temperatures fell from 100 ̊ C and 200 ̊ C before stabilizing around 
87 and 170 ˚C, respectively, for both RCS #0 and #1. For RCS #3, the temperatures during the 
thermal shocks at 200 ̊ C tended to stabilize slightly lower around 160-170 ̊ C. It is unclear whether 
this is a result of the cement composition. Flow rate measurements during testing found there was 
an average rate of flow of 322 ml/min and 330 ml/min during the thermal shock tests at 100 and 
200 ˚C. 

 

3.2 Thermal Shock Displacements 

 

Figure 6: Lateral contraction during cold water injection (top row) and expansion after flow was halted and 
temperatures returned to pre-test conditions (bottom row). 

 

 

During the thermal shock tests, all the samples experienced contraction (i.e., positive 
displacements) in both the axial and lateral directions while cold water flowed through the samples. 
Similarly, when flow was shut off and the temperature was allowed to return to the initial 
temperatures, all the samples experience expansion (i.e., negative displacement). To show the 
degree of displacement experienced by each sample during the thermal shock tests, the contraction 
and expansion of the samples in each direction are shown in Figures 6 and 7. 
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Figure 7: Axial contraction during cold water injection (top row) and expansion after flow was halted and 
temperatures returned to pre-test conditions (bottom row). 

The lateral displacements during thermal shock tests reveal significant differences in behavior of 
the three samples. At 100 ˚C, the RCS #1 and #3 samples contract 0.05 and 0.02 mm, while 
expanding the same amount afterwards. This implies that the thermal shocks produced negligible 
permanent deformation at 100 ˚C, but also that RCS #1 deforms more than twice as much during 
the tests. At 200 ˚C, RCS #0 and #3 contract approximately 0.08-0.14 mm during testing while 
RCS #1 contracts 0.25-0.35 mm. Similarly, when temperature was allowed to return to 200 ˚C, 
RCS #0 and #3 expanded approximately 0.4-0.8 mm while RCS #1 expanded 0.15-0.35 mm.  

The axial displacements during thermal shock tests are much more uniform. During contraction, 
at 100 ˚C the samples contracted 0.05-0.08 mm and expanded 0.05-0.08 mm. The expansion after 
thermal shocks at 100 ˚C were less stable than the lateral expansion results (Figure 6) but were 
still relatively stable. At 200 ˚C the samples contracted 0.2-0.25 mm, with very low variation 
between the samples. When temperatures returned to 200 ˚C, expansion varied between the 
samples from 0.15-0.27 mm.  

As shown in Figures 3, 4, and 5, axial deformation due to the thermal shock tests is negligible. The 
lateral displacements far more clearly show a difference between the samples. To the first order 
there is clearly a small fraction of permanent deformation retained as the expansion of the samples 
do not return to the displacements prior to each thermal shock. The results also make it clear there 
is a distinct difference between RCS #0/#3 and RCS #1. First, because the lateral displacements 
during and after thermal shocks with RCS #1 are more than twice that observed for RCS #0/#3. 
Second, the deformation response between the samples differs qualitatively. When shocked at 100 
and 200 ˚C, RCS #0/#3 each contract rapidly as temperature drops, but as temperature stabilizes 
displacement continues to increase incrementally with time. RCS #1 by contrast experiences a 
sharp increase in lateral displacement until a “peak” value is reached, then displacement decreases 
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slightly as a small amount of expansion occurs. It is interesting that these two behaviors are 
analogous to semi-brittle/ductile and brittle behavior, respectively, where differential stress is 
alternated instead of temperature. This observation agrees with the compression fracture toughness 
calculations of these cements before and after the thermal shock tests (Sugama & Pyatina, 2021). 

The fracture toughness was calculated as the area under the stress-strain curve. It represented a 
balance between strength and ductility. The high toughness of the RCS #0 cement persisted 
through thermal shock testing. It was 0.43 and 0.4 (N*mm)/mm3 before and after three cycles of 
thermal shock respectively (one cycle of 250 ˚C heat goes to 25 ˚C with water quenching). The 
toughness of RCS #1 cement was lower, and it dropped significantly after the shock tests from 0.3 
to 0.05 (N*mm)/mm3 due to the decreased sample strength and ductility. The RCS #3 cement 
possessed a very high toughness of (N*mm)/mm3, which decreased after by 25% after three cycles 
of thermal shock tests (one cycle of 200 ˚C heat goes to 25 ˚C with water quenching). 

3.3 Microscopic Observations 

 

Figure 8: Microscopic images of RCS#0 (left column), RCS #1 (middle column), and RCS #3 (right column) 
Sections of each sample are shown at both mm scale (top row) and μm scale (middle and bottom rows). 
Black arrows indicate sample fractures; blue arrows indicate sample alteration and corrosion from the 
steel casing. 
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Qualitative examination of the samples at the mm and μm scale elucidates some of the 
micromechanisms responsible for the observed behavior during thermal shock testing. In the rock, 
few if any fractures are discernable, which is consistent with previous thermal deformation studies 
of Sierra White granite (i.e., Hu et al., 2020). Likewise, the stainless steel is largely undeformed 
along the length of each sample, though there is significant corrosion and fluid-induced reaction 
products present on both the inside and outside circumference of the steel casing. It is in the cement 
that the most obvious deformation can be discerned. All three samples exhibit varying degrees of 
fractures, fluid-induced alteration, and corrosion at the cement-steel interface (due to fluid flow 
through the interface). However, the differences between the samples on the whole are significant.  

RCS #0 has the lowest degree of fracturing observed on the cut surfaces. Although there is 
variation, fractures appear to preferentially nucleate at the rock-steel boundary as compared to the 
radial fractures common in OPC (Moghadam et al., 2020). No fractures are observed to cross the 
cement from the steel to the rock, and indeed where fractures are observed at both interfaces across 
from each other they do not link up in such a manner that would comprise the isolation of the 
casing. Minor amounts of corrosion are present at the top of the sample, but this diminishes to less 
than 5 μm distance from the steel at the downstream end of the sample. Minor amorphous reaction 
phases can be discerned at the cement-rock boundary, but these are scattered and have no 
discernable preference in where they occur. 

RCS #1 is made with a cement mixture similar to RCS #0, only with untreated FCS as a reference. 
This material variation results in a variation in the observed sample deformation. First, fractures 
occur through the sample that transect the cement and terminate at the rock-cement and cement-
steel boundaries in each case. This is observed in the form of both open and partially closed 
fractures (i.e., sealed by fluid-induced reactions). Additionally, there are large zones of localized 
corrosion that occur at the cement-steel boundary that appear to alter large zones of the surrounding 
cement. The reaction products that were observed with RCS #0 are also observed here in greater 
amounts. These products are largely at the rock-cement boundary, but in areas where fractures are 
near or at the interface alteration tends to migrate along the fracture pathways. There are also a 
minor number of empty vesicular zones observed in the cement, especially inside observed FCS, 
that were only rarely observed in the cement of RCS #0. These zones correspond to the FCS 
degradation in pozzolanic reactions. PMHS treatment of FCS in the RCS #0 cement, on the other 
hand, protected the cenospheres from these degradation reactions. 

Deformation observed in the RCS #3 cement was distinctly different than was observed in RCS 
#0/#1. Overall, this cement had fewer radially oriented fractures than the other samples. Where 
they were present though, these fractures almost always transected the cement completely and 
terminated at the steel and rock interfaces. The vesicles or quasi-spherical empty zones observed 
in RCS #1 are also observed here, but in far greater amounts mainly inside or connected to FCS in 
the sample. Corrosion is present in high amounts at the upstream end of the sample but diminishes 
across the sample length. Around the center of the sample, no fractures transect the cement. 
However, around the cement-steel interface, a 200-600 μm diameter zone of altered and heavily 
fractured cement surrounds the entire interface (see Figure 8, right column). This zone is highly 
damaged and appears to surround the casing for at least 25% of the sample length (as observed by 
looking at the interface on different sections). Simultaneously, on this same section of the sample 
there are less obvious but clear zones of fractures in the cement that follow the circumference of  
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the rock-cement boundary. These are only present on sections where the noted cement-steel 
damage zone was present as well. 

4. Discussion 
Damage induced by thermal shock conditions is a significant impediment to developing 
geothermal resources at EGS conditions (>150 ˚C) or even superhot conditions (Hoang et al., 
2022). New cement formulations are needed to overcome this technical limitation that limits the 
economic viability of geothermal energy production. The three cement formulations that were 
tested here show the feasibility of new formulations. Despite upwards of 400 hours for each sample 
at high temperatures and experiencing rapid thermal shocks, separation and more dramatic 
problems observed in OPC formulations were not observed. However, it is clear from the 
experimental data and microscopic observations that the different formulations are not equally 
suitable for maintaining well integrity. 

Since the rock and steel are materially identical, this implies that the cement accommodates most 
of the deformation. Thermal contraction and expansion at 100 and 200 ˚C reveal that RCS #1 
experienced more than twice the lateral displacement that the other samples did. At 200 ˚C, this 
manifests in a lateral strain of 0.5% for every cold water injection through RCS #1, and 0.15% for 
the RCS #0/#3 samples. After testing the results, comparison of the sample diameters revealed 
permanent lateral contractions of 2.5, 3.2, and 2.8 mm for RCS #0/#1/#3 respectively. This 
corresponds to the differences in compression fracture toughness of the tested cements, and their 
stability under the shock conditions. The thermal shock resistance of the cement formulations 
measured in previous research was RCS #0 > RCS #3 > RCS #1. 

Of the three cement formulations used, the CAC mixture with PMHS treated FCS in RCS #0 
showed the least fracturing, alteration products, and corrosion throughout, though all were present. 
RCS #1, based on OPC, showed slightly more fracturing, alteration, and zones of large corrosion. 
Importantly, numerous fractures transected the cement radially throughout the sample, 
compromising the isolation of the steel casing from hydrothermal fluids. RCS #3 had fewer 
fractures than RCS #1, but importantly had a zone at the center of the sample where large 
deformation surrounded the cement-steel and rock-cement interfaces. The poor cement-metal 
bonding of OPC-based cement formulations is a known problem. The experimental results showed 
that the interface instability becomes more critical under the shock conditions. 

The results suggest that, while none of these lightweight cements were immune to damage from 
the thermal shock tests, the cement formulation in RCS #0 was the least likely to be compromised 
during geothermal production. Over the time scales tested, this cement would be the preferred 
formulation over the other two. Considering the difference between RCS #0 and #1 is primarily 
the coating of the FCS with PMHS, the thermal contraction and microscopic observations suggest 
this is a crucial step for maintaining well integrity where well temperatures are likely to vary 
heavily. 

5. Conclusions 
Sandia and Brookhaven National Laboratories together developed a test setup for simulating 
thermal shocks in and around a wellbore in a geothermal system. Three analogous samples of a 
geothermal well were prepared with granite, stainless steel, and several specially developed 
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cement formulations. Each sample was subjected to HPHT conditions for extended periods of time 
and thermally shocked by rapidly flowing cold water through samples to simulate geothermal 
energy production conditions. After eight thermal shocks were completed, the samples were cut 
into sections so the microstructural response of the cement could be characterized. 

Displacement data during the thermal shock tests revealed that the CAC mixture with untreated 
FCS (RCS #1) was deformed the most when subjected to thermal shocks. The microscopic 
observations showed that thermal shocks resulted in deformation (i.e., fracturing) and alteration at 
the cement-steel and rock-cement boundaries. Only the CAC mixture with PMHS treated FCS 
(RCS #0) could clearly show that isolation of the steel casing from the formation fluids was 
maintained. In the case of the hydrophobic XSBR-modified OPC (RCS #3), the damage around 
the boundaries at the center of the sample may represent the beginnings of separation and de-
bonding. In the worst case this could result in well failure. Further work will be needed to 
quantitatively analyze the microstructures induced in each cement as a result of the thermal shock 
tests. 
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ABSTRACT 

The working temperature of a geothermal well can be much higher than that of oil and gas wells, 
which can degrade and decompose the constituent polymer of seals used for the purpose of zonal 
isolation. To ensure the geothermal well integrity, it becomes necessary to employ seals made of 
sustainable materials at high temperatures. Improving the thermal stability and rigidity of a 
polymer by changing the polymer molecular structure can be very expensive and pose some 
environmental challenges. To overcome these challenges and to develop seals with enhanced 
mechanical and thermal properties at highly elevated temperatures, we combined surface-treated 
graphite SFG15 particles with the inexpensive ethylene propylene diene monomer (EPDM) 
rubber. The surface properties of graphite SFG15 particles were treated to form strong bonding 
between graphite and the polymeric matrix. The X-ray photoelectron spectroscopy (XPS) analysis 
of treated graphite particles showed that carboxylic groups are formed on the surface of treated 
particles and their oxygen contents are considerable. Moreover, using the XPS analysis, we found 
that the bonding of carboxylic groups to the surface of graphite is stable at high temperatures. 
Scanning Electron Microscopy (SEM) images of EPDM-graphite (Grph) nanocomposites revealed 
a uniform dispersion of treated graphite within the polymeric matrix. Direct heating of the EPDM-
based nanocomposite showed that treated graphite significantly improves the melting temperature 
of the plain EPDM. Moreover, dynamic mechanical analysis (DMA) exhibited that the addition of 
treated graphite to the EPDM remarkably enhances the storage modulus of the developed 
composite as compared to the plain EPDM. Furthermore, using thermogravimetric analysis 
(TGA), we found that EPDM-Grph nanocomposites possess a considerably higher degradation 
temperature than the plain EPDM. Results and conclusions achieved in this study can provide a 
reference for the development of sustainable materials to be used for the fabrication of novel seals 
that can stand high temperatures in geothermal systems. 
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1. Introduction 
To obtain clean energy while minimizing side effects on the environment, it is incredibly important 
to develop novel technologies that can bring better economics, improved safety, and low waste 
leakage risk. In the past years, geothermal energy that is often produced from the so-called 
geothermal systems has gradually become one of the clean energy resources (Bertani, 2012; 
Ellabban et al., 2014; Bertani, 2016; Liu and Dahi Taleghani, 2023). To extract enough heat from 
geothermal reservoirs, drilling wells to a high-temperature production zone has been usually 
adopted (Sun et al., 2018; Dai et al., 2019; Li et al., 2022; Liu et al., 2023). The environmental 
temperature surrounding a geothermal system can be very high. Polymers are extensively used as 
seal materials for providing zonal isolation in subsurface wellbore environments, such as oil and 
gas reservoirs as well as geothermal reservoirs. However, at high temperatures in geothermal 
reservoirs, constituent polymers of seals may experience cracking, degradation, and 
decomposition, in which case leaks of circulating working fluid in the wellbore might happen 
(Patel et al., 2019). According to Mackenzie and Garfield (2007), it is very challenging to seal 
with elastomers when the environmental temperature is higher than 250 − 300 ℉. Hence, it is 
essential to improve the mechanical and thermal properties of the constituent polymers at elevated 
temperatures. 

In oil and gas wells, some ordinary polymers have been adopted, including Fluoroelastomers 
(FKM), Perfluorocarbon Elastomer (FFKM), Nitrile Butadiene Rubber (NBR), and Ethylene 
Propylene Diene Monomer (EPDM) (Patel et al., 2019). From the micro-macro correlation, the 
mechanical property of a polymer is affected by some key factors, such as the monomer category, 
molecular weight, number of repeat units, and crosslink types. Compared with NBR and EPDM, 
FKM and FFKM have much higher prices and can be used in hotter environments (Elhard et al., 
2017). Nevertheless, FKM and FFKM present worse performances in low-temperature 
environments. Some inexpensive polymers like NBR show superior mechanical properties to 
fluoroelastomers; however, they fail to work at elevated temperatures, which limits their 
application (Patel et al., 2019). A potential approach to addressing this issue is to reinforce the 
inexpensive polymers by filling them with nano additives that possess strong thermal and 
mechanical properties, thus producing polymer nanocomposites with enhanced properties. 

In the past years, the idea of improving the physical properties of raw polymers by forming 
polymer-based nanocomposites containing nanoscale graphite platelets has been proposed and 
developed. Compared with raw polymers, these nanocomposites have presented improved 
mechanical, electrical, thermal, and optical properties. Yasmin et al. (2006) manufactured 
nanocomposites by mixing an anhydride-cured epoxy resin matrix with expanded graphite (EG) 
and got a significantly improved elastic modulus than pure epoxy. By incorporating exfoliated 
graphite, Afanasov et al. (2009) achieved a great improvement in the thermal and electrical 
properties of coal tar pitch. Safdari and Al-Haik (2013) evaluated the electrical and thermal 
conductivities of polymer nanocomposites incorporating carbon nanotubes (CNTs) and graphite 
nanoplatelets (GNPs), from which it was found that the CNT/GNP/polymer nanocomposites 
outperform the single-nanofiller cases. Jarosinski et al. (2017) evaluated the possibility of 
enhancing the thermal conductivity of epoxy resin, applicable for electrical insulation, through 
incorporating GNPs, which revealed that only 4 wt% of GNPs could lead to a significant increase 
in thermal conductivity. By developing polystyrene/GNPs composite films, Arda et al. (2018) 
observed that the surface conductivity, absorbance intensity, and tensile modulus of the composite 
were enhanced when increasing the concentration of GNPs. 
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The dispersion quality of an additive inside a polymer nanocomposite has a significant effect on 
the reinforcement performance of the additive (Megahed et al., 2021). Specifically, high-quality 
dispersion of the additive will result in a larger contact area between the additive and polymer 
matrix, thus promoting sufficient interactive force so that stress can be transferred effectively 
between the two components (Kalaitzidou et al., 2008; Shokrieh et al., 2013). To improve the 
mechanical strength of the polymer more effectively, it is beneficial to form good bonding between 
the additive and polymer matrix, which can be facilitated by proper surface treatment of additive 
particles. As reported by Malas et al. (2012), natural rubber filled with surface-modified expanded 
graphite shows better mechanical and thermal properties than that filled with expanded graphite 
without modification. 

Although a considerable amount of work has been conducted to ameliorate the physical 
characteristics of polymers by graphite, there are still some research gaps on this topic. For 
example, few studies have been focused on improving the rigidity and thermal stability of 
inexpensive polymers. To fill current research gaps, we combined surface-treated graphite SFG15 
particles with ethylene propylene diene monomer (EPDM) rubber and developed EPDM-graphite 
(Grph) nanocomposites with enhanced mechanical and thermal properties. Compared with plain 
EPDM, nanocomposites have much higher storage modulus and thermal stability, which provides 
a primary choice for seals in geothermal wells. 

 

2. Preparation and Characterization of Treated Graphite Particles 
We first employed the technique of scanning electron microscopy (SEM) to determine the lateral 
dimension of graphite SFG15 particles. The obtained SEM images are presented in Figure 1. As it 
can be seen in Figure 1, graphite SFG15 particles possess a two-dimensional (2D) structure with 
a lateral dimension of around 1 μm to 10 μm. 

         
                                                    (a)                                                                                             (b) 

Figure 1: SEM images of graphite SFG15: (a) overall distribution of different flakes; (b) layered structure 
captured. 
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2.1 Surface Treatment Methodology 

We treated the surface properties of graphite SFG15 particles to add functional groups, namely 
hydroxyl (-OH) and carboxyl groups (-COOH), to the surface of the particles. To this end, a 
mixture composed of sulfuric acid (H2SO4) and nitric acid (HNO3) was prepared with a ratio of 
3:1. Then, the compound acid was mixed with the graphite SFG15 particles. Using a hot plate, the 
mixture was heated up to 80 ℃ and stirred for four hours. Consecutively, the acid-functionalized 
particles were washed with deionized (DI) water and acetone until a colorless liquid was achieved. 

2.2 Characterization: X-Ray Photoelectron Spectroscopy Analysis 

The purpose of surface treatment is to oxidize and introduce functional groups to the surface of 
graphite SFG15 particles. To examine the effect of surface treatment, X-Ray Photoelectron 
Spectroscopy (XPS) analysis was performed to identify functional groups and measure the content 
of oxygen formed on the surface-treated graphite SFG15 particles. The XPS analysis was 
conducted inside a chamber at different temperatures up to 220 ℃. Results are presented in Figure 
2. As it is seen in Figure 2(a), about 12% oxygen content has been introduced on the surface of 
treated particles, which is reasonable as compared to the data available in the literature. For 
example, Bouleghlimat et al. (2013) prepared HNO3-treated graphite particles and reported an 
oxygen content of about 14%. In addition to oxygen content, we also detected a less amount of 
sulfur no more than 0.5% (Figure 2(c)), which can be attributed to the acid functionalization 
procedure. 

Figure 3 presents normalized C 1s spectra for the treated SFG15 particles heated at different 
temperatures. As it is observed from Figure 3, acid functionalization has resulted in the formation 
of carboxyl (-COOH) groups on the surface of treated SFG15 graphite particles. The -COOH peak 
intensity is still very considerable at high temperatures, despite its slight decrease with temperature 
increases. The -COOH groups on the surface of treated SFG15 are expected to promote strong 
bonding between the graphite particles and the polymeric matrix. 
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                                                      (a)                                                                                               (b) 

 
(c) 

Figure 2: (a) Oxygen content; (b) carbon content; (c) sulfur content versus temperature in treated graphite 
SFG15. 

 

 

Figure 3: C 1s spectra for surface-treated graphite SFG15 heated at different temperatures. 

3. Scanning Electron Microscopy Analysis of Prepared Nanocomposite 

Surface-treated graphite SFG15 particles were first mixed with EPDM rubber at the temperature 
of 200 ℃ using a single screw extruder. Subsequently, the combined mixture was hot pressed at 
200 ℃ with a mold to fabricate graphite-filled EPDM nanocomposite, EPDM-Grph. To examine 
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how uniformly the surface-treated graphite particles are dispersed within the matrix, we conducted 
a series of SEM analyses at different voltages. 

Figure 4 corresponds to the SEM images of an EPDM-Grph composed of 1.0 wt.% of treated 
SFG15 particles. Figure 4(a) with a scale of 5 μm illustrates the detection of graphite particles with 
lateral dimensions of several microns. Images taken at a scale of 50 μm, Figure 4(b) and (c), show 
surface-treated graphite particles are uniformly distributed inside the EPDM-Grph nanocomposite. 
Therefore, the current approach of surface treatment of graphite particles and the procedure of 
fabrication of EPDM-Grph nanocomposite led to the formation of a uniform distribution of 
graphite particles within the polymeric matrix. 

        
                                              (a)                                                                             (b) 

  
(c) 

Figure 4: SEM results of EPDM-Grph nanocomposite under (a) voltage of 3 kV and scale of 5 𝛍𝛍𝛍𝛍; (b) voltage 
of 3 kV and scale of 50 𝛍𝛍𝛍𝛍; (c) voltage of 1 kV and scale of 50 𝛍𝛍𝛍𝛍. 

4. Thermal Resistance: Direct Heating Test 
The thermal resistance of polymers is very important for their performance as seal material in 
geothermal applications, so it is essential to ascertain their thermal resistance. To achieve this 
objective, melting temperatures of different polymeric nanocomposites were measured using a 
direct heating test. 

To initially understand to what extent the combination of treated graphite SFG15 can improve the 
thermal resistance of plain polymers, two different types of polymers, EPDM and polypropylene 
(PP), were selected. EPDM-Grph and PP-Grph samples composed of 1.0 wt.% of surface-modified 
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graphite particles were fabricated. For the sake of comparison, samples composed of pure EPDM 
and PP without treated graphite particles were also made. EPDM and PP samples were hot pressed 
respectively at 200℃  and 230℃  into films. To evaluate the thermal resistance of prepared 
samples, plain EPDM, EPDM-Grph, plain PP, and PP-Grph, were heated at a high temperature of 
160 oC for one hour. As it is seen in Figure 5, the pure EPDM sample was decomposed at this level 
of temperature, while others showed reasonable resistance. EPDM sample was removed and the 
other three samples, EPDM-Grph, plain PP, and PP-Grph, were heated at a higher temperature of 
200 oC for one hour. Results are given in Figure 6. It is seen that at a high temperature of 200 oC, 
the samples of plain PP and PP-Grph were melted, while the EPDM-Grph sample was only 
softened slightly. Therefore, the EPDM-Grph nanocomposite presents an increase in the melting 
temperature of the plain EPDM by more than 40 oC.  

From the direct heating test, it can be concluded that surface-treated graphite SFG15 particles can 
significantly increase the thermal resistance of EPDM, and this increase is much more noticeable 
than that obtained for the case of PP. Hence, the nano-reinforcement of EPDM by treated graphite 
particles results in a much greater thermal resistance as compared to that of PP, making EPDM a 
much better candidate to be used for the fabrication of high-temperature resistant nanocomposites. 

 

Figure 5: The films are heated at 160 oC for 1 h, and pure EPDM is decomposed. (Here, Grph represents 
surface-treated graphite) 

 

Figure 6: The films are heated at 200 oC for 1 h, EPDM-grph is softened, while PP and PP-Grph are melted. 
(Here, Grph represents surface-treated graphite) 

 

5. Mechanical Resistance: Dynamic Mechanical Analysis 
The mechanical properties of a polymer are a key parameter affecting its deformation and 
functionality when subjected to external forces. As a well-developed mechanical test method, 
dynamic mechanical analysis (DMA) has been extensively applied to examine the mechanical 
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behavior of polymer materials dependent on temperature (Fim et al., 2013; Jawaid et al., 2013; 
Saba et al., 2016). We conducted DMA using the TA Instruments Q800 Dynamic Mechanical 
Analyzer to evaluate the mechanical properties of the prepared EPDM-Grph nanocomposites. To 
this end, we prepared test specimens (films) with dimensions of 20 mm (length) ×  5 mm (width) 
× 1.4 mm (thickness). A pair of tension clamps, including an upper fixed clamp and a lower 
movable clamp, were used to apply a dynamic load to the film in the direction of its length. The 
controlled strain mode was adopted, with the amplitude being 15 μm. The single frequency of the 
dynamic load was 1 HZ. Before dynamic loading is started, a preload force of 0.01 N was applied 
to the test specimen to make it completely straight. During DMA, liquid nitrogen was utilized to 
cool the film to −80 ℃. Then, the film was heated to increase its temperature from −80℃ to 
around 0 ℃ at a heating rate of 2 ℃/min. 

Results obtained from the DMA, including the storage moduli, loss moduli and tan 𝛿𝛿   (loss 
factors), are presented in Figure 7. EPDM-Grph nanocomposites composed of different 
concentrations of treated graphite SFG15 particles, 1.5wt.% and 3wt.%, were tested. For the sake 
of comparison, the results corresponding to the plain EPDM have been also included in Figure 7. 
Here, 𝛿𝛿 is the phase angle between the storage modulus and loss modulus. From Figure 7(a), it can 
be seen that the addition of surface-modified graphite particles to the EPDM decreases the decline 
of storage modulus by increasing temperature, as compared to the plain EPDM. In other words, 
1.5 wt.% concentration of treated graphite SFG15 particles significantly enhanced the storage 
modulus of EPDM. Increasing the concentration of treated graphite from 1.5 wt.% to 3 wt.%, the 
enhancement in the storage modulus is still considerable. For further illustration, the storage 
modulus of plain EPDM at −70℃ is 454.14 MPa, while after adding 3.0 wt.% of treated SFG15 
increases to 1434.33 MPa, which is 215.83% improvement. The above-mentioned improvement 
at the temperature of −10℃, becomes 118.44%, increasing the storage modulus of plain EPDM 
from 11.44 MPa to 24.99 MPa. As shown in Figure 7(b), the peak value of the loss modulus of 
prepared nanocomposites significantly increases as compared to the plain polymer having no 
treated graphite. The loss modulus represents the viscous part of the complex modulus, related to 
the ability of the material to dissipate stress through energy loss in the form of heat. Therefore, the 
prepared nanocomposites with higher loss moduli than that of the plain EPDM present a stronger 
ability to resist external forces through energy dissipation. Figure 7(c) indicates that EPDM-Grph 
nanocomposites have lower peak values of tan 𝛿𝛿 in comparison with the plain EPDM, concluding 
that the loss modulus of the nanocomposites has a lower contribution to the deformation resistance 
versus temperature than that of the plain EPDM. Moreover, from Figure 7(c), it is seen that the 
glass transition temperature (the temperature corresponding to the peak value of tan 𝛿𝛿) of the 
nanocomposite consisting of 1.5 wt.% treated graphite slightly increases as compared to the plain 
polymer, while it slightly decreases as the concentration of treated SFG15 increases from 1.5 wt.% 
to 3 wt.%. The glass transition temperature of plain EPDM and its nanocomposites is around 
−38℃.

In summary, treated graphite SFG15 particles effectively enhance the elastic/storage modulus of 
EPDM at different levels of high temperature. Moreover, the addition of these treated graphite 
particles to the EPDM reduces the contribution of the viscous/loss modulus to the complex 
modulus of the prepared material. The above-mentioned behavior is even more remarkable at a 
higher concentration of treated graphite, 3.0 wt.%. Therefore, the EPDM-Grph nanocomposite has 
a much higher resistance to external forces as compared to the plain EPDM used in oil and gas 
wells.  
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                                                         (a)                                                                                            (b) 

 
       (c) 

Figure 7: Effect of content of treated graphite SFG15 on (a) storage modulus; (b) loss modulus; (c) tan 𝜹𝜹 of 
EPDM. 

 

6. Thermal Stability Characterization: Thermogravimetric Analysis 
Thermal stability is a very important property for seals in a geothermal well working in a high-
temperature environment. Therefore, it becomes more favorable to develop higher thermal stability 
for the constituent material of seals. Thermogravimetric analysis (TGA) has been a frequently 
adopted approach to evaluating the thermal stability of polymers at different temperatures (Knauth 
et al., 2011; Fitaroni et al., 2015; Zhang et al., 2022). Therefore, we carried out TGA for both plain 
EPDM and EPDM-Grph nanocomposites to assess and compare their thermal stability. Two 
different concentrations of treated graphite, 1.5 wt.% and 3 wt.%, were examined for the 
fabrication of EPDM-Grph samples. We utilized the TA Instruments Q50 Thermogravimetric 
Analyzer, while the temperature was increased from 50 ℃ to around 550 ℃ at a heating rate of 10 
°C/min. The normalized weights, and percentages of remaining weight with respect to the original 
weight, for both plain EPDM and the EPDM-Grph with respect to temperature, are given in Figure 
8. As temperature increases in the early stage when the temperature is below 350 ℃ , the 
normalized weights of both plain and nanocomposite keep almost constant. However, the 
normalized weight of each sample starts to decrease sharply at a certain critical temperature, which 
is defined as the onset degradation temperature. From Figure 8, it is found that the onset 
degradation temperature of the nanocomposite with 1.5 wt.% concentration of treated graphite 
particles is 380 ℃, and is 385 ℃ for the nanocomposite consisting of 3.0 wt.% of treated graphite. 
Moreover, it is seen that the onset degradation temperature of plain EPDM is 354 ℃ . 
Consequently, by adding only 3.0 wt.% concentration of treated SFG15 particles, the onset 
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degradation temperature of the base polymer, EPDM herein, can be considerably increased, more 
than 30 ℃ for the current study. It is likely that increasing the concentration of treated SFG15 
beyond 3.0 wt.% will further increase the onset degradation temperature of the EPDM-Grph 
nanocomposite. Finally, it can be concluded that the thermal stability of EPDM rubber can be 
enhanced by uniform dispersion of surface-treated SFG15 graphite particles. 

 

 

Figure 8: Effect of content of treated graphite SFG15 on weight of EPDM samples versus temperature. 

 

7. Conclusions 
In this paper, an experimental study was carried out to nano-reinforce inexpensive ethylene 
propylene diene monomer (EPDM) rubber with surface-treated graphite SFG15. The purpose was 
to develop sustainable materials with enhanced mechanical and thermal properties at high 
temperatures to be used for sealing applications in geothermal wells. Key findings obtained from 
this study are as follows: 

1. The XPS analysis validated the formation of functional groups (-COOH) on the surface of 
graphite particles. The SEM technique showed a uniform dispersion of treated graphite particles 
within the polymeric nanocomposite. From the direct heating test, we found that the melting 
temperature of the constituent polymer (EPDM herein) can be enhanced by more than 40 ℃ by 
only 1.0 wt.% concentration of treated graphite particles. 

2. DMA conducted at different temperatures illustrated that 1.5 wt.% concentration of treated 
graphite particles significantly enhances the elastic/storage modulus of the constituent polymer 
and reduces the contribution of the viscous/loss modulus to its complex modulus. Moreover, the 
results showed that by increasing the concentration of treated particles from 1.5 wt.% to 3.0 wt.%, 
much higher improvement is achieved in the storage modulus, and the tan 𝛿𝛿  (loss factor) keeps 
declining. We also found that the peak value of the loss moduli of developed nanocomposites 
significantly increases as compared to the plain constituent polymer. It indicates that developed 
nanocomposites composed of treated graphite particles have a stronger ability to resist external 
forces through energy dissipation than the plain constituent polymer. 
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3. TGA revealed a considerable increase in the onset degradation temperature of the constituent 
polymer by more than 30 ℃ as a result of 3.0 wt.% concentration of treated graphite particles. 
Therefore, the uniform dispersion of treated graphite particles and the formation of strong bonding 
with the polymeric matrix led to a nanocomposite with enhanced thermal stability. 

Achievements explained in the preceding paragraphs correspond to the methodology that we 
developed to treat graphite particles and the approach used to fabricate polymer-Grph 
nanocomposites. This prepared nanocomposite can be introduced as a promising candidate for the 
fabrication of seals applicable in geothermal wells. 
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ABSTRACT 

The extraction of geothermal energy revolves around the injection and subsequent production of 
steam that passes through a geothermal plant. The generation of geothermal power is contingent 
upon three vital elements: a heat source, a consistent and adequate flow rate, and efficient binary 
technology. The economic viability of the energy produced largely hinges on the successful 
drilling and completion of geothermal wells to ensure a steady flow of fluid. 

The drilling of geothermal formations is often fraught with complications due to factors such as 
high temperatures, hard and abrasive geological features, complex formation patterns, fractured 
rocks, and corrosive formation fluids. The multilateral well design was introduced in the oil and 
gas industry to maximize reservoir contact while simultaneously reducing well cost by drilling 
multiple laterals from a single main wellbore. One particularly efficient variant of multilateral well 
design is Fishbone Drilling (FbD). This method involves drilling different branches with efficient 
geometry, a design informed by the length of the branches, their spacing, the angle between the 
branches and the main borehole, and the direction of the branches. 

This study investigates the prospective application of Fishbone Drilling technology to boost 
production from geothermal wells in the Williston Basin, North Dakota. The project's objective is 
to evaluate the economic viability of exploiting the Bakken Formation's potential for geothermal 
utilization from existing oil and gas wells. The study suggests that increasing the number of 
branches in the fishbone well design could reduce injection pressure and expedite thermal 
breakthrough. An optimized fishbone design in terms of branch length, number, and angle could 
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significantly enhance the performance of multilateral-well Enhanced Geothermal Systems (EGS). 
The paper will present a sensitivity analysis for various scenarios. 

While this technology has yet to be implemented in geothermal wells in the USA, the results 
disclose a higher enthalpy for a fishbone well with 16 branches, each 500m in length for the 
injector well and 700m for the producer well and angled at 45 degrees from the main lateral. This 
research provides valuable insights and recommendations for the application of fishbone 
technology for EGS operations in North Dakota. In the context of multi-well pad operations, the 
study's findings underscore the strategic benefit of placing a Fishbone well in the middle, 
surrounded by horizontal producer wells, thereby enhancing operational efficiency and the 
performance of the EGS. 

1. Introduction  
Geothermal energy, a stable and reliable renewable energy source, offers a compelling alternative 
to fossil fuels and is less dependent on weather conditions compared to wind, solar, and tidal power 
(Alagoz & Alghawi, 2023). This has led to its widespread use for electricity generation in countries 
like Iceland, Kenya, Indonesia, Turkey, and the United States (Tester et al., 2007). The concept of 
Hot Dry Rock (HDR) geothermal energy was first proposed in 1974 at the Los Alamos National 
Laboratory, paving the way for the development of Enhanced Geothermal Systems (EGS). The 
first commercial-scale EGS power plant was established in Soultz in 1987, marking a significant 
milestone in geothermal energy development (Zeng et al., 2013). 

Despite these advancements, drilling in geothermal reservoirs presents significant challenges due 
to the harsh conditions (Gyimah et al., 2023). High temperatures can degrade drilling equipment 
and fluids, while the hard, abrasive rock formations common in these reservoirs can cause 
substantial wear on drill bits. The presence of corrosive gases and minerals in geothermal fluids 
can further accelerate equipment degradation (Mohamed et al., 2021). Additionally, the economic 
viability of geothermal projects is often a challenge due to the high upfront costs of drilling and 
the financial risks associated with the unpredictable nature of geothermal resources 
(Allahvirdizadeh, 2020). These challenges underscore the need for continued innovation and 
research in geothermal energy extraction methods and technologies as stated by Kang et al. (2023). 
Ishikawa and Naganawa (2022) studied the impact of high temperatures on Measurement While 
Drilling (MWD) tools in geothermal drilling in Japan. The goal was to identify the pump rate 
needed to lower downhole temperature to 175°C for various well diameters. The study found that 
mud-based drilling fluid was more effective at cooling than water alone, and smaller well 
diameters required higher pump rates. In their study, Ahmed & Teodoriu (2023) reviewed the use 
of Radial Jet Drilling (RJD) in geothermal wells. RJD, a technique that uses high-pressure water 
to drill radial holes, has been effective in oil and gas production but faces challenges in geothermal 
wells due to hard magmatic formations. The authors identified key factors influencing RJD’s 
effectiveness and highlighted the need for further research to address its technical limitations. 

According to Sui et al. (2018), repurposing abandoned oil and gas wells for geothermal 
applications presents a potential solution to some of the challenges associated with geothermal 
drilling. These wells, already drilled into the earth's subsurface, can bypass the high upfront costs 
and risks associated with drilling new geothermal wells. Moreover, they can leverage existing 
infrastructure, reducing the impact on the environment (Kiaghadi et al., 2017). However, the 
suitability of these wells for geothermal energy extraction depends on their depth, location, and 
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the thermal properties of the surrounding rocks. Therefore, a thorough evaluation is necessary to 
ensure that the repurposed wells can effectively harness geothermal energy as studied by Merzoug 
and & Okoroafor (2023). This approach could potentially mitigate some of the economic and 
technical challenges associated with geothermal energy extraction. 

The challenges associated with repurposing abandoned for geothermal applications have led 
researchers to explore more efficient drilling geometries to optimize geothermal energy extraction. 
Among the innovative approaches for increasing the contact area with the reservoir are multilateral 
and fishbone-type wells. These techniques offer the potential to enhance heat extraction efficiency, 
a concept that has been thoroughly explored in the recent study by Ouadi et al. (2023b). These 
innovative drilling techniques could provide a more effective approach to geothermal energy 
extraction, complementing the use of repurposed oil and gas wells. 

Over the past few years, the exploration of complex drilling schemes, such as multilateral wells or 
fishbone-type wells, in geothermal energy extraction has gained significant attention. However, 
the number of studies in this area remains limited, with most focusing on multilateral wells. Song 
et al. (2018) pioneered a novel Enhanced Geothermal System (EGS) that utilizes multilateral wells. 
They developed a 3D model to investigate the heat extraction performance of this system, 
revealing that the multilateral-well EGS could significantly reduce the cost of geothermal 
development while achieving high heat extraction performance. They recommended the use of 
longer multilateral wells to improve the average production temperature and extend the service 
life of the system. Building on this concept, Shi et al. (2018) presented a CO2 Enhanced 
Geothermal System (EGS) that utilizes multilateral wells to exploit hot dry rock (HDR). Their 3D 
fluid flow and heat transfer model indicated that multilateral-well CO2-EGS has superior heat 
extraction performance compared to conventional double-well CO2-EGS. They found that lower 
production pressure, more multilateral wells, and longer multilateral wells can improve CO2-EGS 
performance, while the lateral-well diameter has negligible effects. Zhang et al. (2018) proposed 
a tree-shaped well structure for Enhanced Geothermal Systems (EGS) to improve the efficiency 
of heat extraction from geothermal reservoirs. Their model, based on the local thermal equilibrium 
method, was verified by Lauwerier’s solution. The performance of this model was assessed based 
on several parameters, including production temperature, heat extraction ratio, reservoir 
impedance, injection pressure, heat production power, and electric power. 

In a series of studies, Shi et al. (2019) explored the application of multilateral wells in a geothermal 
reservoir using a thermal-hydraulic-mechanical (THM) coupling model and a discrete fracture 
network (DFN) approach. They emphasized that the fracturing operation of multilateral-well EGS 
should focus on generating long fractures to connect natural fractures far from lateral wells rather 
than inducing numerous fractures around lateral wells. 

Gao et al. (2021) conducted a numerical simulation on a multilateral system in a fractured 
geothermal reservoir with different branch wells and well orientations. Their parametric sensitivity 
analysis revealed that heat production increased with the mass flow rate, well length, and well 
spacing, and decreased with increasing fracture permeability. Jie & Jingxuan (2021) presented a 
multilateral well enhanced geothermal development system and explored the influence of various 
parameters on the heat production performance of this system. They found that the heat production 
performance of the system in the early stage can be improved by increasing the length of the 
production well, and the heat production capacity of the system can be enhanced to a certain degree 
by increasing the injection-production pressure difference. Lentsch et al. (2021) successfully 
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drilled and tested the first multilateral geothermal test well in Munich. Their numerical simulation 
successfully assessed the potential of multilateral wells in enhancing geothermal energy 
production in the South German Molasse Basin. 

Zhai et al. (2023) used numerical simulation to assess the heat production potential of an Enhanced 
Geothermal System (EGS) that utilizes multilateral horizontal wells in the Qiabuqia geothermal 
area, northeast Tibetan plateau, and conducted a sensitivity analysis by varying several parameters 
such as well layout, reservoir naturally occurring, and human-controlled parameters. The basic 
multilateral horizontal well system could attain an electric power of 2.28–2.52 MW and an electric 
energy efficiency of 3.5–7.0 in 20 years. The study also found that the branch number and branch 
length significantly affect the electric power and flow impedance. Finally, Brown et al. (2023) 
investigated the construction of a multilateral closed-loop geothermal system (MCLGS) for high-
temperature drilling. They developed two models to simulate drilling and estimate the temperature 
and pressure profile of the drilling mud. The study concluded that using drill pipes with increased 
thermal resistance could maintain cool downhole circulating temperatures, enabling the drilling of 
high-temperature hard rock formations for MCLGS projects. 

2. Fishbone Drilling 
Multilateral drilling, a recent technological development, involves creating multiple branches off 
a primary well to boost recovery, particularly prevalent in unconventional resource exploration 
(Rylance et al., 2020). The design of such wells hinges on the reservoir's geological, petrophysical, 
and geomechanical characteristics with the aim to widen production zones and increase formation 
contact (Yanping et al., 2009).  

One innovative variant of multilateral drilling is Fishbone Drilling (FbD), aptly named due to the 
fish skeleton-like appearance of its main horizontal well and micro-holes, a concept developed by 
Ouadi et al. (2023c). These micro-boreholes, reminiscent of multilateral drilling, are influenced by 
factors like length, number, inclination angle, and the distance between deviation points. Unlike 
traditional multilateral wells stemming from a main vertical borehole, fishbone wells extend from 
the lateral section of multilateral wells (Yu et al., 2020). FbD, when deployed in fractured zones 
such as high fracture density areas in unconventional plays, could enhance production while 
presenting unique drilling challenges (Ismail et al., 2020). The goal here is to connect existing 
fractures and boost flow rates by improving effective permeability and fracture network links 
(Doonechaly, 2012). 

Over time, fishbone wells have emerged as a novel multilateral drilling technique owing to their 
economic and technical merits (Al-Rbeawi et al., 2019). They stand apart from conventional 
multilateral wells as they are drilled within the same pay zone, making them ideal for various 
reservoir layers (Abdulazeem and Alnuaim, 2016). Fishbone technology addresses economic, 
environmental, and regulatory hurdles and aims to expand the reservoir's drainage area by 
maximizing contact via fishbone patterned branches (El Ghandour, 2021; Xing et al., 2012). The 
consequent increase in production rate enhances drilling and completion costs' efficiency. It 
justifies the use of fishbone wells as an alternative to fracking or a supplementary method for 
recovery enhancement in different reservoir zones (El Ghandour, 2021). 
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3. Fishbone Well Design Optimization 
The optimization of Fishbone well design, including elements such as the number of branches, 
their orientations, lengths, angles with the main hole, and the distances between Fishbones, is a 
complex yet relatively new field in unconventional reservoirs. This area has been recently studied 
by Ouadi et al. (2023b). The goal is to maximize economic returns by improving well productivity 
through enhanced reservoir contact while also managing higher operational costs due to complex 
drilling processes (Maximenko et al., 2017) (Figure. 1). Several studies employing numerical 
simulations, analytical models, and empirical correlations have deeply explored different Fishbone 
configurations. These studies aimed to understand the impact of Fishbone well geometry on 
reservoir recovery, providing crucial insights on the number and direction of branches, branch 
length, branch angles, and the distances between adjacent branches. 

Studies on branch numbers and directions suggest that increasing the number of branches to an 
optimal point boosts oil production, but beyond that, the gains plateau due to heightened drilling 
costs. Additionally, drilling branches on opposing sides of the main hole seems to maximize 
reservoir contact and production (Xing et al., 2012; Manshad et al., 2019). 

Regarding branch length, studies show that longer branches initially increase production but reach 
a point of diminishing returns as they extend into areas with lower reservoir properties. The 
optimum length, therefore, varies according to the petrophysical properties and thickness of the 
reservoir (Manshad et al., 2019; Xing et al., 2012; Sun et al., 2019). 

As for branch angles, results from various studies show that optimum production correlates with 
angles between 20° and 30° from the main horizontal borehole. Lower angles offer no significant 
production improvement (Manshad et al., 2019; Xing et al., 2012; Sun et al., 2019). 

Finally, determining the optimal distance between adjacent branches involves considerations such 
as geological properties, formation thickness, and build-up radius. Current research suggests a 
suitable distance between 80m to 150m, although closer distances can yield higher productivity 
(Xing et al., 2012; Sun et al., 2019). 

Fishbone well design optimization is a sophisticated process that balances maximizing reservoir 
contact and minimizing drilling costs to enhance project economics. This field will continue to 
evolve with advancements in technology and our understanding of unconventional reservoirs, 
paving the way for more efficient and cost-effective drilling methods. 
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Figure 1: Design of a Fishbone Well (Ouadi et al., 2023c). 

4. Geothermal Potential in North Dakota 
The research primarily focuses on the most exploited and mature oil fields within the expansive 
Williston Basin in North Dakota. This extensive intracratonic basin, which exhibits an ellipsoid 
shape, spans across a massive area of approximately 933,000 square kilometers or 36,023 square 
miles, covering parts of North Dakota, Montana, Saskatchewan, and Manitoba (as depicted in 
Figure 2) (Sidike, 2020). Its initial subsidence traces back to the Ordovician period, extending into 
the late Tertiary, thereby encapsulating a complete stratigraphic record of the Phanerozoic Era 
(referenced from Gosnold et al., 2010). 

 
Figure 2: Location of the study area (dark fill) within the Williston Basin (light fill) (Onwumelu et. al, 2021). 

The basin comprises over 54 unique geological formations, with 20 among them yielding oil and 
water at temperatures that range from 65°C to 150°C, indicative of low to intermediate geothermal 
resources (Gosnold et al., 2010, depicted in Figure 3). The Bakken and Three Forks Formations, 
which have been the focal point of recent oil extraction activities, are estimated to contain a 
staggering reserve exceeding 400 billion barrels of oil (Nordeng et al., 2010). 
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Figure 3: Temperature and depth at key stratigraphic levels (Gosnold et al., 2019) 

The porosity of the Bakken Formation varies between 5% and 10%, with permeability ranging 
from 0.05 to 0.2 millidarcy (mD), factors that restrict fluid production (Pramudito, 2010). The 
thermal energy stored within the brines of the Williston Basin has been estimated at 28 EJ (6.8 
PWh), as per Gosnold et al., (2021). This far surpasses the estimated 3.6 PJ (9.97 TWh) energy 
content in the basin's oil and gas reserves, as reported by the Energy Information Administration 
(EIA, 2020), by a factor of one thousand. While a barrel of oil holds hundreds of times more energy 
than a barrel of water at temperatures between 100°C and 150°C, this oil can be extracted just once 
before it's depleted. In contrast, geothermal heat mining, as envisaged at this scale, can yield 
thousands of barrels of water per minute over a span of 20 to 30 years before new wells need to be 
drilled. 

3. Description of the Numerical Model 
A numerical simulation was conducted, executing various runs to ascertain the recoverable energy 
potential of a theoretical Enhanced Geothermal System (EGS) project employing assorted fishbone 
configurations. The reservoir properties are displayed in Table 1. Primarily composed of low 
porosity material, the reservoir also includes natural fractures that have high permeability, 
substantially contributing to the flow. A standard dual porosity model, encompassing both matrix 
and fracture, was chosen to simulate the reservoir. In this model, the matrix is connected to the 
fracture, but there is no interconnectivity between each matrix porosity. 

The efficiency of Fishbone wells under a variety of operational conditions was studied using 
commercial reservoir simulation software. Over 50 different scenarios were analyzed, all based on 
real wellbore conditions and actual reservoir data. For the sake of this research, a selection of 12 
cases was made for a comparative study. A seasoned production engineer authenticated and 
scrutinized the reservoir model, which incorporated a 3D Cartesian grid system with dimensions 
of 80×80×15 grid cells (Figure. 4).  
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The Fishbone well was drilled into a reservoir measuring 4000×4000×4000 m, and its performance 
was assessed over a span of twenty years of injection/production. The research included a single 
fishbone multilateral well, with the number of branches varying from 4 to 16, sprouting from the 
main horizontal wellbore at angles ranging between 22 and 90 degrees (Figure. 5). The overarching 
goal of our project was to maximize the efficiency of the enthalpy harnessed by the production 
wells (vertical, horizontal, and fishbone-shaped) using a commercial simulator (CMG + STARS). 
Subsequent to this, sensitivity analyses and optimization were undertaken. 

Table 1: Properties of the reservoir utilized in the simulation. 
Parameter  Value Unit 
Permeability  0.001 mD 
Porosity 0.08 Unitless  
Volumetric heat capacity of reservoir rock 34 Btu/(ft3.⸰F) 
Thermal conductivity of reservoir rock 40.05 Btu/(ft. day.⸰F) 
Thermal conductivity of the water 8.99 Btu/(ft. day.⸰F) 
Rock compressibility 6.21 10-6/psi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Two-dimensional numerical simulation schematics for both injection and production operations in a 
fishbone well. 

Injector 
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Figure 5: Three-dimensional schematic representation of a fishbone well. 

4. Simulation results 
4.1 Effect of Number (n) of Branches 

To assess the influence of the number of fishbone branches on the production of geothermal wells, 
both injection, and production, we developed designs for four wells, each with varying numbers 
of branches, and compared them to a standard vertical and horizontal well (refer to Figure. 6). In 
these designs, the total drilled footage remains constant. Thus, increasing the number of branches 
equates to a rise in drilling costs. All other fishbone parameters were kept consistent for this 
investigation. 

• Angle between branches and horizontal: 45˚  
• Length of branches: 700m for producer and 500m for injector  

Injector 

Producer 
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                       Vertical well                 Horizontal well         Fishbone with 4 branches 

 
                 Fishbone with 8 branches     Fishbone with 16 branches 

Figure 6: Diagram illustrating vertical, horizontal, and fishbone wells with varying numbers of branches. 

4.2 Effect of Length (L) of Branches 

Utilizing reservoir numerical simulation technology, the influence of branch length in a fishbone 
well on initial well production over time was assessed. Specific lengths evaluated included 300 
meters, 600 meters, 900 meters, and 1200 meters (Refer to Figure.7). The data suggest that the 
optimal branch length should be restricted to no more than 1200 meters to guarantee the stable 
operation of the fishbone-configured well. Throughout this study, other parameters associated with 
the fishbone well were kept constant as follows: 

• Number of branches: 4 
• Angle between branches and horizontal:  35˚  
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    Fishbone well with branch lengths of 300 meters each             Fishbone well with branch lengths of 600 meters each                                          

  
     Fishbone well with branch lengths of 900 meters each           Fishbone well with branch lengths of 1200 meters each                      

Figure 7: Diagram illustrating fishbone wells with varying branches lengths. 

4.3 Effect of Angle (α) Between Branches and Main Lateral 

With an increase in the branch angle of a fishbone well, the area under its control broadens. This 
expansion influences not only the interplay between the main bore and the branch holes but also 
the interactions among different branch holes. By leveraging a predictive model, the output of a 
four-branch fishbone well with varying angles was quantified. The configurations of the three 
distinct fishbone wells are illustrated in Figure 8. The remaining fishbone parameters are kept 
constant as follows: 

• Number of Branches: 6                                      
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• Length of Branch: 300m                

   
                        20 Degrees                                                45 Degrees                                                  90 Degrees               

Figure 8: Diagram illustrating the structural configuration of a fishbone well, highlighting different angles 
between the branches and the main lateral. 

5. Sensitivity analysis results 
5.1 Effect of Number (n) of Branches 

The findings presented in Figure 9 demonstrate a significant impact of the number of fishbone 
branches on the production of enthalpy, suggesting a powerful correlation between the branch 
count and the volume of the reservoir tapped. The increase in the number of branches amplifies 
the surface contact area with the reservoir, thereby facilitating a more efficient extraction of heat. 
As the number of branches escalates, the overall contact area within the geothermal reservoir 
escalates too, improving the heat exchange process and consequently increasing the enthalpy yield. 
Thus, it can be inferred that optimizing the number of fishbone branches can substantially augment 
the efficiency of geothermal energy extraction from a given reservoir. 
In contrast, vertical and horizontal wells in this context exhibited no production due to the 
reservoir's low permeability as well as the higher distance between the existing adjacent wells 
within the same section. This permeability constraint hinders the transfer of geothermal heat to the 
well, drastically affecting energy production. However, the incorporation of a fishbone well design 
within existing well pads can counteract this issue. The fishbone design, with its multiple branches 
extending from the main wellbore, can better navigate and exploit the low permeability reservoir. 
It can reach out to different sections of the reservoir which otherwise remain inaccessible by a 
conventional vertical well. As a result, a more comprehensive and efficient geothermal energy 
extraction can be achieved from the domain, enhancing the productivity and sustainability of the 
geothermal project. 
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Figure 9: Impact of branch’s number on enthalpy potential in fishbone wells 

5.2 Effect of Length (L) of Branches 

Figure 10 reveals a noticeable trend where an increase in the length of the fishbone branches leads 
to higher cumulative production. This suggests that the branch length is a critical parameter, 
intricately linked to the petrophysical properties and stratigraphy of the reservoir. As the branches 
penetrate deeper into the reservoir, they engage more extensively with the productive zones, 
thereby escalating the rate of geothermal energy extraction. 
When addressing the scenario of well pad proximity, placing well pads closer together can 
facilitate a more efficient fluid flow between the injector and producer wells. The reduced distance 
between the pads allows the injected fluid to circulate more effectively within the geothermal 
reservoir, promoting better heat exchange and subsequent energy recovery. 
Moreover, the narrow spacing between well pads can also enhance the connectivity between 
existing hydraulic fractures. This improves the fracture network within the reservoir, promoting a 
better fluid flow through the interconnected fracture system. Consequently, this optimized well 
pad arrangement and the augmented hydraulic fracturing interconnectivity significantly boost the 
geothermal well's efficiency, enabling a more sustainable and productive extraction of geothermal 
energy from the reservoir. 
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Figure 10: Impact of branch’s length on enthalpy potential in fishbone wells 

5.3 Effect of Angle (α) between branches and main lateral 

As demonstrated in Figure 11, variations in the angle of the fishbone branches exert subtle 
influences on the overall production rate. There is a slight upward trend in production when the 
angle reaches around 45 degrees, compared to a relatively lower production rate observed at an 
angle of 20 degrees. The angle of the branches has direct implications for the "control area" or the 
volume of the reservoir directly influenced by the fishbone design. As the angle increases, the 
control area expands, reaching its maximum when the angle is approximately 45 degrees. Beyond 
this point, the control area marginally decreases, implying that excessive branch angles may not 
yield additional benefits. Simultaneously, the angle of the branches plays a crucial role in 
determining the degree of interference between the main horizontal wellbore and the branch holes. 
As the branch angle increases, the interference between the different branch holes intensifies. 
However, this amplification in interference only occurs up to a certain point, after which it may 
stagnate or even decline.  Thus, the angle of fishbone branches impacts both the reservoir's control 
area and the interference amongst the branch holes, influencing the overall productivity of the 
geothermal system. The optimal branch angle would be one that balances these factors to maximize 
heat extraction, thereby optimizing the geothermal well's performance. 
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Figure 11: Impact of the angle between branches and main lateral on enthalpy potential in fishbone wells 

6. Evaluating the Efficacy of Fishbone Wells as Injectors versus Producers: A Comparative 
Analysis of Optimal Utilization 

The use of Fishbone wells has gained traction for their efficiency in maximizing contact with 
reservoirs, thereby leading to significant improvements in production rates. However, 
understanding the ramifications of applying Fishbone wells either as injector or producer wells 
and discerning the more beneficial role still remains a somewhat uncharted territory. In this portion 
of our study, we aim to shed light on this aspect by contrasting the performance of Fishbone wells 
when used as injectors versus producers. Our objective is to ascertain which application delivers 
greater advantages under identical operational and reservoir conditions. 

As a model for our analysis, we've chosen a Fishbone well design that features four branches. This 
choice is attributed to the balanced complexity that this design offers and its prevalent utilization 
within the industry. This specific design will serve as our reference point, enabling us to compare 
and contrast the performance of Fishbone wells in their dual roles effectively. 

In the context of geothermal energy, Fishbone wells present a unique potential to improve heat 
transfer within the low permeable Bakken reservoir due to their branched structure. The extensive 
contact area they provide enhances convective heat transfer, making them effective tools for both 
heat extraction in production wells and heat injection in injection wells. 

Another compelling aspect to consider is the cost efficiency of Fishbone wells. By adopting a 
single Fishbone well design instead of two separate wells for injection and production, the 
operational costs associated with drilling and maintaining the wells could be substantially reduced. 
This efficiency not only makes the geothermal extraction process more economically viable but 
also contributes to more sustainable energy production.  
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In Figures 12 and 13, we explore the performance dynamics of Fishbone wells when used as either 
an injection well or a production well, each time contrasted with a conventional horizontal well 
used in the opposite role. 

 
Figure 12: Three-dimensional schematic representation of a fishbone injector and horizontal producer in a 
geothermal reservoir 

 
Figure 13: Three-dimensional schematic representation of a horizontal injector and fishbone producer in a 
geothermal reservoir 

The data from the study revealed that employing a Fishbone well as an injector yielded a higher 
cumulative heat recovery over 20 years than when used as a producer (See Figure 14). This can be 
attributed to the unique design of Fishbone wells, with multiple branches extending out from the 

Injector 

Injector 
Producer 

Producer 
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main bore. When utilized as an injector, the well's design disperses the injection fluid widely into 
the reservoir, thus expanding the thermal contact area. The cooler fluid injected through the 
Fishbone well branches permeates the reservoir rock more thoroughly, picking up heat from a 
wider area, which subsequently leads to a higher overall heat recovery.  

The findings from this study are particularly relevant considering our primary objective is not 
merely to achieve high production rates but to ensure substantial heat recovery over the extended 
lifespan of the reservoir. An increased heat recovery rate implies a higher degree of reservoir 
sustainability, crucial for the long-term viability of geothermal operations. This, combined with 
the fact that Fishbone wells entail higher operational costs, underlines the need for a long and 
productive lifespan for each Fishbone well to ensure a return on the investment. 

Additionally, in the context of multi-well pad operations, having a Fishbone well positioned in the 
middle, with surrounding horizontal producer wells, particularly at the extremities, is another 
strategic arrangement that offers significant advantages. The expansive reach of the Fishbone well 
ensures that it interacts with a large volume of the reservoir. Its many branches disperse the cool 
fluid widely and uniformly into the formation. Positioned centrally, the Fishbone well has the 
advantage of accessing and influencing a greater area of the reservoir. Concurrently, the horizontal 
producer wells placed at the extremities serve to efficiently collect the heated fluid. This 
configuration ensures that the heat extraction process is not concentrated in one section, but rather, 
the heated fluid is extracted from a wider area, contributing to a more uniform heat sweep. This 
arrangement provides a greater level of control over the heat recovery process and aids in avoiding 
overheating or overcooling sections of the reservoir. This combination of a central Fishbone 
injector and peripheral horizontal producer wells optimizes the sweep efficiency, ensuring a 
comprehensive extraction of the available geothermal heat within a reservoir section. The result is 
a higher cumulative heat recovery and a longer, more sustainable operational lifespan for the 
geothermal reservoir. 

 
Figure 14: Comparative analysis of cumulative heat recovery over two decades: fishbone well as injector vs. 
producer 
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7. Conclusion:  
In conclusion, the study's sensitivity analysis demonstrates the key role of Fishbone well design in 
enhancing geothermal energy production. The effectiveness of this design is influenced by the 
number of fishbone branches, which significantly impact the enthalpy potential through increased 
surface contact with the reservoir, enabling more efficient heat extraction. This finding highlights 
the need to optimize branch number for better performance. The study also shows that Fishbone 
wells have advantages over conventional wells, especially in low permeability contexts, as they 
can more effectively exploit reservoir sections to boost energy extraction. The length of the 
branches further affects cumulative production, and the proximity of well pads is essential in fluid 
flow and energy recovery. Additionally, the angle between branches and the main lateral subtly 
affects production, with a 45-degree angle providing an optimal balance. The deployment of 
Fishbone wells as injectors offers superior long-term benefits, such as higher heat recovery, 
operational cost-efficiency, and extended well lifespan. Strategic placement of Fishbone wells also 
ensures maximum heat extraction. These insights reveal that careful consideration of design 
parameters and well placement is crucial for optimizing geothermal energy extraction. The study 
points decisively toward the Fishbone well design as beneficial for geothermal reservoir 
operations, leading to higher cumulative heat recovery and enhanced well life, making operations 
more cost-effective. Future research and field applications should incorporate these findings to 
maximize geothermal potential and extend the longevity of operations. 
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ABSTRACT 

The objective of this work was to design and evaluate thermally insulating cements for shallow, 
low-temperature thermal energy storage systems capable of storing high-temperature carrier fluids. 
The work focused on lightweight hydrophobic cement composites allowing significantly deceased 
thermal conductivity (TC) even under water-saturated conditions of underground wells while 
proposing durable solutions. Mechanical properties including strength, modulus and toughness of 
the composites were evaluated for insulating cement formulations that set in the temperature range 
between 20 and 50oC. Their performance was also tested in thermal shocks (TS) in 3 thermal 
cycles of 200oC heat followed by cold water quenching.  

Earlier we developed the hydrophobic surface tailoring technology for pozzolan-based lightweight 
thermal insulating aggregates including hard silica- and silicate shell-based microspheres in a 
project that aimed at designing thermally insulating, thermal shock (TS)-resistant cementitious 
materials for high temperature geothermal well energy storage. The major drawback of pozzolan 
aggregates is pozzolanic reactions with alkaline cementitious matrix at high temperatures, 
engendering the erosion of shell structure and the loss of insulating gases encapsulated in shells. 
The two technologies used to protect the microspheres from the pozzolanic reactions and to create 
hydrophobic lightweight cement composites involved 1) the use of superhydrophobic 
polymethylhydrosiloxane (PMHS) that tailors chemically the microsphere surfaces and 2) 
polystyrene (PS)-polybutadiene (PB)-polyacrylic acid (PAA)terpolymer (XSBR) latex. The first 
technology was used in combination with calcium-aluminate cement (CAC), while Ordinary 
Portland Cement (OPC) was employed in the second one. In both cases we observed great water 
repellency, improved compressive toughness, decreased thermal conductivity (TC) 0.3-0.5W/mK, 
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excellent TS resistance evaluated in 3 cycles of heat-cold water quenching tests.  The tested 
composites included earlier developed formulations and their modifications. 

The work allows defining the applicability envelope for the insulating cement formulations for 
applications in thermal energy storage. 

1. Introduction 

This paper reviews the work done at Brookhaven National Laboratory (BNL) in the frame of the 
project supported by Geothermal Technology Office of DOE, on development of hydrophobic TS 
resistant lightweight well cement composites suitable for underground reservoir thermal energy 
storage systems where hot working fluid incurred from excess energy production (geothermal, 
solar, wind, nuclear) can be stored temporarily and discharged as needed for stabilizing the electric 
grid, increasing its flexibility, and providing energy on demand (Sugama & Pyatina, 2021, 2022). 
It also presents new results of thermally insulating cement formulations performance under the 
conditions of low-temperature, high thermal shock shallow storage wells.  

For such cement applications, there are two pivotal concerns. One is undesirable thermal stress at 
the interfaces between the casing and cement sheath in terms of TS and the other is heat loss 
through cooler rock formations with high TC at the upper part of the well. The TS is caused by 
pumping very hot fluid through the casing into the well for storage and from the well for the use. 
This results in compressive cement stress followed by contraction when the temperature comes 
back to that of the cold formation. If the well is used as geothermal with cold fluid injections, then 
an injection well cement at lower hot parts of the well undergoes tensile stress due to the cold 
water caused shrinkage of the casing and cement sheath around it. The temperature gradient can 
be >160oC (Won et al., 2016).   

The other issue is heat loss through the heat uptake of cooler rock formations that have high TC (
). Although the rate of heat loss depends on the well depth, in the case of a 3.2 km deep well, the 

working fluid temperature of 93°C at the bottom of the well decreases by 64.5% to 33°C when the 
fluid reaches the wellhead.  In contrast, if thermally insulating cementitious material or any other 
insulator at low  of 0.45 W/mK are deployed between metal casing and formation in this well, 
the data obtained from the modeling work of insulated geothermal well show that the heat loss rate 
to rock formation is only 16.1% (Yu et al., 2019).  

The TC of materials present in a geothermal well decreases in the following order: steel casing (~ 
58 W/mK) >> wet rock formation (2.30 to 3.86 W/mK) [3,4] >wet clay formation (~1.32 W/mK) 
[5] > cement sheath (~ 0.93 W/mK) >free water (~ 0.61 W/mK) >> air (~ 0.026 W/mK), CO2 (gas) 
(~ 0.015 W/mK) and N2 (gas) (~0.024 W/mK). Hence, there is no doubt that air and these gases 
can substantially reduce the value of , since their TC is more than 20 times lower than that of 
water. Whereas, compared with cement,  of rocks is 2.5-to 4.2-fold higher, while clays have 1.4-
fold higher .  

Based upon information above, the one key factor to the success of this project was hydrophobicity 
of cement composites. The hydrophobic composites not only possess improved thermal insulating 
properties compared with water-saturated composites allowing minimizing heat losses to the cool 
formation, but also have improved mechanical properties related to thermal-shock resistance and 
the protection of carbon steel (CS) casing against corrosion.  
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In our approach to fabricate hydrophobic lightweight cement composites, we adapted two different 
R&D strategies. One was chemical hydrophobic surface tailoring of lightweight thermally 
insulating aggregates encapsulating CO2, and N2 gasses; the other was modification of cement 
composite with hydrophilic → hydrophobic convertible functional waterborne organic polymer. 
For the former strategy, two pozzolan-latent lightweight aggregates, fly ash cenospheres (FCS) 
and silica aerogel (SA or hydrophobic SA, HSA), were used and treated to make their surface 
hydrophobic. For the latter one, the carboxylated styrene-butadiene terpolymer, called XSBR 
latex, was adapted as convertible waterborne polymer. Three different cements, calcium aluminate 
cement (CAC), calcium aluminate phosphate (CaP) and Ordinary Portland Cement (OPC), class 
G were used for three different composite systems: 1) CAC incorporating hydrophobic FCS; 2) 
CAP incorporating hydrophobic SA(HSA)/FCS hybrid; and 3) hydrophobic XSBR-modified 
OPC. The first composite system was formulated to be capable of energy storage in a high 
temperature range of 200o to 250oC. The last two systems were formulated to be applicable for 
energy storage at lower well temperatures between 100o and 175oC. The thermal shock (TS)-
resistant tests for high and low well temperature storages were as follows; for high temperature, 
250oC-autoclaved composite samples were heated for 24 hours in an oven at 250oC, thereafter, the 
heated composite was immersed into 25oC water (TS thermal gradient of 225oC). For lower 
temperature, 100oC-autoclaved composite samples were heated for 24 hours in an oven at 175oC, 
thereafter, the heated composite was immersed in 25oC water (TS thermal gradient of 150oC). This 
heating → water quenching process was repeated three times. 

The following seven material criteria were set for the target cement formulations: 1) slurry density 
1.0-1.4 g/cm3; 2) slurry slump > 60 mm; 3) over-hydrophobic property >120o water droplet contact 
angle over dried cement surface; 4) compressive strength >1000 psi (6.9 MPa) after autoclaving 
at 100o or 250oC for 24 hours; 5) compressive strength decrease of <15% after TS tests; 6) thermal 
conductivity ( ) <0.4 W/mK for water-saturated composites before and after TS; and 7) based on 
~1.5 mm/year corrosion rate of CS, the corrosion rate of CS <0.5 mm/year in 1.0 M NaCl for 
composite coating thickness in the range of ~0.2 to ~0.5 mm before and after TS. 

There are three major factors governing the reduction of , leading to the improvement of 
composite’s thermal insulation property. The first factor is incorporation of a large volume of 
gasses into the composite; the second is improved waterproofing to minimize water ingress into 
the composite; and the third is the cementitious matrix comprised of the crystal phase compositions 
with low . 

For the cement solutions to be able to address temperatures over the whole length of the well 
several cement systems were designed. The CAC system with hydrophobic FCS as high 
temperature-withstanding cement was prepared by autoclaving the blend at 250oC. On the other 
hand, the other two systems, as low temperature-withstanding cements, were prepared at 100oC. 
Therefor one important question that must be asked remains unanswered. It is the ability and 
reliability of these cements emplaced in the surface regions at temperatures between 25o to 50oC 
for use as thermal insulating and TS-resistant cements. To respond to this question, the present 
work objectives were to evaluate the thermal insulating property, TS resistance and CS-corrosion 
mitigation for cements cured for 2 days at 25oC and 50oC under high humidity environment 
mimicking well conditions. The TS resistance evaluations were carried out by three TS cycles (one 
cycle: heating for 24 hours at 200oC → water quenching at 25oC), corresponding to rapid TS with 
thermal gradient of 175oC.   
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Accordingly, the present paper has two chapters. The first chapter is the review of these three 
hydrophobic cement systems for better understanding of their physicochemical characteristics; the 
second one is the results and discussions of the low temperature evaluations of these systems.   

Figure 1 summarizes three different hydrophobic cementitious material systems developed in this 
R&D work. 

 
Figure 1: Hydrophobic cement systems developed in this work. 

2. Experimental procedure 
2.1 Starting materials 

Secar #80 and #71 Calcium Aluminate Cements (CACs) as refractory cementitious matrix were 
supplied by Imerys, and the X-ray powder diffraction (XRD) data showed that the crystalline 
compounds of CACs included three principal phases, calcium monoaluminate (CaO.Al2O3, CA), 
calcium dealuminate (CaO.2Al2O3, CA2) and corundum (α-Al2O3). Class G well cement (OPC) 
was supplied by Trabits group, and the X-ray powder diffraction (XRD) data showed that the 
crystalline compounds of OPC included four principal phases, hatrurite (ICDD# 04-014-9801, 
3CaO.SiO2, C3S) as a major phase, and calcio-olivine (ICDD#04-012-6734, CaO.SiO2, C2S), 
brownmillerite (#04-007-5261, 4CaO.Al2O3, Fe2O3) and calcium sulfate (#01-074-1905, 
CaSO4.2H2O) as minor ones. U.S. Silica Corporation provided silica flour with the particle size 
distribution of 40-250 µm. 

CenoStar Corp. provided fly ash cenospheres (FCS) under a trade name “CenoStar ES500” (Figure 
2). The “as-received” FCS had a bulk density of 0.32-0.45 g/cm3 and thermal conductivity of 0.1-
0.2 W/mk. Energy Dispersive X-ray (EDX) elemental analysis indicated the following elemental 
composition; 33.7 % O, 22.9 % Al, and 35.6 % Si as the major elements, and 2.5 % K, 1.0% Ca, 
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and 4.3% Fe as minor elements. The cumulative size distribution of FCS was as follows: 3 wt.% 
300 µm, 54 wt.% 150 µm, 19.5 wt.% 106 µm, 15 wt.% 75µm, and 8.5 wt.% < 74 µm.  

Hydrophobic silica aerogel (HSA) as ultralight weight aggregates with the trade name 
“Enova®Aerogel IC3120 Particles” (Figure 2) was obtained from Cabot Aerogel. HSA as 
amorphous silica has the particle sizes in the range of 0.1 to 1.2 mm, density of 0.12-0.15 g/cm3, 
and  of 0.012 W/mK.  

 
Figure 2: “As received” CenoStar ES500 (left) and Enova®Aerogel IC3120 (right). 

Ninety three percent sodium metasilicate (SMS, Na2SiO3) powder with the particle size of 0.23- 
to 0.85-mm under the trade name “MetsoBeads 2048,” was supplied by the PQ Corporation and it 
had a 50.5/46.6 Na2O/SiO2 molecular weight ratio. It was used as an alkali activator. 
Polymethylhydrosiloxane (PMHS), (CH3)3SiO-[(CH3)HSiO]n-Si(CH3)3, with 15-40 cP at 20oC 
was obtained from Sigma-Aldrich and it was used as a chemical tailoring additive of FCS surfaces. 
Sodium hexametaphosphate [SHMP, (NaPO3)6] granular (size, 75 µm) with Calgon cyclic chain 
structure constituted of six phosphate anions surrounded by six sodium cations was supplied by 
Sigma-Aldrich. It was used as a cement-forming reactant. 

The carboxylated styrene butadiene rubber (XSBR) latex was supplied by Cudd Energy Services. 
To improve the compressive fracture toughness to suppress and control the post-stress cracks’ 
opening and crack propagation, amorphous micro-E-glass fibers (MGF) obtained from Fibertec 
were used. Their size was 16 µm diam. x 120 µm length and the bulk density was 0.93 ± 0.08 g/cc. 
Their oxide composition (wt.%) as calcium aluminosilicate glass, determined by EDX, was 11.4% 
Al2O3, 28.6% CaO, 55.0% SiO2, 0.9% Fe2O3, 0.6% Na2O, 0.7% TiO2, and 2.8% MgO.  

2.2 Samples preparation 

For CAC with hydrophobic FCS, the surface treatment of FCS by PMHS was accomplished in the 
following three-step process (the percentage of materials is given by the total weight of the blend: 
60wt.%CAC/40wt.%FCS): Step 1) preparation of SMS solution (6% SMS in 38% water) → 2) 
PMHS and MGF (10% by weight of CAC and FCS) blending with SMS solution → 3) addition of 
40% FCS to PMHS/MGF-blended SMS solution. Thereafter, the PMHS-treated FCS paste was 
incorporated into 60% CAC with additional water in the range between 10 to 19% to prepare the 
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lightweight cement slurry. The cement samples were prepared in the following four steps for HT 
evaluations: 1) pouring cement slurry into test molds, followed by 24 hours curing at room 
temperature → 2) removal of cured cement from the molds → 3) curing the samples in a 99±1% 
relative humidity for 24 hours at 85oC → 4) autoclaving for 24 hours at 175o or 250oC. Also 
untreated FCS-containing samples were prepared as a reference. For low temperature evaluations 
the samples were left for an additional day at room temperature after the initial room-temperature 
curing or were cured for 2 days at 50oC with 100% relative humidity. 

Figure 3 shows properties of the CAC slurries with different concentrations of PMHS with 
hydrophobic surface and the photograph of the slurry slump.  

 
Figure 3: Properties of CAC slurry with hydrophobic PMHS. 

For CaP cement with hydrophobic SA(HSA)/FCS, the FCS/HSA aggregate wt. ratios of 100/0, 
94/6, 90/10, 88/12, and 83/17 were adapted, while the CAC/total aggregate wt. ratio was constant 
at 70/30. The content of MGF was 10 wt.% by total weight of CAC, FCS, and HSA. SHMP of 6 
wt.% by total weight of CAC and all aggregates was used in fabricating CaP cement composites. 
All solid ingredients described above were prepared as a dry blend prior to mixing it with water. 
Also, neat CaP cement without any aggregates was made as a reference. The composite and 
reference samples were prepared in the following sequences. A certain amount of water was added 
to dry blends, followed by hand mixing for 1 min; the hand-mixed slurry was poured in molds of 
different size (depending on the tests to follow) and left for 24 hours at ambient temperature, 
allowing it to initiate the acid-base and hydraulic reactions; thereafter, the hardened composite was 
removed from the molds and placed in 99 ± 1% relative humidity environment for 24 hours at 
85°C; finally, the pre-cured composite was autoclaved in non-stirred Parr Reactor 4622 for 24 
hours at 100o, 175° and 250 °C. The properties of the slurries are shown in the table 1 below. 

Table 1. Properties of CaP cement slurries with different ratios of FCS/HSA. 

Property FCS/HSA weight ratio 
100/0 94/6 90/10 88/12 83/17 

W/B ratio 0.53 0.49 0.50 0.54 0.55 
Density, g/cm3 1.29 1.21 1.18 1.08 1.07 
Slump, mm 78 82 83 80 79 
pH 10.15 10.23 10.30 10.42 10.58 

 

For hydrophobic XSBR-modified OPC, four starting materials, OPC, FCS, silica flour, and MGF, 
were blended to prepare the dry blend prior to adding XSBR latex and water to them. The major 
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dry cement component consisted of 38 % OPC, 38 % FCS, 15 % silica flour, and 9 % MGF by 
weight. To determine the content of solid polymer (P) in XSBR latex, the latex was dried for 3 
days in an oven at 1000C until it reached a constant weight. The data revealed ~43 wt% P and ~57 
wt% water. Since this latex contains ~57 wt% water, the judgement on the amount of the additional 
water (AW) was made at the occurrence of bleeding phenomenon where free water rises to the 
surface of cement slurry after a certain amount of water was vigorously hand mixed with the blend 
of dry cement component and latex. Consequently, the water (W, AW+ water in latex)/dried 
cement mixture (C) ratios are shown in Table 2. The samples for testing at 25o and 50oC were 
prepared in the same manner as CAC samples with hydrophobic FCS. Table 2 shows properties 
of the slurries with XSBR. 

Table 2. Properties of OPC/silica with XSBR. 

Property Polymer (P)/Cement blend (C) weight ratio, % 
0 5 15 25 

W/B ratio 0.51 0.45 0.37 0.31 
Density, g/cm3 1.26 1.1 1.06 1.04 
Slump, mm 60 64 72 75 

 

2.3 Measurements 

Since cement slurry consistency governs its workability and pumpability, we evaluated it by the 
slurry slump. The slump, mm, was measured by non-regular testing method with the use of 
polyethylene cone with the dimensions of the top open hole of 20 mm diam., and the bottom hole 
of 45 mm diam., and 40 mm height.  The cone placed on a carbon steel flat plate was filled with 
cement slurry. Thereafter, the cone was slowly lifted, allowing slurry to flow. The slurry slump 
was determined 20 seconds later. The pH of the slurry was determined from pore solution extracted 
by centrifuging the 5 min-aged slurry. 

Assuming optimized cement system is emplaced in storage wells at low and high temperatures of 
100o and 250oC, the thermal shock (TS) test was carried out in the following manners: Under 
100oC storage environment, to give the rapid temperature gradient of 150oC as TS, the 100oC-
autoclaved samples were heated for 24 hours in an oven at 175oC, following by immersion of hot 
cement in 25oC water as water quenching. This heat-quenching process was repeated three times. 
Similarly, in the 250oC storage environment, the thermal shock-related rapid temperature gradient 
was set as 225oC. Thus, 250oC-autoclaved cements were heated for 24 hours in an oven at 250oC, 
following by 25oC water quenching. This process was repeated three times. The judgment for the 
extent of TS resistance was made from the comparison of the changes in mechanical properties of 
optimized cement and reference cement after TS. 

To assess water-repellency, the contact angle measurement for water droplet on air-dried cement 
surfaces was carried out by Model CAA 3, Imass Inc. instrument, using rectangular prism samples 
(15 mm width by 75 mm length by 2 mm height). Prior to this measurement, all autoclaved samples 
before and after TS test were exposed for 5 days to the atmospheric environment at ambient 
temperature to prepare air-dried surfaces. The contact angle value is the average of five 
measurements at different locations. 
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To evaluate the waterproofing property, the water fillable porosity of autoclaved cement was 
determined by Wwet-Wdry/V x 100, where Wwet is the weight of wiped water-saturating sample after 
autoclave, Wdry is the weight of dried sample, and V is the volume of the sample.  

The thermal conductivity ( ) was measured by Quick Thermal Conductivity Meter, OTM-500, 
from Kyoto Electronic on rectangular prism samples (60 mm width by 120 mm length by 20 mm 
height). Using insulation damp-proof probe consisting of a single heater and a thermocouple for 
measurement on hydrous conductive materials like cement. The probe was placed on cement 
surface after extra water of water-saturated cement was removed by a dry paper towel. The  
(W/mK) was determined from the temperature vs. time plot. 

TAM Air Isothermal Microcalorimetry was used to investigate the impact of functional additives 
on the initial- and final-setting times of cement and to determine the exothermic reaction heat 
evolved during the chemical and hydration reactions of cement slurries at isothermal temperatures 
of 25o, 50o and 85°C.  

The compressive strength and compression fracture toughness of cylindrical samples (20 mm 
diam. and 40 mm height) were determined by Electromechanical Instron System Model 5967. To 
obtain quantitative data of compression fracture toughness, we determined the total energy 
consumed during the completion of cement’s compressive failure; it was computed from the area 
under the compression stress-strain curve between the beginning and the end of the curve. The 
fracture toughness depends primarily on a balance between compressive strength and ductility. 

XRD (40 kV, 40 mA copper anode X-ray tube) and Attenuated Total Reflectance-Fourier 
Transform Infrared Spectroscopy (ATR-FTIR) were used to identify amorphous and crystalline 
phase compositions and phase transitions, and to obtain information on the hydrothermal stability 
of insulating aggregates and functional additives, and to model reaction pathways of the three 
components: the binder, the additive and the aggregate, in the temperature range of 85o to 250oC.   

JEOL 7600F Scanning Electron Microscope (SEM) image analysis coupled with Energy 
Dispersive X-ray (EDX) elemental composition survey of representative freshly fractured areas of 
cement surfaces was employed to gain two physicochemical factors: 1) the microstructure 
developed and interfaces between the three components (a matrix, aggregates, and an additive); 2) 
pozzolanic activity of pozzolan-latent insulating aggregates with alkalis and to identify pozzolanic 
reaction (PR) products from morphological image analysis in conjunction with elemental 
composition.  

To obtain information on protection of carbon steel (CS) casing by modified composites against 
brine-caused corrosion, DC electrochemical testing for the composite-coated underlying CS was 
performed with Princeton Applied Research Model Versa STAT 4 Corrosion Measurement 
System. The coated CS plate samples (before and after TS tests) were mounted in a holder, and 
then inserted into Ametex Model K0235 flat cell containing a 1.0 M sodium chloride electrolyte 
solution. The test was conducted under aerated conditions at 25°C, on an exposed working 
electrode surface area of 1.0 cm2. The polarization curves were measured at a scan rate of 0.17 
mVs-1 in the corrosion potential range from -0.8 to +0.6 V. The average corrosion rate, mm/year, 
associated with corrosion potential, Ecorr. (V) and corrosion current density, Icorr. (A) was obtained 
from Tafel fit results of polarization curves at three different locations (each with the electrode 
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area of 1.0 cm2) for the coated CS plate surface. The thickness of coating was estimated using 
Absolute Digimatic Caliper by Mitutoyo Corp.  

3. Review of hydrophobic cements for well temperatures above 100oC. 
In the next section we will review the surface chemical hydrophobic tailoring pathways and 
mechanisms, hydrothermal stability of hydrophobic cements and corrosion protection of carbon 
steel (CS) by these cements.  

3.1 CAC systems with hydrophobic FCS  

Some of this work was published earlier in (Sugama & Pyatina, 2021). 

3.1.1 Surface chemical hydrophobic tailoring of FCS  

We assessed the ability of superhydrophobic polymethylhydrosiloxane (PMHS)-treated fly ash 
cenospheres (FCS), lightweight aggregate as a thermal insulator blended with CAC as a binder, to 
possess thermal-shock resistance and thermal insulating property. To render the FCS’s surface 
hydrophobic we treated the particles at 25oC using PMHS and sodium metasilicate (SMS). The 
SMS was used to create functional silanol (Si-OH) and aluminol (Al-OH) groups on FCS surfaces. 
These hydroxyl groups (M-OH, M: Si or Al) accelerated the dehydrogenation reactions with 
counter functional proton donor ≡Si-H groups within PMHS, leading to the formation of the 
siloxane oxygen-crosslinked FCS structure, ≡Si-H + OH-M-FCS → ≡Si-O-M-FCS + H2 (gas) ↑ 
(Figure 4). This chemically crosslinked structure played a pivotal role in preventing pozzolanic 
reactions of silica-aluminate FCS shells under alkali hydrothermal environments. 

 

 
Figure 4: Illustration of dehydrogenation reactions between hydroxylated FCS surfaces and Si-H in PMHS at 

ambient temperature. 

 

 

424



Pyatina et al. 

3.1.2 Hydrothermal stability of siloxane oxygen-crosslinked FCS structure 

The test results suggested that PMHS/FCS interfacial bond was strong enough to impede 
pozzolanic reactions of FCS with SMS. Namely, this interfacial bonding structure provided the 
chemical inertness of FCS to pozzolanic reactions at 175oC. However, temperature increase to 
250oC engendered loss of the chemical inertness, with the three major molecular alterations of 
PMHS. The first one, depolymerization by scission of Si-O-//-Si main chain bond in Si-O-Si 
backbone linkages, the second related to the scission of -O-Si-//-CH3 bond in hydrophobic 
trimethylsiloxy [−O-Si≡(CH3)3] groups, thereby resulting in the loss of the hydrophobic nature of 
PMHS, and the third one, the debondement of the interfacial Si-O-//-M-FCS. All Si-O- bond 
breakages were directly associated with hydroxylation, namely, formation of new silanol (≡Si-
OH) groups.  Afterward, all newly formed silanol groups branched in Si-O chains reacted with 
each other to produce new ≡Si-O-Si≡ linkages through self-condensation, ≡Si-OH + OH-Si≡ → 
≡Si-O-Si≡ + H2O. Thus, the transformation of depolymerization to repolymerization took place 
at 250oC. Such repolymerization lead to in-situ hydrothermal transformation of siloxane polymer 
to highly crosslinked silicone-like polymer constituted of a three-dimensional network structure 
without carbon, a repolymerization-induced product (RIP) (Figure 5). This silicone-like RIP 
possessed a better hydrothermal stability than siloxane and once more offered hydrophobicity to 
the FCS. 

 

Figure 5: Depolymerization (A)→ repolymerization (B) pathways of interfacial debonded PMHS on FCS 
surfaces at 250oC. 

3.1.3. Water-repellent property (Hydrophobicity) of CAC cement with PMHS-treated FCS 

To evaluate water-repellency (hydrophobicity) of cement surfaces dried in air for 5 days at ambient 
temperature before and after TS tests we determined the contact angle of water droplet over the 
cement surfaces. The hydrophobicity was categorized depending on the water droplet angle as 
superhydrophobic at >150o, over-hydrophobic for the angle ranging between 150o to 120o, 
hydrophobic, for the angle ranging from 120o to 90o, and hydrophilic at < 90o (Flores-Vivian et 
al., 2013). Figure 6 presents changes in water droplet contact angle as a function of PMHS content 
for pre- and post-3 cycle TS tests (One cycle: heat for 24 hours at 250oC→ water quenching at 
25oC). As seen in the photos, the contact angle of PMHS-free cement denoted as 0% PMHS was 
less than 20o, with water freely spreading over the hydrophilic cement surfaces possessing very 
poor water repellency. In contrast, with 3 and 5% PMHS, the surfaces became over-hydrophobic. 
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With 5 % PMHS, the contact angles of 132o for pre-TS and 143 o for post-TS was 21% higher than 
those of 1% PMHS. Thus, such an improved water repellency by silicone-like RIP created 
waterproofing contributing to minimum ingress of water. The RIP was responsible for lowering 
the wet bulk density and decrease in TC because of lower water absorption and transportation 
through cement. 

 

Figure 6: Water droplet contact angle for the control and 250oC-autoclaved CAC samples containing 1, 3, and 
5% PMHS-treated and untreated FCS before and after TS tests. 

 

3.1.4 Microstructural analyses 

SEM exploration coupled with EDX elemental inspection showed the effectiveness of PMHS in 
abating pozzolanic reactions of FCS insulators (Figure 7). For CAC blends with untreated FCS 
(left photo), the image disclosed the pozzolanic reactions-engendered catastrophic erosion of FCS 
shells. Most FCSs suffered from pozzolanic degradation; in fact, large- and small-size craters were 
developed by physical destruction of shells by the reaction products. During the fractured samples 
preparation, the propagation of fracture took place through cross section of the eroded shell 
structure. As for the pozzolanic reaction product, a pseudo-tetragonal crystal denoted as B was 
likely to be gismondine -type zeolite. With 3% PMHS-treated FCS (right photo), the image 
revealed the presence of FCS shells. The entire FCS microsphere surface was covered with 
amorphous-like cementitious layer and the fracture-created FCS shell crater had FCS shape edges 
and smooth inner surfaces without any erosion due to the pozzolanic reactions. 

426



Pyatina et al. 

 
Figure 7: Microstructure developed in CAC matrix containing 0 (left) and 3% (right) PMHS-treated FCSs 

after 250oC-24-hr-autoclaving.  

3.1.5 Corrosion protection of carbon steel (CS) by hydrophobic cement  

One of the main cement functions in geothermal wells is casing protection from corrosion by 
aggressive fluids. To assess cement ability to prevent steel corrosion, the CS plate surfaces were 
coated with the composites containing 0, 1 and 3% PMHS-treated FCS, followed by autoclaving 
the coated CS plates at 250oC. The coated CS plates were subjected to DC electrochemical 
corrosion in the corrosive brine electrolyte before and after TS tests. Figure 8 shows DC cathodic-
anodic polarization curves of the potential voltage, V, versus current, A for 0, 1 and 3 % PMHS 
samples before and after TS. The figure also includes the experimental polarization curve 
involving the corrosion potential (Ecorr.) and corrosion current (Icorr.) as well as the onset cathodic 
current (OCC) at the beginning of the curve. The values of the Ecorr. and Icorr. were obtained from 
extrapolation of the linear parts of the curve using auto Tafel fit program. The Ecorr value directly 
reflects the extent of adhesion and coverage of composite on CS surfaces; namely, high positive 
Ecorr. value implies a uniform and continuous coverage of CS by a void-free adhesive composite 
layer. As to the Icorr, a low Icorr value means less cathodic reaction relevant to the oxygen reduction 
reaction, 2H2O + O2 + 4e- → 4OH-, at a cathodic corrosion site of CS. Hence, it is possible to 
assume that two factors, low water-saturated bulk density and upgraded water-repellent property 
of composites play an important role in reducing water permeability and transportation through a 
composite. So advanced waterproofing property of a composite due to these factors serve in 
inhibiting the cathodic corrosion reaction, leading to corrosion mitigation of CS.  Based upon the 
corrosion-abating concepts of CS described above, Tafel fit curve of 0% PMHS indicated Ecorr. of 
-0.418 V and the OCC at 1.45 x 10-3 A. Compared with this, no significant difference of OCC 
value was observed from 1 and 3% PMHS. For Ecorr., this value of 0% PMHS shifted in slightly 
negative direction with increasing PMHS content to -0.422 V for 1% and -0.430 V for 3%, 
implying that the adhesion and coverage of 0% PMHS coating on CS was better than PMHS treated 
ones.  

Figure 9 compares average CS corrosion rates in millimeter per year (mm/year). The rates were 
computed from Tafel plots for 0, 1 and 3% PMHS composite coatings before and after TS. The 
average thickness of a composite coating layer over the CS plate for samples before and after TS 
also is shown in this figure. The coating thickness in millimeters (mm) of 0, 1 and 3% PMHS 
composites for the pre- and post-TS test samples was in the range of 0.18-0.21, 0.23-0.25 and 0.25-
0.29 mm, respectively. For pre-TS test samples, the corrosion rate of 0% PMHS was 0.58 mm/year. 
This corrosion rate rose by 48.3 and 60.3% to 0.86 and 0.93 mm/year for 1 and 3% PMHS, 
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respectively. As described in Icorr. results, this lower rate was due to the prevention of the CS’s 
cathodic reaction by PMHS-free composite. Our previous GTO project aimed at developing 
multifunctional well cements (Sugama & Pyatina, 2018) demonstrated that alkali-activated fly ash 
F/CAC cements offered a great corrosion abatement of CS due to two chemical factors. One was 
their high alkalinity promoting the assembly of a corrosion-inhibiting passivate Fe oxide barrier 
layer at the surface of CS; the other was preferential precipitation of cement hydrate adhering 
strongly to the passivation layer. This dual effect provided a superior corrosion protection of CS. 
The alkalinity of 0% PMHS composite is much higher than PMHS composites because most of 
SMS used was consumed by chemical tailoring of FCS surfaces. This is the reason why PMHS-
free composite exerted a better corrosion protection of CS.  

 
Figure 8: Comparison of polarization curves for pre (left) -and post (right)-TS test samples. 

 
Figure 9: Corrosion rate of CS and coating thickness for composite-coated CS samples before and after TS. 
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3.2 Hydrophobic SA(HSA)/FCS hybrid-incorporated CaP system  

Some of this work was published earlier in (Sugama & Pyatina, 2022). 

3.2.1 Chemical hydrophobic tailoring of silica aerogel (SA) surface 

The analytical work on “as received” HAS revealed that the surface of the original silica aerogel 
was treated with hexamethyldisilazane [HMDS, (CH3)3≡Si–NH–Si≡(CH3)3]-related agents. The 
de-ammonia reactions of the functional amine (=NH) group within HMDS with the silanol (≡Si-
OH) group present on silica surfaces initiated the trimethylsilylation of silica surfaces establishing 
the configuration of trimethylsiloxy [−O-Si≡(CH3)3]-linked silica, 2≡SiOH + (CH3)3≡Si–NH–
Si≡(CH3)3 (HMDS) →2≡Si–O–Si≡(CH3)3 + NH3↑, thereby resulting in the presence of 
hydrophobic trimethylsilyl group [−Si≡(CH3)3] on silica aerogel surfaces in conjunction with 
ammonia release (Figure 10).  

 
Figure 10: Illustration of chemical structure and surface wetting behavior of HSA. 

3.2.1 Hydrothermal stability of hydrophobic silica aerogel (HAS) 

Figure 11 shows water droplet-contact angle measurements, and ATR-FTIR analysis for post-
autoclaved HSA samples at 100o, 175o and 250oC. A visual survey clearly verified that both 100o 
and 175oC samples exhibited phase segregation behavior of HSA from deionized water due to the 
hydrophobicity of HSA at hydrothermal temperatures up to 175oC after a short-term autoclaving 
of 24 hours. In contrast, at 250oC, HSA/water mixing can be seen, suggesting that hydrophobic 
HSA transformed to hydrophilic one at this elevated temperature. In fact, the contact angle, 𝜃𝜃, of 
a water droplet on compressed dry HSA surface displayed 135 ± 1.5 (not shown), 136 ± 0.9, and 
132 ± 1.8 degree (O) for “as received” HSA, 100o and 175o samples, respectively. Thus, the surfaces 
of all samples except the 250oC-autoclaved sample were over-hydrophobic.   

As expected, it was very difficult to detect the contact angle for the 250oC-autoclaved HSA; in 
fact, shortly after dropping water on the sample’s surface, the compressed sample allowed the 
water to permeate through, thereby proving that it was no longer hydrophobic. ATR-FTIR results 
supported the transformation of hydrophobic HAS to the hydrophilic one. Namely, all hydrocarbon 
(CH3)-related bands at 2962, 1421, 1256, 845 and 757 cm-1 in hydrophobic trimethylsilyl group 
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vanished after autoclaving at 250oC. Furthermore, hydrophilic silanol-related bands at 3457 and 
947 cm-1 were also eliminated, while the peak height (∆A) obtained from the baseline for the two 
Si-O-Si linkage-related bands at 1069 and 800 cm-1 noticeably rose, compared with that of “as-
received,” 100o and 175oC samples. For instance, ∆A at 1069 cm-1 for 250oC-treated HSA was 
0.57, corresponding to 54, 62, and 36% higher than “as-received,” 100o and 175oC samples, 
respectively. Although there is no experimental evidence, as described for PMHS/FCS/SMS 
system earlier, it is possible to rationalize that at 250oC trimethylsilyl groups underwent the 
scission of -Si≡(CH3)3 bonds in trimethylsiloxy [−O-Si≡(CH3)3]-linked silica aerogel structure, 
≡Si-O-Si≡(CH3)3 → ≡Si-O-Si//(CH3)3. The cleavage site may be susceptible to hydrothermal 
hydroxylation to form new silanols, ≡Si-O-Si//(CH3)3+ 3H2O → ≡Si-O-Si≡(OH)3 + 3CH4 (gas)↑. 
Next, the self-condensation between silanols, ≡Si-O-Si≡(OH)3 + (HO)3≡Si-O-Si≡ → ≡Si–O–
Si≡(O)3≡Si-O-Si≡  + 3H2O, may occur to form silicon-like three-dimensional polymer as a 
restoration product comprised of copious additional Si-O-Si linkages. If so, such self-condensation 
is the reason why the peak height of Si-O-Si bands was remarkably increased, whereas silanol 
bands disappeared.  

 
Figure 11: The water repellency, and ATR-FTIR analyses for 100o-, 175o-, and 250oC-autoclaved HSA. 

3.2.3 Chemistry of calcium phosphate (CaP) cement 
Figure 12 illustrates curves of the isothermal calorimetry for up to ~24 hours for the neat CaP 
cement and CaP composite slurries made with 100/0, 90/10, and 83/17 FCS/HSA ratios at 25oC. 
The curves indicate two-stage chemical reactions. The first stage (I) reactions occur within the 
elapsed time of ~80 minutes from the start of the test; the second stage (II) reactions take place 
from the elapsed time of ~3 hours to ~15 hours. During the stage I, the exothermic chemical 
reaction energy (ECRE) of neat CaP slurry was 56.06 J/g, while ECRE of 100/0, 90/10, and 83/17 
ratio slurries were 32.56, 35.17, and 34.01 J/g, respectively. During the stage II, average ECRE 
value for all samples was 43.20 ± 2.75 J/g. Because of conspicuously high ECRE value of neat 
CaP, compared with average of 33.91 ± 1.07 J/g for all CaP composites, it is reasonable to suggest 
that the stage I was due to the acid-base reaction between orthophosphoric acid from SHMP and 
Ca+ 2OH- alkalis from CAC. The stage II was attributable to the hydration reactions of CAC, 
leading to the formations of katoite and gibbsite as the end products. The average of total ECRE 
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for all slurries was 82.15 ± 8.93 J/g. This verifies that CaP cement had two different cement-
forming pathways induced by acid-base and hydration reactions. Figure 13 illustrates two different 
cement-forming pathways by acid-base and hydration reactions in a neat CaP cement matrix. As 
seen in the figure, the formation of hydroxyapatite (HOAp) as the major phase engendered the 
presence of large amounts of free Na ions due to the consumption of orthophosphate at high 
temperature of ≥175oC. Simultaneously, hydrolysis of CA and CA2 acts to create highly alkaline 
environments because of the release of abundant Ca2+ 2OH-. This is why pH of 9.77 of the neat 
CaP reference was increased to more than 12, raising concern about pozzolanic reactions with the 
liberated NaOH.  

 
Figure 12: Normalized heat flow curves and energies generated by acid-base and hydration reactions of neat 

CaP cement and CaP composites made with FCS/HSA ratio of 100/0, 90/10, and 87/13 at isothermal 
temperature of 25oC. 

 
Figure 13: Hydrothermal cement-forming pathways for HOAp and CAC hydrates-based matrix in the 

temperature range of 25o to 250oC.  
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3.2.4 Microstructural analysis 

Furthermore, the information described above was supported by SEM-EDX exploration of 
microstructure developed in 250oC-autoclaved sample.  The image of a freshly fractured sample 
surface (Figure 14) demonstrated disappearance of all HSA aggregates due to the alkali dissolution 
of silica gel, thereby creating numerous cavities including those as large as ~250 µm in size. The 
development of such large cavities allows ready ingress of the corrosive brine, raising concerns 
about poor corrosion protection of CS casing.  In cavities, pozzolanic reaction products of 
dissociated silica gels can be observed. EDX elemental analysis (not shown) disclosed that the 
major element of these products was oxygen with large atomic fraction of >88%, while among 
minor elements were Na, Al, Si, and Ca with less than 4%, suggesting the formation of an 
amorphous C,N-Al-S-H phase. Thus, due to the development of undesirable numerous cavities, no 
further study on corrosion abatement of CS was carried out with this cement system. 

 
Figure 14: Photomicrograph of freshly fractured surface of 250oC autoclaved CaP/HAS cement. 

 

3.3 Hydrophobic XSBR-modified OPC 

Some of this work was published earlier in (Sugama & Pyatina, 2023) 

The waterborne XSBR latex consisting of polystyrene (PS), polybutadiene (PB) and polyacrylic 
acid (PAA) terpolymer is a colloidal polymer that includes numerous hydrophobic alkene-chains 
and rings and hydrophilic functional carboxyl groups in PAA. The copious hydrophobic PS-PB 
particles in conjunction with hydrophilic functional PAA form chelate complexes by acid-base 
reaction between carboxyl acid -COOH group in PAA and Ca2+ liberated from hydrolyzed OPC. 
Once colloidal particles with chelate complexes are transformed into continuous solid film brough 
about by the coalescence of the polymer particles, this film provides the hydrophobicity of 
hydrated hard cement. Additionally, the hydrophobic continuous film may cover the FCS surfaces, 
preventing their pozzolanic reactions with alkaline cement.  
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3.3.1 Hydrothermal degradation and oxidation of XSBR terpolymer 

Figure 15 illustrates the two-step hydrothermal degradation and oxidation pathways of PB trans- 
and cis-1,4, and 1,2 vinyl unities in PS-PB-PAA terpolymer exposed to 100oC and then to 175oC. 
The first step is the cleavage of diene alkene by hydrothermal degradation. The second step is 
formation of the oxidation derivatives of alkenes, leading to the incorporation of carboxyl groups 
in carboxyl (COOH)-terminated PB (CTPB) in the isolated conformation. Furthermore, the CTPB 
formation alters PS and PAA to the carboxyl-ended PS and PAA conformations. If this pathway 
is rational, the additional functional carboxyl groups are incorporated into the degraded XSBR. In 
contrast, the aromatic alkene of PS was unsusceptible to hydrothermal oxidation, thereby 
sustaining the hydrophobic nature. 

 
Figure 15: Hydrothermal degradation and oxidation pathways of PB trans- and cis-1,4, and 1,2 vinyl unities to 

form isolated carboxyl-terminated PB (CTPB), and non-isolated carboxyl-ended PS (CEPS) and -ended 
PAA (CEPAA) as oxidation derivatives. 

3.3.2 Acid-base reaction products of oxidized XSBR and OPC 

Next, we assessed the affinity of oxidized XSBR with OPC at 100o and 175oC hydrothermal 
temperatures. Figure 16 shows molecular transformation pathways of the original and oxidized 
XSBRs in the presence of Ca2+ at hydrothermal temperature changing from 100o to 175oC. 
Multiple chelates configurations are derived during the hydrothermal degradation/oxidation of PB 
at 175oC. PAA pendant complex as type 1 forms at 100oC; and multiple complexes as type 2 form 
at 175oC. Nevertheless, although XSBR was degraded, more functional carboxylate anion groups 
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capable of Ca sequestration formed at the elevated temperature as degradation by-products, 
resulting in the formation of additional -COO---- Ca2+ chelate complexes. This fact was correlated 
directly with the absence of CaCO3 at 175oC in XSBR-modified OPC. 

 
Figure 16: Schematics of molecular transformations of XSBR by acid-base reactions between carboxyl group 

(proton doner acid) and Ca2+ 2OH- (proton accepter base) through the changes in hydrothermal 
temperature from 100o to 175oC. 

 

3.3.3 Changes in the hydration behavior of OPC in the presence of XSBR 

Figure 17 gives the isothermal calorimetry curves vs. time up to ~52 hours and the exothermic 
hydrothermal reaction energy (EHRE, J/g) computed by integrating normalized heat flow curves 
at 25oC for OPC slurries made with 0, 5, and 15% P/C ratios. The curves indicated two stage 
hydration reactions. During the first stage reaction occurred within the elapsed time of ~2 hours 
from the start of the tests; in the second stage, the onset of the hydration took place in the range of 
~3 hours to ~8 hours. According to literature (Dittrich et al., 2014; Gu & Beaudoin, 1997; Vitorino 
et al., 2020), during the induction period of OPC hydration within the first 2 hours (stage I 
hydration reactions) the primary hydration product is ettringite (Ca6Al2(SO4)3(OH)12·26H2O) 
derived from the reactions between the hydrolysates of C3A and gypsum (CaSO4.2H2O), and 
simultaneously, the start of the hydrolyses of C3S and C2S, following by C-S-H and CH formation 
in the later stage II hydration reactions. Thus, assuming the initiation of stage I reaction is at the 
beginning of the curves, the value of EHRE generated in stage I for 0% P/C was 3.39 J/g. At 5% 
P/C, the generated 3.13 J/g was ~8% lower than that of 0% P/C, suggesting that the quantity of 
ettringite was somewhat reduced with the addition of XSBR.  A striking reduction of EHRE was 
observed for 15% P/C ratio down to 1.77 J/g, implying that the increased addition of XSBR acts 
to restrain ettringite formation. This result agrees with the previous investigators (Fan et al., 2018; 
Vitorino et al., 2020). Although this information was obtained at ambient temperature, type 1 PAA 
pendant chelate complex may be formed by acid-base reactions between PAA pendant carboxyl 
group as proton doner acid and Ca2+, 2OH- (proton accepter base) from C3A and gypsum, followed 
by a possible adsorption of type I complex on OPC grains’ surface. If so, the illustration of acid-
base reactions → adsorption route is depicted in Figure 18.  
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The stage II is attributable to the hydration reactions of C3S and C2S, leading to the formations of 
C-S-H and CH. The onset hydration time (OHT) appeared to be prolonged with increased P/C 
ratios. A 3hr:28min of 0%P/C extended to 7hr:40min with 15% P/C. Thus, two factors, the uptake 
of Ca2+ liberated from C3S and C2S hydration by PAA carboxyl and the adsorption of type 1 
complexes formed by this uptake on OPC, played an essential role in delaying stage II hydration 
reactions. Assuming 57 hours is the end time for all curves, the computed EHRE value was 96.8, 
83.6, and 72.5 J/g for 0%, 5%, and 15% P/C ratios, respectively. The prolonged OHT corresponded 
to a lower EHRE. For all samples the EHRE generated in both C-H-S and CH formations was 
considerably higher than that generated in the ettringite formation. 

 
Figure 17: Normalized heat flow curves and hydration reaction energies of OPC slurries made with 0, 5, and 

15% P/C ratios at stages I and II at isothermal temperature of 25oC. Additionally, schematic drawing of 
suppression of ettringite formation by XSBR containing PAA-pendant chelate complexes adsorbed on 
hydrated cement grain surfaces. 

 

3.3.4 Hydrophobicity of XSBR modified OPC before and after TS tests 

We investigated the effectiveness of type 1 complex-containing XSBR and type 2 multiple 
complexes in enhancing the hydrophobicity of XSBR-modified composite surfaces. To evaluate 
the water-repellent property of 100oC-autoclaved composite the surfaces were dried in air for 5 
days at an ambient temperature before and after TS tests. Figure 18 shows the changes in 𝜃𝜃 as a 
function of P/C ratio for pre- and post-TS test samples in conjunction with the photographs of 
water droplets over the pre-TS test samples. For pre-TS samples, it was very difficult to determine 
the 𝜃𝜃 for 0% P/C ratio sample surface since water droplet spread over it. The surface was 
hydrophilic possessing very poor water repellency. Some improvement of water repellency was 
observed for the composite made with 5% P/C ratio corresponding to 𝜃𝜃 of 36.8o. However, it was 
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not enough to achieve the desirable hydrophobic property. Increasing P/C ratio to 15% provided 
the hydrophobic property, corresponding to the 𝜃𝜃 enhancement by nearly 1.7-fold to 100.3o 
compared with that of 5% P/C. Further increasing P/C ratio to 25% led to the over-hydrophobic 
surface with 𝜃𝜃 >120o. For post-TS samples, all samples except that with 0% P/C improved the 
water repellency; for instance, the 𝜃𝜃 value of 5% P/C increased more than 2-fold over the pre-TS 
sample. It appeared that type 2 complexes played an important role in improving hydrophobic 
properties in terms of excellent water repellency. Hence, XSBR latex is likely to be hydrophilic 
→ hydrophobic convertible functional waterborne organic polymer. 

 
Figure 18: Visual survey of wetting behavior and water droplet-contact angle for 0, 5, 15 and 25% P/C ratio- 

OPC composite surfaces before and after TS.  

 

3.3.5 Microstructural analysis 

Based on the morphological features of XSBR-modified and control composites, the ability of 
XSBR to alleviate the pozzolanic activity of FCS was evaluated. Figure 19 presents the 
morphologies and elemental compositions of fractured surfaces of 100oC-autoclaved unmodified 
and XSBR (25% P/C)-modified composites. Ag was used as a coating material to avoid charging 
of the sample surface. The detected C element comes from both organic hydrocarbons related to 
XSBR and inorganic carbonate, like calcium carbonate. For unmodified composites (left), severe 
pozzolanic decomposition of FCS can be observed. As seen in the figure, the hard, water-
impermeable aluminosilicate shell of FCSs suffered from pozzolanic reactions with alkalis, Ca+ 
and OH-, from OPC, that eroded the whole shell structure by alkali dissolution. The eroded shells 
not only are no longer active as insulating aggregates, but also engender the creation of porous 
microstructure which affects mechanical strength and results in poor waterproofing of the 
composite. This is the reason why water-fillable porosity was higher for this sample than for the 
modified composites. In contrast, the morphology (right) of modified composite differed 
significantly. The FCS shells remained intact (broken during the sample preparation but displaying 
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smooth non-reacted internal surfaces), clearly demonstrating that XSBR adequately protected the 
FCS shells against pozzolanic reaction-led erosion. 

The absence of pozzolanic activities in XSBR-modified OPC can be clearly visible in Figure 20. 
FCS with the smooth surface without any precipitation of reaction products was detected. EDX 
exploration indicated 5.87 C/Ca, 0.71 Al/Ca, and 1.77 Si/Ca ratios. This C/Ca ratio was nearly 3-
times higher than that of unmodified one. Furthermore, the values of Al/Ca and Si/Ca ratios were 
~5- and ~2-times higher compared to those of unmodified sample. Hence, since Al and Si come 
from underling FCS surfaces, a possible explanation is that this smooth surface of FCS was 
covered with type 1 XSBR complex because of the combination of very high C relevant to organic 
hydrocarbon and low Ca. Such coverage by type 1 complexes acted to protect the FCS shell 
surfaces from pozzolanic reaction-led erosion.  

 
Figure 19: Comparison of morphological features of control sample (left) and XSBR-modified (right) OPC 

composites after autoclaving at 100oC. 

  

 
Figure 20: Protection of FCS from pozzolanic reactions by XSBR-modified OPC coverage. 
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3.3.6 Corrosion protection of carbon steel (CS) by XSBR-modified OPC. 

For pre-TS-test samples, Figure 21 (left) compares cathodic-anodic polarization curves for 0, 5, 
15, and 25% P/C ratio composite coatings over CS. The onset cathodic current (OCC) of 0% P/C 
ratio sample was 2.9 x 10-4A. This value tends to decrease with increasing P/C ratio; in fact, the 
6.9 x 10-5A OCC value of 25% P/C ratio was 75% lower than that of 0% P/C ratio, emphasizing 
that the higher XSBR content offered a better protection against cathodic corrosion reaction. 
Furthermore, the Ecorr. value of 0% P/C ratio shifted to positive potential values with increasing 
P/C ratio so that the adhesion and coverage of composites on CS surfaces were improved by higher 
XSBR concentrations.  

For post-TS-test samples (Figure 21, right), the Tafel curves differed considerably from the pre-
TS samples, especially for 15 and 25% P/C ratios. Compared with the OCC values of 0% and 5% 
PC ratios, 15 and 25% P/C ratios values shifted strikingly to 1.3 x 10-9 and 7.9 x 10-10A, 
respectively, from 4.9 x 10-4

 A for 0%P/C and 1.2 x 10-4 A for 5%P/C. This fact strongly verified 
that the post-TS test 15 and 25% P/C ratio samples displayed a far better waterproofing and water 
repellency than that of the pre-TS samples. Thus, this is the reason why the cathodic reaction was 
significantly inhibited. Meanwhile, the Ecorr. value for 15 and 25% P/C ratios shifted in the positive 
potential region of 0.2 to 0.3 V from negative potential, ranging from -0.3 to -0.2 V, for 0 and 5% 
P/C ratios, representing improved adhesion and coverage of composite on CS surfaces after the 
TS tests.  

 
Figure 21: Polarization curves for pre (left)- and post (right)-TS test samples. 

Figure 22 compares CS corrosion rates in millimeter per year (mm/year) computed from Tafel 
curve fits for the control and modified composite coatings before and after TS. The average 
thickness of composite coating layer over the underlying CS plate for samples before and after TS 
is also included in this figure. For pre-TS test samples, the corrosion rate of 0% P/C ratio was 0.71 
mm/year. This corrosion rate reduced by 34% as the composite was modified with 5% P/C ratio. 
Further reduction was observed from 15% and 25% P/C ratio-modified coatings corresponding to 
48% and 87% corrosion abatement with the values of 3.6 x 10-1 and 9.0 x 10-2 mm/year, 
respectively. For post-TS test samples, the corrosion rate of 0% P/C ratio sample slightly increased 
to 0.75 mm/year compared with that of pre-TS sample. In contrast, all modified composite coatings 
exhibited a significantly improved corrosion protection of CS, highlighting a superior cathodic 
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corrosion protection due to the minimized cathodic reactions, and noticeably upgraded adhesion 
and coverage of coating over CS surfaces. In particular, 15% and 25%P/C ratio coatings incredibly 
reduced the corrosion rate to 3.5 x 10-6 and 1.5 x 10-6 mm/year, respectively. Since TS led to the 
configuration of type 2 multiple complexes and enhanced hydrophobicity as well as minimized 
water-fillable porosity. The type 2 complexes may assist in improving adhesion and coverage of 
CS by the composite, if so, these functionalities of type 2 played a pivotal role in reducing very 
remarkably the corrosion rate of CS. 

 

 
Figure 22: Corrosion rates for OPC with different P/C ratios for pre- and post-TS test samples. 

 

 

4. Evaluation of 25o- and 50oC-2-day aged hydrophobic cements 

Based upon the review above, the optimum formular for three different hydrophobic cement 
formulations was selected for evaluations of thermal insulation, TS resistance, and CS-corrosion 
prevention for applications in the upper parts of the wells or in shallow wells where the set cement 
temperatures are low. Each formulation was required to meet criteria 3 to 7 listed in the 
Introduction. 

The selected formulations included: 3% PMHS-treated FCS with CAC, 90/10 FCS/HSA in 
combination with CaP cement, and 15 % P/C ratio for hydrophobic XSBR-modified OPC. For 
comparison, the reference samples also were prepared for each of these cement systems.  
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4.1. Compressive strength and compression fracture toughness before and after TS  

Figure 23 shows the compressive strength and compression fracture toughness of optimized 
cements and their references before and after the TS. For compressive strength (left), two 25o- and 
50oC-made cement systems, CAC/PMHS/FCS and OPC/XSBR/FCS, met the compressive 
strength (criterion 4) and TS resistance (criterion 5) criteria, whereas, although both the 
CaP/HSA/FCS and reference samples developed an excellent strength at 50oC, these post-TS 
samples did not meet the criterion #5. The compression fracture toughness is given in Figure 13; 
25o- and 50oC-made OPC/XSBR/FCS developed great fracture toughness before and after TS. 
Since the fracture toughness depends primarily on an adequate balance between compressive 
strength and ductility, the improved strength and ductility are responsible for suppressing the post-
stress cracks’ initiation and delaying the crack propagation and opening. 

 
Figure 23: Compressive strength (left) and compression fracture toughness (right) for selected modified and 

reference cement formulations. 

 

4.2. Thermal conductivity (TC) and bulk density before and after TS 

To determine the bulk density of post-TS samples, all 50oC-made samples after TS tests were 
immersed in 25oC water for 6 days. Thus, assuming the post-TS samples are at least partly water 
saturated, the bulk density and TC were determined (Figure 24). Again, CAC/PMHS/FCS and 
OPC/XSBR/FCS before and after TS satisfied criterion # 6. Interestingly, the bulk density of both 
post-TS samples is similar to that of pre-TS samples, strongly verifying that the thermal shock 
resistance and water-proofing property of post-TS samples are outstanding.  

Figure 25 shows thermal conductivity and bulk density data for the samples cured for 2 days at 
25oC. There is no significant performance difference for the 25 and 50oC short-term cured samples. 
Two formulations met materials criteria demonstrated TC below 0.4 w/mK before and after the 
TS tests and great water repellency.  
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Figure 24: Thermal conductivity and bulk density for 50oC-made samples before and after TS. 

 
Figure 25: Thermal conductivity and bulk density for 25oC-made samples before and after TS. 
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4.3. Hydrophobicity 

Figure 26 shows hydrophobicity of the low-temperature cured samples before and after the thermal 
shock conditions for the reference samples and samples modified with XSBR and PMHS. The 
reference OPC-based, and CAC-based formulations are hydrophilic at both set temperatures before 
and after the TS. The water droplet spreads over the cement surface.  Samples modifications with 
XSBR and PMHS result in hydrophobic or overhydrophobic samples with the water droplet sitting 
on the sample surfaces without spreading. The XSBR-modified OPC-based formulations increase 
their hydrophobicity after the TS undergoing conversion from hydrophobic to overhydrophobic. 
This likely happens because of the polymer transitions under the heat conditions. The CAC-based 
samples modified with PMHS are overhydrophobic both before and after the TS tests. 

 
Figure 26: Water droplet angle on the cement surfaces before and after the TS tests. 

 

4.4. Corrosion protection 

Figures 27 and 28 show the corrosion rate, cement layer thickness on carbon steel plates and an 
appearance of the steel plates covere with cement layer before and after the TS tests. The corrosion 
rate of the XSBR-modified samples before the TS decreased by 10% for 25oC sample and by 51 
% for the 50oC cured sample- compared to the control. The TS resulted in a dramatic drop of the 
corrosion rate for both cotnrol and modified samples. The corrosion rate of the control 25oC cured 
sample dropped by 32% and by 95% for the control 50oC-cured sample. The corrosion rate of the 
modified 25oC cured sample decreased 5 orders of magnitude and that of the modified 50oC-cured 
sample to the point that it could not be measured (Figure 27). There was also a clear difference in 
the appearance of the samples protected with control and XSBR-modified OPC-based 
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formulations. Brown corrosion spots were visible on the control cement layer already before the 
TS tests. These spots spread further after the TS tests. Only a few corrosion spots were visible on 
the plate covered with XSBR-modified formulation. That formulation changed the color after the 
TS tests due to the polymer restructuring. 

The PMHS-modified samples showed unambigous decrease in corrosion rate when compared 
against the control samples both before and after the TS tests (Figure 28). The samples appearance 
changes significantly when PMHS is added to the control formulation: the corrosion spots 
dissapear from the cement-protected metal surface.  

 
Figure 27: Corrosion rate (in 1 M NaCl) and cement layer thickness on the carbon steel (CS) plates before and 

after TS tests of XSBR-modified and control OPC-based formulation. Appearance of the CS plates 
before and after the TS tests for XSBR-modified and control OPC-based cement formulations.  

 
Figure 28: Corrosion rate (in 1 M NaCl) and cement layer thickness on the carbon steel (CS) plates before and 

after TS tests of PMHS-modified and control CAC-based formulation. Appearance of the CS plates 
before and after the TS tests for PMHS-modified and control CAC-based cement formulations.  
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5. Finite element modeling 

The finite-element model of the well was realized in COMSOL Multiphysics software. The well 
was modeled as a tube embedded in an infinite sandstone block. We adopted the standard depth 
distribution of the Earth crust temperature. The well filling was modeled as a moving boundary 
condition between air and the heated exchange liquid. The temperature profile was then calculated 
assuming heat diffusion through the well cement and the surrounding sandstone rock. The energy 
loss of the liquid was calculated by integration of the heat flux over the liner area. The stress level 
in the liner was assumed to be comprised of compressive stress generated by the lining expansion 
and hydrostatic pressure of the exchange liquid column. Figure 29 shows energy losses for a fluid 
at 200oC in 250 m-deep wells cemented with 0.3 and 1 W/mK thermal conductivity cement 
composites. The energy losses can be decreased by more than 40% over a day if insulating cement 
with 0.3 W/mK thermal conductivity is deployed in a well instead of regular cement with 1 W/mK 
thermal conductivity.  

 
Figure 29: Total energy losses in a daily storage well cemented with 0.3 or 1 W/mK cement. 

 

5. Conclusions 

Several lightweight cement systems with thermal conductivity of 2.5-3 times below that of the 
regular density OPC-based formulations were designed and tested for applications under the 
conditions of underground reservoir energy storage wells with a wide temperature range between 
25 and 250oC. Two of the tested formulations that met all materials criteria were hydrophobic 
cements with high water repellency, low thermal conductivity before and after 3 cycles of thermal 
shock tests (one cycle: dry heat 200 or 250oC  25oC water quenching), good corrosion protection 
of carbon steel in the curing range between 100 and 250oC. These formulations were PMHS-
treated FCS blend with CAC #80 and XSBR latex modified OPC/silica blend.  
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ABSTRACT 

Efficiency and economics of geothermal energy production could be significantly improved if high 
temperature (HT) wells could be reliably exploited. Ten times higher energy output could be 
achieved with supercritical geofluid compared to the conventional geothermal wells. This paper 
presents the design and characterization of geothermal cement formulations for supercritical wells. 
Performance of calcium-silicate-, calcium-aluminate-, and aluminum- based cements after 
exposure to super critical water (scH2O, 400oC, 25.5 MPa) for up to 30 days is presented. 
Mechanical properties, including compressive strength, Young’s modulus, compressive toughness 
are reported along with the water-fillable porosity. Microstructural development and phase 
compositions and transitions are linked to the mechanical and physical properties of different 
formulations. Common OPC/silica flour-based cement experienced slow increase in porosity and 
deterioration of mechanical properties during the prolonged exposure to scH2O. Several alternative 
formulations demonstrated persistent mechanical properties with stable phase compositions or 
phase transitions that did not have a negative effect on their performance.  

1. Introduction  

Superhot rock reservoirs can offer clean energy production where it is needed with a minimal 
footprint. Unlike traditional geothermal wells they would be independent of the formation 
permeability and underground water availability. Estimates of the high heat distribution at different 
depth show that such high temperature resources (>450oC) can be reached at depth of less than 10 
km in the Western Americas, Europe, Eastern Africa, Western Australia, Japan, Iceland (Garrison 
et al., 2020). Geothermal wells with temperatures >400oC can provide competitive power at 
potentially $20-35 per megawatt-hour (MWh) (Hill, n.d.). Development and exploitation of super-
critical wells may increase energy production by 10 times per well over conventional geothermal 
and 4-5 times more energy per well than typical shale gas fields (Garrison et al., 2020).  

Although current well construction technologies can be applicable to wells with temperatures 
nearing 350oC, supercritical wells will require design, development, testing and commercialization 
of some advanced technologies (Petty et al., 2021). One of the necessary components for the 
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construction of hot-temperature wells are materials that can survive under the well conditions. 
There is limited knowledge on the performance and durability of cements that provide zonal 
isolation, well structure support, corrosion protection of metallic casing under supercritical 
conditions. Commonly used high temperature (HT) cement blends of Ordinary Portland Cement 
(OPC) and silica are believed to have temperature limit below 400oC, although to the best of our 
knowledge data on the cement performance above this temperature are not available in an open 
access (outside of the testing performed by cementing service companies). Durability of materials 
is further challenged by the typically aggressive environments of geothermal wells with the OPC 
degradation reactions being exponentially accelerated by HT conditions. 

The previous work on HT cementitious materials included characterization of non-Portland cement 
formulations comprised of blends of calcium-aluminate cements (CAC) and magnesium 
(asbestos)- based systems (Roy, 1980; Sakuma et al., 2021). This paper reports results of design 
and evaluation of several super-critical cementitious composites. The screening of cement 
formulations to select promising designs for longer supercritical exposures was done by 
autoclaving cement samples for 24h at 400oC and 25.5 MPa. Formulations that met the following 
materials criteria were further tested in 7- and 30-day supercritical exposure tests: 1) compressive 
strength of at least 7 MPa after 24 h under supercritical conditions; 2) minimal water-fillable 
porosity increase compared to the samples exposed to 300oC for 1 day; 3) minimal phase 
transitions compromising mechanical properties. Some preliminary results of this work were 
reported earlier (Sugama & Pyatina, 2022). Comparative data to the samples’ 3-month exposure 
in Newberry well at 300-350oC are also presented for selected formulations.  

Since our previous work with HT cements demonstrated beneficial cement-interface properties of 
formulations with high alkalinity and high aluminum content (Sugama & Pyatina, 2018)  
formulations rich in aluminum were of particular interest in this work. These formulations, with 
decreased calcium content compared with OPC-based designs also can be expected to better 
withstand carbon dioxide environments.  

The work was done in the frame of a joint international project focused on development of 
“sustainable geothermal well cement for challenging thermo-mechanical conditions” (Test-Cem 
(Sustainable Geothermal Well Cement for Challenging Thermo-Mechanical Conditions, 2021) 
under the umbrella of Cofund GEOTHERMICA.  

2. Experimental 
OPC, class G, Dykerhoff North, cement in combination with silica flour was used as a reference 
cement. All grades of Calcium Aluminate Cements (CAC) and metakaolin were supplied by 
Imerys Inc. Pozzolanic materials were obtained from Lafarge North America Inc. and Imerys Inc. 
Aluminum hydroxide was supplied by Sigma Aldrich. Silica flour was provided by Cudd Energy 
Services. Olivine was obtained from RePlug, Norway.  

All the blends were dry-mixed before adding water; the slurries were hand-mixed until getting a 
uniform suspension for about 2 minutes, then poured into 20 x 40 mm cylindrical molds and cured 
under hydrothermal conditions at 85oC (overnight) followed by overnight hydrothermal curing at 
300oC and the final curing under the supercritical (sc) conditions at 400oC and pressure of 25.5 
MPa in Parr autoclave reactor rated for temperatures of up to 500oC and pressures of 34.46 MPa 
(5,000 psi). Inconel steel rapture disk rated to that pressure was used for the reported formulations. 
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However, it should be noted, that some high alkalinity tested systems caused fast corrosion of 
rapture disks under the super-critical conditions, which resulted in premature disk failures under 
the experimental pressures in less than 24h. Inconel steel disk replacement with corrosion resistant 
Hastelloy steel did not resolve this problem. The cement systems that caused rapture of the disk 
under the super-critical conditions are not described in the current paper. The autoclave was 
modified to decrease the rapture disk exposure temperature by increasing the distance to its 
location from main autoclave body with a longer tube (Sugama & Pyatina, 2022).  

Samples’ water-fillable porosities were measured by weighing the samples after the curing and 
after 3 days in a vacuum oven at 60oC. The porosity was calculated as (weight after curing - weight 
after vacuum oven)/ (volume after curing) x100%. Electromechanical Instron System Model 5967 
was used to obtain all mechanical properties. XRD (40 kV, 40 mA copper anode X-ray tube) was 
used for samples characterizations. The results of XRD tests were analyzed using PDF-4/Minerals 
2021 database of International Center for Diffraction Data (ICDD). Additionally, JEOL 7600F 
Scanning Electron Microscope (SEM) image analyses coupled with EDX elemental composition 
survey were done for the typical spots on freshly broken samples. Cement samples were coated 
with silver to decrease the charging effects prior to the analyses. 

3. Results and discussion 
Below we present the testing program and results for selected systems of interest starting with the 
commonly used HT formulation of OPC/silica. The data are shown for the cements autoclaved 
under super-critical conditions for different periods (at 400oC and pressure of 25.5 MPa) and, when 
available, data of HT geothermal well exposure are shown for comparison. The well-exposed 
samples were originally prepared in the same manner as the samples for supercritical exposures, 
then left at 300-350oC in Newberry well 55-29 for 3 months. A separate paper in the current 
proceedings describes these field tests in more details (Pyatina et al., 2023). 

2.1 The testing program 

The testing program is shown in Figure 1. Various types of cement chemistries were tested 
including calcium-silicates alone or modified with reactive pozzolanic aluminum-silicate 
(metakaolin); phosphate-based chemical cements with and without calcium; systems with calcium-
aluminate cements, magnesium-based cement systems including those with slag; calcium-free 
aluminum-based cements. All formulations were prepared in the manner described above. Al-
based cements were not set overnight at 85oC and were prepared by direct slurries autoclaving at 
300oC overnight. The slurries in glass tubes (~20 mm diameter and 150 mm long) were directly 
placed into an autoclave. Autoclaved solid material was cut into cylinders of about 40 mm in length 
and further autoclaved under supercritical conditions. Mechanical properties and water-fillable 
porosity of the cements after supercritical curing were determined and for the systems that meet 
>7MPa criterion further 7-day supercritical (sc) curing was performed. Magnesium-based systems 
were not pursued because of the repeated raptures of the autoclave’s rapture disk during their 
exposure. OPC formulations with partial silica replacement by Mg-rich olivine were successfully 
tested and results are presented below.  
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2.1.1 OPC-based formulations 

Figure 2 shows water fillable porosity and percent porosity change for OPC-based formulations. 
The C-S-H formulation is the reference OPC/SiO2 at 60/40 weight ratio; the formulations C-S-A-
H-1 and 2 are the reference formulation with partial silica replacement by metakaolin.  

 

Figure 1: The testing program of supercritical cements. 

 
Figure 2: Water-fillable porosity and percent porosity change for OPC/SiO2 (60/40 weight ratio, C-S-H) and 

C-S-H with different amount of silica replacement by metakaolin (C-S-A-H-1 and 2). 
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The porosity of the cement increase with the increased sc exposure time. The porosities of 
metakaolin-modified formulations noticeably exceed that of the control. This is related to the 
higher water demand of the formulations with fine metakaolin powder in their compositions for 
equivalent slurries’ self-leveling. The porosity of the 30-day cured control sample reached 50%. 
Figure 3 shows compressive strength and Young’s modulus of these systems.  

 
Figure 3: Compressive strength and Young’s modulus for OPC/SiO2 (60/40 weight ratio, C-S-H) and C-S-H 

with different amount of silica replacement by metakaolin (C-S-A-H-1 and 2). 

Compressive strength and Young’s modulus mirrored changes in water-fillable porosity increasing 
with prolonged sc exposure times. The decrease was dramatic for the formulations modified with 
metakaolin. For the control formulation, although decreased, the strength remained well above the 
7 MPa (1000 psi) requirement for geothermal wells. The Young’s modulus of ~ 2GPa (~ 300 kpsi) 
was in the desirable moderate range (Sugama & Pyatina, 2019). For the metakaolin modified 
cements despite the residual strength of more than 7 MPa, the rapid strength decrease and the 
Young’s modulus values nearing a soft failure mode raise concerns about their durability under 
the geothermal conditions. These formulations were not pursued beyond 7 days of sc exposure. 

Formulations of OPC/SiO2 modified with Fe/Mg-rich olivine partially (10 or 20%) replacing silica 
were tested after 1 and 30 days under sc conditions (Figure 4). Replacement of 20% of silica with 
olivine resulted in nearly doubling the strength after the 300oC autoclaving. The strength and 
modulus increase were not as significant for the formulation with 10% silica replacement. Despite 
significant strength increase the modulus remained in the desirable moderate failure region. The 
strength of the 300oC autoclaved samples decreased after the sc exposure of 300oC-cured samples 
while remaining above that of the control.  
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Figure 4: Compressive strength and Young’s modulus for OPC/SiO2 (60/40 weight ratio, C-S-H) and C-S-H 

with silica partially replaced by olivine. 

 

The strength increased after the longer sc exposure of 30 days from the 1-day values (the final 
strength of the 20%-olivine modified sample was 50% higher than that of the control), while the 
modulus increased for the 20% olivine formulations and decreased slightly for the 10% one. It is 
reasonable to hypothesis that prolonging sc exposure will not negatively affect the strength of the 
samples modified with 20% olivine. 

Figure 5 presents compressive toughness and water fillable porosity data for olivine modified and 
control OPC/silica formulations. The toughness of the modified cement significantly increased 
after the 300oC autoclaving (nearly 100% toughness increase for 20% olivine addition) and 
although decreased after sc exposures it remained above that of the control for both 10 and 20% 
olivine modifications. The toughness, computed as the area under the stress-strain curve, shows a 
balance between the strength and ductility. High toughness values are very desirable for cement to 
be able to withstand repeated shock conditions typical for geothermal wells. The toughness of the 
modified cement formulations increased by ~30-100%. 

 
Figure 5: Compressive toughness and water fillable porosity for OPC/SiO2 (60/40 weight ratio, C-S-H) and C-

S-H with silica partially replaced by olivine. 
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Porosity of olivine modified samples was 10-14% lower than that of the control after 30 days under 
supercritical conditions. Porosity increase compared to 1-day 300oC curing was, however, nearly 
double that of the control. Porosity of the modified samples after 30 days at 400oC was 45 and 
43% (10 and 20% olivine respectively) vs. 50 % for the control. 

XRD patterns of crystalline phase compositions of OPC/silica samples exposed to sc conditions 
and in a deep geothermal well for 3 months are shown in Figure 6; comparison of control and 
olivine modified XRD patterns is given in Figure 7. 

As expected, the main calcium-silicate phase in the 300 and 400oC cured cement was xonotlite. 
Some tobermorite remained in the sample after 1-day 300oC curing as well as some non-reacted 
cement phases. Crystalline silica was still present in the sample after the 30-day sc exposure. 
Transformation of tobermorite to xonotlite could be responsible for the observed strength decrease 
and porosity increase of the OPC/silica control samples.  

The sample exposed in Newberry well, on the other hand, was completely carbonated. Calcium 
carbonate was the major crystalline phase along with drastically reduced silica peak. Such a short 
time to the complete sample carbonation under HT well conditions demonstrates limitations of 
OPC-based formulation for HT geothermal wells with possible carbon dioxide presence.  

 

 

 
Figure 6: Comparison of XRD patterns for the 1-day 300oC, 30-day 400oC autoclaved control OPC/silica 

formulation and that formulation exposed in Newberry well for 3 months. 
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Figure 7: Comparison of XRD patterns for the 7-day, 30-day 400oC autoclaved control OPC/silica formulation 

and the 30-day 400oC autoclaved control modified with 20% olivine. 

 

 

The olivine modified cement showed presence of another crystalline phase – truscottite. Truscottite 
also formed in the control OPC after the 7-day sc exposure but disappeared from the sample 
patterns after the 30-day one. Interestingly, truscottite was not detected after a day sc exposure. 

Truscottite can either decrease or increase samples porosity depending on its amount (Eilers et al., 
1983). Its peak intensities were lower in olivine-modified sample than in the 7-day control, but it 
was clearly present. Additionally, a non-mistakable peak of forsterite (the main olivine mineral) 
was detected in the olivine modified sample suggesting that the added olivine has not reacted 
completely. Nevertheless, it did stabilize an intermediate phase of truscottite suggesting slower 
OPC transformations in the presence of olivine. It should be mentioned that tobermorite peaks that 
overlap with both xonotlite and truscottite were difficult to detect in the olivine-modified sample, 
but it could be stabilized along with truscottite. 

Microstructures of the Newberry well and olivine-modified control samples are shown in Figures 
8 and 9. The sample from field exposure tests was completely carbonated in agreement with the 
XRD results (Figure 8). In the amorphous sample matrix large and small calcium carbonate 
crystals were detected. Other crystalline phases were not observed. 
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Figure 8: Photomicrographs of the control OPC/silica sample after 3 months in Newberry well. 

 

 
Figure 9: Photomicrographs of the control OPC/silica sample modified with 20% olivine after 30 days at 400oC. 

Olivine-modified sample exposed for 30 days to sc conditions showed presence of small 
tobermorite crystals, large crystals of non-reacted olivine (forsterite mineral), and typical long 
needles of xonotlite. Although the presence of non-transformed tobermorite was not possible to 
confirm with the XRD study because of the overlapping peaks morphological observations 
allowed to confirm its persistence after the 30-day sc exposure in the presence of olivine. 
Truscottite crystals could be mixed up with the small tobermorite ones – mixed stoichiometries 
possible for both minerals were detected by the EDX measurements at the locations of these 
crystals.  

In summary, OPC/silica HT formulation develops adequate mechanical properties under the sc 
conditions that can be further enhanced by 10-20% silica substitution with olivine. However, 
continuous strength decrease and porosity increase take place within the 30 days of sc exposures 
for the control formulation. Modification of this cement with olivine increases its strength without 
increasing cement brittleness. It also stabilizes strength under sc conditions and decreases cement’s 
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porosity by up to 14%. However, porosity of olivine modified samples increased throughout the 
sc curing of 30 days with the final value remaining below that of the control (43% for 20% olivine 
modifications vs. 50% porosity for the control). Crystalline phase identifications and 
morphological analyses suggest that olivine may slow down OPC hydration and phase transition 
reactions stabilizing intermediate phases of tobermorite and truscottite at sc temperatures. 

Exposure of OPC/silica samples to HT Newberry well for 3 months resulted in complete 
carbonation of all crystalline phases (disappearance of xonotlite) and partial disappearance of 
crystalline silica.  

2.1.2 CaP chemical cement-based systems 

Calcium phosphate-based formulations were developed for applications in CO2-rich geothermal 
wells (Sugama et al., 1995; Sugama & Carciello, 1992, 1993, 1995; Weber et al., 1998). In this 
work we used formulations with CAC#71 and CAC#50 and silica in the sc tests. In the figures 
below there is the following formulation notations – P-N-C-A-S-H-1 (#71 CAC/SiO2/sodium 
phosphate), P-N-C-A-S-H-2 (#71/MK/sodium phosphate), P-N-C-A-S-H-3 (#50/SiO2/sodium 
phosphate), P-N-C-A-S-H-4 (#50 CAC/MK/sodium phosphate). 

 
Figure 10: Water-fillable porosity and percent porosity change for CaP cement (P-N-C-A-S-H) and CaP 

modified with metakaolin (P-N-C-A-S-H-2 and 4). 

The water-fillable porosity of the control CaP cement samples (P-N-C-A-S-H-1 and 3) and those 
modified with metakaolin (P-N-C-A-S-H-2 and 4) after different sc exposure times is shown in 
Figure 10. The porosity of the controls was slightly increasing for #71 throughout the curing up to 
7 days of sc exposure, while that of the formulation with #50, although higher, persisted. However, 
after longer exposure times the porosity of P-N-C-A-S-H-1 decreased. Porosity of the metakaolin 
modified samples was above that of the control. It also increased with the longer exposure time.  

The results of the strength and Young’s modulus measurements were consistent with the porosity 
measurements (Figure 11). The strength of the control slightly decreased in the first 7 days of sc 
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exposure but increased after the longer 30-day exposure tests. The strength of the modified samples 
decreased for the two MK-modified formulations (2 and 4) and slightly increased for the control 
formulation #3. The strength decrease was dramatic for formulation #2 after the 30 days of sc 
exposure. Although the control formulation #3 had higher strength than #1 it also experienced 
consecutive Young’s modulus increase with longer curing times reaching the brittle failure domain 
after only 7 days of curing (> 3450 MPa). 

 
Figure 11: Compressive strength and Young’s modulus for CaP cement (P-N-C-A-S-H) and CaP modified with 

metakaolin (P-N-C-A-S-H-2 and 4). 

XRD patterns of the P-N-C-A-S-H-1 formulation exposed to 300 and 400oC and that formulation 
exposed for 3 months in Newberry well are shown in Figure 12. As expected, the major crystalline 
phases forming at 300oC include CAC reaction products feldspar mineral polymorphs 
anorthite/dmisteinbergite and aluminum oxide hydroxide boehmite; the acid-base reaction product 
hydroxyapatite; zeolite analcime forming as a reaction product of CAC dissolution and sodium 
remaining from sodium phosphate after the phosphate reaction with calcium (Pyatina & Sugama, 
2018; Sugama & Pyatina, 2019). The pattern of that sample exposed to sc conditions for 30 days 
is similar with the noticeable exception of analcime absence and higher peak intensity of anorthite 
polymorph than dmisteinbergite one. The well exposed sample also does not have peaks of 
analcime, which is clearly a metastable phase that disappears after longer exposure times, 
preferential formation of dmisteinbergite and an additional peak of calcium carbonate due to the 
partial sample carbonation. Unlike OPC-based formulation carbonation of this cement was only 
partial (8.5%) with the major crystalline phases remaining in the exposed sample (Pyatina et al., 
2023). It should be mentioned that stable carbonated apatite phase could have contributed to the 
8.5% carbonation of the cement. Unlike the OPC-based formulation, that does not mineralize CO2 
into stable phases, CaP cement can form stable carbonated apatite and cancrinite mineral phases. 
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Figure 12: Comparison of XRD patterns for the 1-day 300oC, 30-day 400oC autoclaved control P-N-C-S-H-1 

formulation and P-N-C-S-H-1 exposed in Newberry well for 3 months. 

 

 
Figure 13: Comparison of photomicrographs for the 1-day 300oC, 7-day 400oC autoclaved control P-N-C-A-S-

H-1 formulation and P-N-C-A-S-H-1 prepared with fly ash F and exposed in Newberry well for 3 months. 
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Figure 13 shows photomicrographs of the control CaP formulation after different exposures. In 
general CaP cement forms dense matrix with very small crystals of phosphate phases. This can be 
seen for the 300 and 400oC autoclaved samples. Boehmite crystals formed after the 7-day sc 
exposure were also small. Such dense matrix explains low porosity of this cement (around 40% or 
lower). 

Samples exposure to Newberry well conditions resulted in some carbonation with small calcium 
carbonate crystals forming in the matrix (Figure 13, bottom left). Rosette-like dmisteinbergite 
crystals suggested by XRD were also detected. Fly ash particle with the surface covered by the 
pozzolanic reaction products can be seen in the photomicrograph at the bottom right. Presence of 
partially reacted pozzolanic fly ash particles indicates that this cement still has some self-healing 
capabilities after 3 months under the well conditions.  

In summary performance of chemical CaP cement was adequate both under sc conditions and 
under CO2 rich conditions of the Newberry well. This cement demonstrated high strength (> 27 
MPa), low porosity (36%), and persistent crystalline phases after 30 days under sc conditions. 
However, this high strength was accompanied by high Young’s modulus nearing brittle failure 
mode.  

2.1.3 Calcium-aluminate-based hydraulic cement formulations 

Tested CAC cement formulations included: C-A-S-H-1 (#71/SiO2), C-A-S-H-2 (#71/SiO2/MK), 
C-A-S-H-3 (#80/SiO2), and C-A-S-H-4 (#80/SiO2/MK). Results of the water-fillable porosity for 
up to 30 days of sc exposure are shown in Figure 14.  

Porosity of the control #71 formulation (C-A-S-H-1) increased with the increased curing time. 
Similar porosity increase was observed for the CaP cement with #71 that experienced porosity 
decrease later after the 30-day exposure. Porosity of this formulation modified with MK was higher 
than for the control (>50% after the 300oC autoclaving) and it slowly decreased during the sc 
exposure remaining above that of the control after the 7-day exposure. Porosity of the control with 
#80 CAC was stable for the tested period and below that of the sample modified with MK. Like 
for #71 with silica formulation this behavior of #80 CAC sample was similar to the CaP 
formulation since that cement that did not experience any significant porosity changes over the 
first 7 days of sc curing and showed a slight porosity decrease after 30 days under sc conditions.  

Figure 15 shows compressive strength and Young’s modulus of the CAC formulations for up to 
30 days of curing. The results are consistent with the porosity measurements – increased porosity 
corresponded to the decreased strength for the control #71 formulation; the strength of the control 
#80 formulation persisted through the testing, increasing by nearly 25% after the 30 days at 400oC. 
Although the strength was on average more than 50% below that of the #71-based formulation it 
still was above ~14 MPa. The strength and modulus of MK-modified formulations increased 
through 7 days of curing but like for the CaP cement formulations the preliminary results of the 
30-day curing showed strength decrease for formulations modified with MK (data are not shown). 
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Figure 14: Water-fillable porosity for CAC-based cements. 

 

 
Figure 15: Compressive strength and Young’s modulus for CAC-based cements. 

XRD patterns of the control formulation with #80 cement (C-A-S-H-3) are shown in Figure 16 for 
the sample autoclaved for a day at 300oC, for 30 days at 400oC, and for the one exposed in 
Newberry well for 3 months. Apart from the formation of the phases that involve sodium 
hexametaphosphate absent in this formulation the newly formed crystalline phases are like those 
of the CaP cement: feldspar minerals polymorphs anorthite and dmisteinbergite (with 
dmisteinbergite being predominant in well exposure samples) and boehmite, showing higher 
intensity peaks at temperature of 300oC than under sc conditions. There are also non-reacted phases 
from CAC – corundum and silica. The peak of silica is greatly reduced after the well exposure for 
3 months suggesting its reactivity. The carbonation of this cement was very minor – the intensity 
of calcium carbonate peak is low compared to other formulations. This is consistent with the low 
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calcium content of the CAC#80 used in this formulation. The TGA data (not shown) suggested < 
2% of calcium carbonate in the field sample.   

 
Figure 16: Comparison of XRD patterns for the 1-day 300oC, 30-day 400oC autoclaved control with #80 (C-A-

S-H-3) formulation and C-A-S-H-3 exposed in Newberry well for 3 months. 

In summary, #80 CAC/silica formulation was stable under all tested conditions. Its moderate 
mechanical properties are acceptable for geothermal applications. This formulation experienced 
very low carbonation during 3-month exposure tests in the CO2-rich Newberry well.  

2.1.4 Thermal Shock Resistant Cement (TSRC) 

Comparison of TSRC samples performance under different conditions is shown in Table 1. 

 

Table 1. Mechanical properties of TSRC samples after autoclaving at 300 and 400oC and exposure in Newberry 
well.  

Property 1-day 300oC 30-day 400oC 3-month 300-350oC 

Compressive strength, psi 2370 ± 500 3760 ± 730 3600 ± 500 

Young’s modulus, kpsi 235 ± 38 340 ± 86 450 ± 31 

Toughness, Nmm/mm3  0.51 ± 0.23 0.76 ± 0.1 0.61 ± 0.04 

Porosity, % 48 ± 0.8 50 ± 0.8 44 ± 1 

 

TSRC performed consistently throughout all the testing. It developed good mechanical properties 
that improved during the sc curing and 3-month exposure in Newberry well. This formulation has 
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high toughness showing an excellent combination of strength and ductility, it underwent ductile 
failure in compressive strength tests. 

 
Figure 17: Comparison of XRD patterns for the 30-day 400oC autoclaved TSRC and TSRC exposed in 

Newberry well for 3 months. 

Figure 17 shows XRD patterns of TSRC samples after the 30-day sc exposure and the 3-month 
field exposure. As for other CAC-based formulations feldspar mineral dmisteinbergite/anorthite 
and boehmite were detected in both samples. Additionally, in the field exposed sample peaks of 
paragonite (related to muscovite) and margarite were present. These are very desirable mica-type 
minerals that are naturally stable under HT conditions of geothermal wells. They form dense 
structures densifying cement matrix. These findings were confirmed with microstructural studies 
of well-exposed samples that can be found elsewhere (Pyatina et al., 2023). The carbonation of 
these samples was below 8%. Like in the case of phosphate cement mineralization of CO2 into 
stable phase of cancrinite is possible.  

2.1.5 Gibbsite-based aluminum cement 

Al-based systems are very attractive for applications in geothermal wells due to their higher 
corrosion resistance compared to the calcium-based ones. Most of the stable HT minerals found in 
deep geothermal wells involve aluminum suggesting potential for a long-term stability of Al-based 
systems. Additionally, these systems are zero-net CO2 cements unlike formulations made with 
OPC or CAC. 

The results of water-fillable porosity measurements and percent of its change for the calcium-free, 
aluminum-based system that involve gibbsite, sodium-meta-silicate, and in some cases a zirconium 
filler (M1, M2) are shown in Figure 18. 

These systems had high water-fillable porosity of more than 50%. The porosity further increased 
during prolonged sc autoclaving. This trend was also observed for the formulations modified with 
Zr. Figure 19 shows mechanical properties of these cements. The strength of these formulations 
was sufficient for the applications in geothermal wells. However, some strength decrease was 
observed during the 30-day sc exposure. Nevertheless, the strength remained acceptable after the 
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30 days under the sc conditions. The Young’s modulus was in the desirable moderate range for all 
the tested formulations. It decreased with the strength decrease after the 30-day curing.  

 

 
Figure 18: Water-fillable porosity and its changes after different sc exposure times for gibbsite-based cement 

systems without (N-A-S-H) and with Zr modifications (N-A-S-H-M1, N-A-S-H-M2). 

 

 
Figure 19: Compressive strength and Young’s modulus for gibbsite-based (N-A-S-H) and N-A-S-H modified 

with zirconium (N-A-S-H-M1 and M2). 
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High ductility of these formulations is very attractive for the shock conditions of geothermal wells. 
Figure 20 compares strain-stress curves of OPC, phosphate cement, and gibbsite cement-based 
formulations.  The behavior of the tested cements is as follows: OPC – strong (>3000 psi, [21 
MPa]), very brittle; Phosphate cement – very strong (>5000 psi, [34 MPa]), brittle; Aluminum 
cement – not strong (~2000 psi [14 MPa]), very ductile.  

 

 

 
Figure 20: Comparison of compressive failure of OPC, phosphate and gibbsite cement formulations. 

 

The XRD patterns of gibbsite-based formulations were simple with boehmite and mica-type 
mineral paragonite forming after longer curing times (Figure 21). These major phases are observed 
both at 300 and 400oC after the longer exposure times (3 months and 30 days respectively). After 
a day of 300oC autoclaving the composition of this cement includes zeolites phases of harmotome 
and analcime that later transfer to paragonite. Samples exposed in the Newberry well showed very 
small intensity of the silica peaks that reacted under the HT conditions. The water-fillable porosity 
of the well-exposed samples decreased to 48%. Since similar phase compositions were detected 
after the 3 months in Newberry well and 30 days at 400oC, it is reasonable to think that the phase 
stabilization was achieved in the 30-day sc autoclaving and mechanical properties of these cements 
will persist after longer curing times.  There was no carbonation of this cement after the well 
exposure tests for 3 months.  

464



Pyatina and Sugama 

 
Figure 21: Comparison XRD patterns of gibbsite cement cured for 1 day at 300oC, 30 days at 400oC or 3 months 

in the Newberry well.  

In summary, gibbsite-based cement formulations have some very attractive properties such as high 
ductility and perfect CO2-resistance, for HT geothermal wells. However, these formulations need 
further optimization to decrease their porosity and stabilize mechanical properties.  

4. Conclusions 

Several cement formulations met material requirements after the 30-day supercritical exposure. 
They included CAC-based hydraulic systems, CAC-based chemical cement with sodium 
hexametaphosphate, and calcium-free aluminum-based alkali activated cement.  

OPC/silica HT formulation also met materials requirements for geothermal wells after the 30-day 
sc exposure. However, properties stabilization was not achieved during that time – increase 
porosity and decreased strength compared to shorter exposure times were observed. Sever 
carbonation of this calcium-rich formulation causes additional concerns about its applications in 
deep HT geothermal wells.  
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ABSTRACT 

This paper discusses the results of cement exposure tests in a deep (~3 km) high-temperature (HT) 
Newberry well in Oregon. To conduct the tests cement-exposure tools were fabricated, and various 
HT cement formulations were exposed to the well conditions (300oC-350oC) for periods of 3 and 
9 months. The paper presents changes in mechanical and physical properties of the exposed 
samples along with their microstructural alterations and phase transitions. Results of the cement 
formulations performance are directly correlated with their compositions and composition 
alterations. The tested cement formulations included reference OPC/silica HT blends, cements 
with secondary cementitious materials, calcium-aluminate-based cements (CAC), and calcium-
free cement. Based on XRD analyses, SEM imaging coupled with EDX elemental composition 
determination, and thermal gravimetric tests it was shown that an Ordinary Portland Cement 
(OPC) formulations undergo severe carbonation in the 3 months of exposure with calcium 
carbonate being the only crystalline product remaining in the cement. These formulations lose their 
mechanical properties in less than 9 months under the well conditions. Only partial carbonation of 
CAC-based blends was observed. The same level of carbonation persisted through the 9 months 
of exposure tests. Calcium free, aluminum-based cement did not experience any carbonation after 
the 3 months of well exposure.  Possible solutions for deep geothermal well cementing are 
discussed. 

1. Introduction  
To meet the target of 90% geothermal energy cost reduction to $45/ megawatt hour by 2035 cost 
effective durable and sustainable materials are required for well construction. Subterranean wells 
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for Enhanced Geothermal Systems (EGS), that involve geoformation hydraulic stimulation for the 
efficient heat of Earth recovery, have larger diameters than oil & gas wells and are constructed and 
operated under the conditions of higher temperatures (HT), chemically aggressive environments, 
and repeated thermo-mechanical stresses. These wells are expected to have a long service life for 
a powerplant installation so materials requirements for well construction are the most stringent 
increasing cementing costs to 30% of the total well construction cost. 
The power output of geothermal powerplants can be increased with the HT wells since high 
temperatures of super-hot and supercritical wells offer significant economic benefits. The energy 
production from a single well with the well temperature above 400oC can be 10 times higher than 
that from a regular geothermal well and 4-5 times higher than from a well in shale gas fields 
(Bonneville et al., 2018; Garrison et al., 2020; Reinsch et al., 2017). However, targeting higher 
temperatures imposes new challenges on well construction and materials used in such wells. 
Materials damage and degradation reactions can dramatically accelerate under HT conditions. 
Previous studies demonstrated poor acid-resistance of OPC-based formulations at HT (Pyatina & 
Sugama, 2016) compared against that of calcium-aluminate based cements. To resist common high 
CO2 content of geothermal wells BNL developed chemical calcium phosphate cement that can 
mineralize CO2 into a stable carbonated apatite phase (Sugama & Carciello, 1993). Later, thermal 
shock resistant cement (TSRC) was developed for HT geothermal applications and shown to 
possess acid resistance and self-healing properties (Pyatina & Sugama, 2016; Sugama & Pyatina, 
2018, 2019).  
Laboratory evaluations of most well cements are conducted after their hydrothermal synthesis at 
HTHP followed by room-temperature analyses. Reproduction of geothermal well conditions and 
long-term tests are problematic in laboratory environments. Field exposure of experimental 
cements under relevant geothermal conditions is an attractive alternative to laboratory testing.  
In this work different cement formulations including reference OPC/silica and OPC/silica/Fly ash 
F blends, Calcium Aluminate Cement (CAC)/silica blends with different grades of CAC, calcium 
phosphate (CAP) cement blends with different grades of CAC and metakaolin (MK), TSRC, and 
a Ca-free gibbsite-based cement were field tested in a deep geothermal Newberry well for 3 and 9 
months. The well-exposed samples were analyzed for the changes in their mechanical properties 
and phase compositions to understand stability and degradation of cements with different 
chemistries under HTHP geothermal conditions. 

2. Well conditions, materials, samples preparation, exposure tools 
The exposure tests were performed in one of the deep Newberry wells (55-29) using made-for-
purpose stainless steel cement sample holders (baskets). The baskets were lowered to the bottom 
of the well in July 2022 and retrieved in October 2022 for the 3-month exposure and lowered in 
October 2022 and retrieved in July 2023 for the 9-month exposure tests. The sections below 
describe the well conditions, the baskets, and cement formulations tested in the well. 

2.1 Well conditions 

Figure 1 shows temperature (T) and pressure (P) profiles of the exposure well. T/P at the bottom 
of the well where the sample baskets remained is circled. The temperature at the bottom reached 
~350oC and the pressure was 2000 psi. The chemistry of the well environment at this location was 
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not known. Trenton Cladouhos provided the following information concerning possible CO2 
presence in the well environment: 

• In 2011, there was a 2000 psi gas cap that needed to be bled off for a few hours prior to 
logging. It was not sampled, but it was assumed to be CO2. 

o The gas flow did drop to near-zero, so we assumed that the CO2 flux to the well 
was low and takes a long time to build up.  

• In 2012, there was a 600 psi gas cap that needed to be bled off prior to stimulation. It was 
not sampled, but it was assumed to be CO2 

• In 2013, there was a 600 psi gas cap that needed to be bled off prior to logging. It was 
sampled, and was mostly N2, because an airlift was attempted in 2012 and that air was still 
downhole.  

• In 2022, October, there was a 1200 psi gas cap that was released in an attempt to flow-
test the well. It was not sampled, but it was assumed to be CO2.  We also assume that this 
gas was produced by the decomposition of organic-based thermally degradable diverter.  

• In 2023, last week, Geoff checked the pressure gauge and there is no pressure at the well-
head, so no expected gas cap.  There was no longer any diverter to degrade and either 
connectivity of previous CO2 source is no longer there due to 2014 stimulation activity or 
7 months was not enough time to build up a noticeable gas cap. 

This suggests that although CO2 could be present in the well, the concentration of the gas was 
unlikely to be high.  

On the other hand, the Geochemical Analysis from Flow Testing of Well 55-29 by Geologica 
performed in 2008 reported that a non-condensable gas, identified as being >99% CO2, was 
coming from a geological source (hydrothermal or magmatic). The total carbonates concentration 
measured at 2 different locations in well fluids was 296 and 1930 mg/kg. If this information is 
correct and the source of CO2 is geological, high concentrations of CO2 in the well can be expected 
at all times. 

2.2 Materials and samples preparation 

Eleven different cement formulations were prepared and exposed in the well for 3 months (Table 
1), 12 formulations were exposed in the second 9-month exposure test (the analyses of these 
formulations are still ongoing).  

Calcium aluminate cements (CAC), Secar #80-, Secar #71-, Secar #50-, and Class G OPC, were 
used in this study. All CACs were supplied by Imerys, while Trabits group provided Class G well 
cement. The X-ray powder diffraction (XRD) data showed that the crystalline compounds of #80 
CAC were the following three principal phases, calcium monoaluminate (CaO.Al2O3, CA), 
calcium dialuminate (CaO.2Al2O3, CA2) and corundum (α-Al2O3); #50 CAC had CA as its 
dominant phase, coexisting with gehlenite [Ca2Al(Al,Si)2O7]  and corundum as the secondary 
components. The Class G consisted of hatrurite (3CaO.SiO2) as a major, and brownmillerite 
(4CaO.Al2O3.Fe2O3), basanite (CaSO4.1/2H2O) and periclase (MgO) as minor phases for the 
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former cement.  Among the cement-forming constituents, SMS (Na2SiO3), alkali-activating 
powder, of 93% purity, with the particles’ size of 0.23- to 0.85-mm, trade named “MetsoBeads 
2048,” was supplied by the PQ Corporation. It had a 50.5/46.6 Na2O/SiO2 weight ratio. Sodium 
hexa-meta-phosphate (SHMP) [(NaPO3)6, 60-70% P2O5] with 200 mesh granular obtained from 
Sigma-Aldrich was used as a cement-building component of calcium-phosphate cements. Silica 
flour was supplied by Cudd Energy Services. The metakaolin (Al4Si2O10), was obtained from 
Imerys. FAF was supplied by Boral Material Technologies. The XRD analysis of FAF showed 
that it included three major crystalline phases, quartz (SiO2), mullite (3Al2O3.2SiO2), and hematite 
(Fe2O3).  

Some of the formulations were exposed in Newberry well for 9 months (between October 2022 
and July 2023). These formulations were all modified with 5% by weight of dry blend micro 
carbon fibers (MCF, AGM-94) derived from a polyacrylonitrile precursor, supplied by Asbury 
Graphite Mills, Inc. They were 7-9 microns in diameter and 100-200 microns in length. These 
fibers are stable at temperatures above 500oC. They were used to increase toughness of the tested 
composites. Cement slurries were mixed at different water-to-cement ratios to obtain similar self-
leveling properties. 

All samples were autoclaved for a day at 300oC before the shipment to the well side for exposure 
tests.  

Table 1. Formulations exposed in the Newberry well.  

Formulation Composition 
1. CSH-60/40 OPC/SiO2, 60/40 wt.% 

2. TSRC TSRC 
3. CAP#71/FAF Calcium phosphate cement with CAC #71 and fly ash F 
4. CAP#71/Silica/MK Calcium phosphate cement with CAC #71, silica, and 

metakaolin 
5. CAP#50/FAF Calcium phosphate cement with CAC #50 and fly ash F 
6. NAS-M1 Sodium-aluminum-silicate cement with Zr 
7. #71/Silica CAC#71/SiO2, 60/40 wt. % 
8. #71/Silica/MK CAC#71/ SiO2/metakaolin, 60/30/10 wt.% 
9. #80/Silica CAC#80/SiO2, 60/40 wt. % 
10. CSH-70/30 OPC/SiO2, 70/30 wt.% 
11. CSH/FAF/Silica OPC/FAF/SiO2, 40/30/30 

 

2.3 Exposure tools 

Exposure tools were fabricated from stainless steel to host cylindrical samples of 40x20 mm size 
(Figure 2). They had open slots for samples exposure to the well environment. Three baskets could 
be fitted on top of each other and removed together or separately from the well. The baskets were 
designed and fabricated by Renegade Services.  

The baskets were loaded with precured samples and deployed in the well on a wireline, detached 
from the wireline and left at the bottom of the well. The retrieval of the baskets 3 and 9 months 
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later was successful, and all the samples were recovered in good shapes without any visible damage 
(Figure 3). Similarly, samples exposed for 9 months in the well did not show any visible damage 
(not shown).  

 

 

Figure 1: Temperature and pressure data for the exposure well with the exposure location at the bottom of the 
well shown by the red circle. The data show that the exposure temperature was above 300oC (~350oC) 
and pressure ~2000 psi. 

 
Figure 2: Photographs of the exposure basket (middle and right) and a basket with two cement samples (left). 
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Figure 3: Photographs of the samples after the 3-month exposure in the Newberry well. 

 

3. Samples analyses 
3.1 Mechanical properties and porosity 

Mechanical properties of 11 exposed formulations were analyzed after the 3 months of exposure. 
These included water-fillable porosity, unconfined compressive strength, Young’s modulus (YM), 
and compressive toughness. The results are shown in Table 2. All the tested formulations had 
acceptable strength of more than 1000 psi. CSH-1 (OPC/SiO2, 60/40) and calcium phosphate 
cement with CAC#71 had the highest strength and the lowest porosity (4300 psi, 34% and 4600 
psi, 36% respectively). High YM accompanied the high strength of the phosphate cement 
formulation (630 kpsi) placing this blend into the region of brittle fracture failure (Sugama & 
Pyatina, 2019). This corresponded to a low toughness value of 0.21 Nmm/mm3. The YM of the 
OPC formulation (460 kpsi) was in the desirable moderate failure range where cement is neither 
soft nor brittle. High toughness (0.53 Nmm/mm3) of this cement formulation suggested a good 
balance between strength and ductility. HT OPC formulation with higher silica content of 40% 
performed noticeably better than that with 30% silica for all measured parameters. Of all OPC-
based formulations, the formulation with SiO2 partially replaced by FAF, was the lowest in 
strength and the highest in porosity (#11). It also had a low YM value of 190 kpsi (borderline soft 
failure). The toughness (0.41 Nmm/mm3) of that formulation was reasonably high because of its 
high ductility.  

Two cement formulations that exhibited an outstanding combination of strength and ductility were 
TSRC (toughness of 0.61 Nmm/mm3) and gibbsite cement (NAS-M1, toughness of 0.73 
Nmm/mm3). Strength, toughness, and YM decreased for CAC #71/SiO2 formulation after the 3-
month exposure.  
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Table 2. Mechanical properties of samples after 3-month exposure in the Newberry well 
(standard deviations are given in parentheses)  

Property Formulation 

1 2 3 4 5 6 7 8 9 10 11 

Porosity, 

% 

34 (4) 44 (1) 36 (2) 38 (1) 45 (1) 48 (2) 37 (2) 44 (4) 39 (2) 35 (3) 42 (2) 

Strength, 

psi 

4300 
(645) 

3600 
(500) 

4600 
(700) 

4000 
(840) 

3100 
(20) 

2500 
(130) 

4000 
(170) 

3100 
(280) 

3900 
(125) 

3600 
(850) 

2000 
(300) 

YM, kpsi 460 
(32) 

450 
(30) 

630 
(18) 

510 
(37) 

355 
(20) 

180 
(10) 

440 
(30) 

320 
(37) 

450 
(15) 

270 
(70) 

190 
(60) 

Toughness 

Nmm/mm3 

0.53 
(0.12) 

0.61 
(0.04) 

0.21 
(0.03) 

0.31 
(0.09) 

0.25 
(0.06) 

0.73 
(0.15) 

0.44 
(0.08) 

0.53 
(0.12) 

0.28 
(0.07) 

0.33 
(0.02) 

0.41 
(0.06) 

When compared to the properties before the exposure tests (1 day curing at 300oC) the data 
confirmed good performance of several HT formulations after 3-month exposure under the real 
well conditions. In particular, TSRC samples increased their strength (by ~45%), decreased 
porosity and increased toughness (Figure 4). Ca-free NAS samples with very high ductility 
decreased porosity and increased strength. Significant improvement of strength (nearly 50% 
increase) accompanied by the porosity decrease was observed for CAC #80/SiO2 blend. 
Interestingly, similar formulation with CAC#71 was the only one that decreased its strength and 
YM after the 3 months of the well exposure. 

Higher strength and persisting porosity were observed for most of the samples exposed to the well 
conditions for 9 months. The higher strength was partially due to the presence of the MCF in these 
samples.  The strength of the TSRC samples was more than 30% higher for the 9-month exposed 
samples than for the 3-month exposed ones. The strength of calcium-phosphate based cement 
samples was higher by 41% for CAP#71/Silica/MK, 51% CAP#50/FAF, and 57% for 
CAP#71/FAF. The strength of non-activated CAC-based formulations also was higher for the 9-
month samples (nearly 60% higher strength of #71/silica and more than 20% higher strength of 
#80/silica). The strength of the NAS-M1 was slightly lower for the 9-month exposed formulation 
likely due to the increased water demand with CMF.  

The only formulation that showed dramatical loss of the strength was the reference one of 
OPC/silica. In fact, the strength of that formulation after the 9-month of exposure was 725 psi, 
which is below the target value of 1000 psi for geothermal wells. Accordingly, water-fillable 
porosity of this formulation increased from 34 to 45%. 

Young’s modulus increased for all cements except CAC#71/SiO2 formulation, after the 3-month 
exposure (Figure 5). The phosphate – based cements, OPC, and two out of 3 CAC-based non-
activated cements became brittle, which resulted in noticeably decreased toughness despite 
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increased strength for most of these cements. The toughness increase was important for TSRC and 
NAS-M1 gibbsite cement. 

The 9-months exposed samples had lower Young’s modulus and higher compression toughness 
due to the carbon fibers added to these samples. The only exception was the reference OPC/silica 
formulation that had very low Young’s modulus due to the loss of cohesion in this composite. This 
was consistent with the loss of the strength and porosity increase of this formulation.  

 

 
Figure 4: Compressive strength and water fillable porosity after one day curing at 300oC, 3-month, and 9-

month exposure tests in the Newberry well. 

 
Figure 5: Young’s modulus and compressive toughness after one day curing at 300oC, 3-month, and 9-month 

exposure tests in the Newberry well. 

 

3.2 Phase compositions 

Crystalline phase compositions, morphological features and TGA of selected blends are discussed 
in sections 3.2.1-3.2.5. below. 
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3.2.1 OPC/SiO2 formulations with and without fly ash F 

For the CSH-60/40 formulation, the main crystalline phases of hydrated cement after one-day 
autoclaving at 300oC were predictably tobermorite and xonotlite. Intensity of xonotlite peaks was 
higher than for tobermorite ones, so further conversion of tobermorite to xonotlite after longer HT 
exposure was expected accompanied by microstructural changes with the growth of xonotlite 
needle crystals resulting in decreased strength and increased porosity. However, mechanical 
property analyses of this cement after the 3-month exposure revealed decreased samples porosity 
and increased strength. This unusual behavior can be understood with the results of composition 
analyses.  

For the field samples xonotlite peaks were absent from the XRD patterns due to the xonotlite to 
calcium carbonate conversion. Small xonotlite shoulders were still visible on the pattern of the 3-
month exposed sample (e.g., 2Ɵ ~28.8), but they completely disappeared from the patterns of the 
9-month exposed samples. The only other crystalline phase detected by XRD was silica. The 
intensity of silica peaks decreased suggesting that it, at least partially, participated in the 
tobermorite  xonotlite conversion before the sample was carbonated. The initial cement 
carbonation resulted in decreased porosity due to the matrix densification with carbonate crystals 
and increased density.  

However, after the longer 9-month exposure calcium removal from calcium-silicate hydrates into 
calcium carbonate resulted in dramatic strength decrease and increased porosity. Porosity increase 
further accelerates samples degradation and eventual conversion of carbonate to bicarbonate 
causes cement dissolution. Amorphous silica remaining behind would be eventually washed out 
by the well fluids. Because samples appearance was intact after the 9-month exposure, and strong 
calcium carbonate peaks were still present in the sample patterns it is reasonable to think that the 
loss of the strength in this formulation was not caused by the sample dissolution but by the lack of 
binding properties in the formed calcium carbonate phase.  

The complete disappearance of xonotlite peaks in only 9 months is surprising and clearly shows 
that OPC-based formulations cannot provide well integrity of this Newberry well.  

Lower silica content of 30% by weight of blend in CSH-70/30 formulation showed a very similar 
pattern after the well exposure (not shown). Because of the higher OPC content in that blend some 
low-intensity peaks of xonotlite still appeared in the XRD pattern after the 3-month exposure. 
However, the major pattern peaks remained those of calcium carbonate as in the case of the 60/40 
blend.  
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Figure 6: XRD patterns of OPC/SiO2 60/40 blend after one day curing at 300oC, 3-month and 9-month exposure 

tests in the Newberry well. 

TGA and SEM-EDX studies confirmed the results of XRD analyses. Nearly 21% of cement weight 
loss was associated with the decarbonation (peak around 600oC) in TGA tests of 3-month exposed 
samples and 28% carbonates weight loss after 9-month of the exposure. Small decline of the weight 
curve associated with the cement hydrates was still visible after the 3 months of exposure, while 
no weight loss associated with the cement hydrates was visible after the 9-month exposure (Figure 
7). Assuming the decarbonation weight loss was only due to the calcium carbonate decomposition 
and knowing the initial weight percent of CaO in the class G cement (73%), the mass loss of 21% 
for 60/40 cement/silica formulation means that 54% of the original calcium in class G cement was 
in the form of carbonate after the 3 months of exposure. The 28% of CO2 loss during the 
decarbonation step of the OPC/silica formulation with 5% MCF corresponds to 83% of the calcium 
in the original formulation being carbonated.  

The SEM image of the 3-month exposed sample in Figure 8 shows large calcium carbonate crystals 
formed in an otherwise mostly amorphous cement matrix and smaller calcium carbonate crystals 
of different sizes embedded into the matrix throughout the sample. In agreement with the XRD 
data xonotlite needle-like crystals were not detected. 

 
Figure 7: TGA and DTG curves of OPC/SiO2 60/40 blend after the 3-month exposure (left) and 9-month 

exposure (right) in the Newberry well. 
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Figure 8: Photomicrographs of OPC/SiO2 60/40 blend after the 3-month exposure in the Newberry well. 

A similar mass loss of 21%, due to the decarbonation was observed for the CSH-70/30 sample (not 
shown). As in the case of CSH-60/40, there was just one decomposition peak for that sample 
corresponding to the decomposition of calcium carbonate.  

OPC sample with partial replacement of silica flour by FAF resulted in 17.4% mass loss as 
decarbonation after the 3-month exposure. This value was slightly lower than for the rest of the 
samples due to the lower OPC content (40 wt% vs. 60 and 70wt.% for the first two formulations). 

3.2.2 Calcium phosphate cement with different CAC grades in its composition and partial silica 
replacement by metakaolin 

The XRD patterns of CAP cement before and after the Newberry well exposure are shown in 
Figure 9 for the formulation prepared with CAC#71. The sample autoclaved for a day at 300oC 
had non-reacted silica, boehmite, feldspar isomorphs anorthite and dmisteinbergite and 
hydroxylapatite crystalline phases. It also had peaks of HT zeolite analcime (marked by #2 in the 
figure). This zeolite has been observed in the composition of the phosphate cement in earlier 
studies as well (Pyatina & Sugama, 2018).  

After the exposure in Newberry well changes in cement crystalline composition included: 1) 
increased peak intensity of boehmite; 2) decreased intensity of feldspar minerals’ peaks; 3) 
appearance of mica peaks of paragonite and margarite; 4) slight increase in the intensity of the 
hydroxylapatite peaks; 4) appearance of calcium carbonate peaks. 

For the most part the crystalline composition of this cement survived. However, it was partially 
carbonated with formation of calcium carbonate and, possibly, amorphous carbonated apatite that 
could not be detected by XRD analyses. Formation of amorphous carbonated apatite was reported 
in earlier work with calcium phosphate cement (Sugama & Carciello, 1993). Patterns of 3- and 9-
month exposed samples were similar, suggesting composition stabilization.  
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Figure 9: XRD patterns of CAP (CAC #71) after one day curing at 300oC and 3- and 9-month exposure tests in 

the Newberry well. 

Figure 10 shows TGA/DTG curves of CAP cement blend with CAC #71, Figure 11 shows 
TGA/DTG curves of CAP cement blend with CAC #50. The curves show two major 
decomposition events, the first one corresponding to the decomposition of boehmite (between 
~400 and 550oC) and the second to the sample’s decarbonation (>550oC). The decarbonation mass 
loss can involve both decomposition of calcium carbonate and possible amorphous carbonated 
apatite. The extent of the carbonation stayed unchanged after the 9-month exposure. The slightly 
lower percentage of the weight loss associated with the boehmite, and carbonation of the 9-month 
exposed sample could be attributed to the slightly lower percentage of cement-building materials 
in this sample due to the presence of 5% CMF in the formulation. 

 

 
Figure 10: TGA and DTG curves of CAP (CAC #71) blend after the 3- (left) and 9 (right)-month exposure in 

the Newberry well. 
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Figure 11: TGA and DTG curves of CAP (CAC #50) blend after the 3-month exposure in the Newberry well. 

Predictably, the higher mass loss associated with boehmite was observed for CAP made with 
CAC#71, while the higher mass loss associated with decarbonation was seen for CAP made with 
CAC#50. This can be explained by the higher aluminum and lower calcium contents in CAC#71 
than in CAC#50. CaO makes up 44 wt.% of CAC#71 and 50 wt.% of CAC#50; Al2O3 makes 56 
wt.% of CAC#71 and 45 wt.% of CAC#50. Higher calcium content of the CAP with CAC#50 
resulted in higher carbonation of that formulation. 

Figure 12 shows the photomicrographs of CAP (CAC#71) blend after the 3-month exposure in the 
Newberry well. Small calcium carbonate crystals can be seen in the cement matrix, as well as 
rosettes of dmisteinbergite. The matrix remains dense, crystals of phosphate phases are generally 
very small and were not detected on the tested surfaces.  

 
Figure 12: Photomicrographs of CAP (CAC #71) blend after the 3-month exposure in the Newberry well. 

 

 

 

480



Pyatina et al. 

3.2.3 TSRC 

TSRC sample underwent some crystalline phase transitions during the 3-month well exposure with 
formation of stable mica type minerals, paragonite and margarite, in addition to persisting 
boehmite and anorthite, as well as a non-reacted aluminum oxide (Figure 13). Boehmite and 
anorthite peaks significantly decreased while peaks of high-temperature stable mica phases 
increased after the 9-month well exposure. As in the case of CAP cement the sample underwent 
partial carbonation with formation of calcium carbonate. Importantly there were no significant 
changes in the patterns of 3- and 9-month exposed samples suggesting stabilization of the 
composition for this formulation. 

 
Figure 13: XRD patterns of TSRC after 3- and 9-month exposure tests in the Newberry well. 

 

TGA/DTG (Figure 14) and morphological analyses (Figure 15) confirmed the results of XRD 
measurements. In TGA tests of the 3-month exposed sample decomposition events were associated 
with the decomposition of boehmite (~400-550oC) and carbonate decomposition at temperature 
above 550oC. The total mass loss above 550oC was slightly below that of CAP cement – 7.9 wt.%.  

 
Figure 14: TGA and DTG curves of TSRC blend after the 3- (left) and 9-(right) month exposure in Newberry 

well. 
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For the 9-month exposed sample the peak of boehmite decomposition disappeared in agreement 
with the XRD measurements while the carbonation peak was slightly below that of the 3-month 
exposed sample, likely due to the presence of CMF in that formulation.  

The photomicrographs (Figure 15) show dense cement matrix with embedded crystals of boehmite 
plates and margarite layered crystals in the 3-month well exposed sample. Non-reacted particles 
of FAF are also still visible in the sample indicating that this cement still preserved its self-healing 
ability after the 3-month well exposure. 

 

 
Figure 15: Photomicrographs of TSRC blend after the 3-month exposure in the Newberry well. 

 

3.2.4 CAC#80/silica 

Basic formulation of CAC #80/silica was tested in the Newberry well exposure test. CAC#80 has 
the lowest calcium content and the highest aluminum content of all tested CAC cements: CaO – 
25 wt.% and Al2O3 – 75 wt.%.  

XRD patterns of this blend autoclaved for 1 day at 300oC included nonreacted silica, corundum, 
and cement reaction products – boehmite and isomorphs anorthite and dmisteinbergite (Figure 16). 
After the 3-month exposure in Newberry well silica peaks (#4) nearly disappeared, boehmite peaks 
increased in intensity (#1), dmisteinbergite (#5) was the dominant polymorph with smaller peaks 
of anorthite still visible (#2), and a small peak of calcium carbonate was detected (#7). The 
intensity of calcium carbonate peak was significantly smaller than for other tested formulations. 
The intensity of the carbonate peak did not increase after the 9-month expose test. There was a 
clear increase in the intensity of anorthite peaks and decrease of boehmite and dmisteinbergite 
peaks. Additionally, the end member of the feldspar minerals group (anorthite and 
dmisteinbergite), albite was detected (#6). Presence of the carbonated mineral cancrinite is 
possible. For both albite and cancrinite phases to form, the sodium ion would have to come from 
the well environment. The XRD patterns suggest stability of the crystalline phases in this blend, 
which is consistent with the results of the tests of mechanical properties.  

482



Pyatina et al. 

 

 

 
Figure 16: XRD patterns of CAC#80/SiO2 after one day curing at 300oC, and 3- and 9-month exposure tests in 

the Newberry well. 

 

TGA analysis confirmed that the carbonation of this formulation after 3 months in the well was 
minor (Figure 17). Although mass loss peaks of boehmite, dmisteinbergite and calcium carbonate 
overlapped in the derivative weight loss patterns, the decarbonation mass loss could be estimated 
to be on the order of < 2%. 

 
Figure 17: TGA and DTG curves of CAC#80/SiO2 blend after the 3-month exposure in Newberry well. 
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Morphological features of the 3-month exposed sample included characteristic dense aluminum-
rich matrix with large inclusions of dmisteinbergite crystals, smaller and tighter anorthite crystals 
and plates of boehmite (Figure 18). Calcium carbonate crystals were not detected.  

Results of all the sample characterization techniques agreed showing very low carbonation, and 
formation of limited number of well crystallized phases during the Newberry well exposure. 

 

 
Figure 18: Photomicrographs of CAC#80/SiO2 blend after the 3-month exposure in the Newberry well. 

 

3.2.5 Gibbsite cement 

Gibbsite cement was the only calcium-free cement tested in this work after the 3-month exposure 
tests. Unlike other tested cement formulations this cement does not have any components that 
undergo hydraulic reactions. It is alkali activated and requires higher temperature for strength 
development. Like other formulations it was autoclaved for a day at 300oC before the shipment to 
the field and well exposure tests. The tested formulation was modified with Zr to increase its 
strength, decrease porosity and permeability. 

Figure 19 shows XRD patterns of this cement after a day at 300oC and after 3 months in the 
Newberry well. Because of the limited number of ingredients in this cement its crystalline 
composition is relatively simple giving clear well-resolved phase peaks. Before the long-term 
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exposure the major crystalline phases of the cement were boehmite (gibbsite reaction product) and 
nonreacted silica. Additionally, minor phases that formed after a day of 300oC curing, included 
HT zeolites analcime and harmotome. 

 
Figure 19: XRD patterns of gibbsite cement blend (NAS-M1) after one day curing at 300oC and 3-month 

exposure tests in the Newberry well. 

After the exposure in the Newberry well the intensity of boehmite peaks further increased while 
silica peaks nearly vanished. Zeolites were converted into paragonite, a mineral related to the 
muscovite mica. These phase transitions resulted in stronger and less permeable cement. There 
were no carbonated minerals in this cement. 

The TGA test confirmed XRD findings where the mass loss was associated only with boehmite, 
while decarbonation-related mass losses were not observed.  

The morphology of the sample was fluffy and porous, which was consistent with high toughness 
of this formulation. Small analcime and boehmite crystals were detected before the long-term 
exposure, while analcime was not visible in the matrix of the sample exposed for three months in 
the field (Figure 21). Non-reacted Zr was also detected in the cement matrix (not shown). 

Of all the cements tested in Newberry exposure tests this formulation showed the best carbonation 
resistance, which could be explained by the absence of calcium in its composition. It also improved 
its mechanical properties and demonstrated an outstanding toughness. A great advantage of this 
cement is that it is net zero CO2, since its production is not energy intensive and does not involve 
CO2 release unlike production of OPC and CAC. Finally, regarding the source of gibbsite for this 
cement, the bayerite, Al(OH)3, as a by-product of hydrogen (H2) production in aluminum-water 
reaction, 2Al + 6H2O = 2Al(OH)3 + 3H2 may be applicable (Hiraki et al., 2005; Olivares-Ramirez 
et al., 2012). 
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Figure 20: TGA and DTG curves of gibbsite cement blend (NAS-M1) after the 3-month exposure in the 

Newberry well. 

 

 
Figure 21: Photomicrographs of gibbsite cement blend (NAS-M1) before (left) and after (right) the 3-month 

exposure in the Newberry well. 

4. Conclusions 
Various cement formulations were exposed for 3 and 9 months to HTHP conditions of a deep 
geothermal well after the initial hydrothermal curing (autoclaving) for a day at 300oC. The 
exposure temperature and pressure were nearly 350oC and 2000 psi. Based on the well and samples 
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analyses the well environment was rich in carbon dioxide, which at this temperature and pressure 
would be in a supercritical (sc) state.  

The tested formulations included OPC/silica at various ratios, some of which were modified with 
FAF, chemical calcium phosphate cements prepared with different grades of CAC, and some 
modified with MK, CAC-based alkali-activated thermal shock resistant cement, TSRC, non-
activated reference CAC and silica blends with CAC#71 and CAC#80, and calcium-free alkali-
activated gibbsite cement.  

The results of the exposure tests clearly demonstrate that OPC-based high-temperature 
formulations are not stable under these conditions even in a short run. These blends carbonate in 
less than 3 months and lose their mechanical properties in less than 9 months. Addition of fly ash 
or varying silica content do not prevent from the rapid carbonation, strength loss, and porosity 
increase. 

Mechanical properties of alternative CAC-based formulations and calcium-free gibbsite cement 
persisted through the 9 months of the exposure tests. Except for gibbsite cement, all formulations 
were partially carbonated. Formulations with higher calcium content experienced higher 
carbonation. Mica and feldspar mineral phases stable under the well conditions formed in phase 
transitions during the exposure tests. These phase transitions did not compromise cement stability 
within the experimental time frame. 

Although the exposed samples were small in volume, such fast carbonation and loss of mechanical 
properties under the well conditions causes concerns of using OPC-based formulations in high-
temperature geothermal wells with high carbon dioxide concentrations. Geologically formed CO2 
can be expected in many formations of interest for EGS wells. Using OPC-based formulations in 
such wells for expected decades of life service is questionable. Similar degradation of OPC-based 
formulations but at a slower rate can also be expected to take place in lower-temperature, lower-
CO2 wells.  

Low-calcium, or calcium-free cement formulations should be considered to achieve long-term 
durability of geothermal wells. Both TSRC and CAP-based formulations performed well in the 
tests. The self-healing ability of TSRC persisted after 3 months of exposure since non-reacted FAF 
particles were detected in exposed samples. This cement also maintained its good combination of 
strength and ductility.  Gibbsite, Ca-free cement should be further optimized for HTHP geothermal 
applications. 
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ABSTRACT 

With a renewed focus on UN Sustainable Development Goals through energy transition, power 
generation harnessing geothermal energy has now attracted greater attention. Geothermal projects 
are however challenging, as the high-pressure, high-temperature, hostile downhole environments 
often present an incredibly difficult standard for achieving safe and reliable well integrity.  

To develop high-efficiency geothermal power generation components that contribute to a carbon 
neutral society, thermally stable Corrosion Resistant Alloys (CRA) with excellent elevated 
temperature mechanical properties, creep, and corrosion resistance have been jointly developed 
with Daido Steel of Japan. Also, being developed as part of the solution is a “Nano-Composite 
Expandable Element Stack with Elastomeric Core” to engineer and qualify high temperature high 
pressure (HPHT) packers, rated to 750 oF spanning casing sizes from 378 to 958 inches. We plan to 
qualify these packers in sub- and super-critical geothermal fluids. In addition, early-stage 
prototypes of an economic nano-composite tubing with near-zero thermal conductivity has been 
developed. Scaling coefficients to manufacture 30-ft tubing joints are being established to 
commercialize these novel technologies. 

Here we present unique concepts, designs, and successful verification and validation (V&V) of: 

a) Thermally stable, dispersoids strengthened CRAs’ with excellent elevated temperature 
mechanical properties, creep, and corrosion resistance  

b) A polymer-energized production packer with a nanocrystalline CRA skin for a leak free 
seal has been successfully qualified to 750 oF. The mechanical properties of the nano-
composite element stack, having extremely low thermal conductivity, is envisioned to 
allow the element stack to withstand high differential pressures. The low thermal 
conductivity maintains the temperature of the elastomeric core at temperatures below 300 
oF, even when the external environment is > 750 oF. The high strength, thermally stable, 
corrosion resistant, and flexible nano-metallic skin prevents the underlying layers from 
exposure to the hostile fluids present in enhanced geothermal system (EGS) reservoirs  

c) Economic, nano-composite tubing with near zero thermal conductivity. This embodiment 
allows transportation of sub- and super-critical geothermal fluids produced downhole to 
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the surface as a turbine feed, wherein heat is not lost to external environment, that is, system 
enthalpy is mostly retained 

Decades of HPHT completions experience drawn from the oil & gas industry, strategic 
partnerships amongst institutes invested in research of advanced materials will play a pivotal role 
in maturing these disruptive technologies and solving challenges associated with geothermal 
systems. Return of experience and intelligent engineering will finally enable energy transition, 
harnessing and building the greener domain geothermal energy a reality, through know-how from 
the oil and gas sector. 

1. Introduction 
Technologies from the Oil & Gas industry have been extensively used for conventional geothermal 
system wells (300 – 500 oF) over the last several decades. In comparison, the energy producing 
potential of a sub-critical well (400 – 650 oF) is several orders of magnitude greater than any 
conventional geothermal well, making it very attractive as a clean energy source. The increased 
energy producing capability over the lifetime of a sub-critical EGS well makes the economics 
more attractive if this resource can be cost effectively harnessed. Advances in drilling and 
completions technologies have now enabled access to sub-critical EGS reservoirs, however, many 
technical challenges still remain.  The operating conditions of a super-critical EGS reservoir, from 
the combination of higher temperatures (600 – 750 oF), naturally occurring corrosive brines, higher 
fluid flow, and ultra-deep location, presents a very formidable environment, generally beyond the 
capabilities of convention oil and gas technology. To fully access these resources further 
innovations are needed.  

The fluid composition in EGS wells is a combination of sub and supercritical water with dissolved 
salts (complex ions inducing anodic dissolution and environmental cracking of flow wetted 
metallic materials) and sour/sweet gases (for example H2S, CO2), hydrochloric acid (HCl) creating 
a low pH acidic atmosphere. This leads to severe corrosion of conventional low alloy steels and 
pitting and stress corrosion cracking of nickel-based superalloys. Over the lifetime of an EGS well, 
corrosion of completions assets, production equipment, and jewelry can cause operational issues 
detrimental to production efficiency such as; increased friction of fluid flow to the surface; porosity 
allowing colder fluid to penetrate the production tubing and weakening leading to structural failure 
of tubing structures. High flow rate of fluids through corroded tubing deployed downhole will 
contribute to their reduced lifetime. Fluid flow in such compromised assets will additionally cause 
thermal cycling which is known to cause failure from un-constrained thermal expansion. Ultra-
high temperatures associated with EGS will result in yield strength deration of materials of 
construction due to thermal activation and creep. To address these technical challenges in sub- and 
super-critical EGS wells, a thermally stable, dispersoids strengthened corrosion resistance alloy 
with excellent elevated temperature mechanical properties, creep and corrosion resistance has been 
developed.  

The depth of EGS wells is in excess of one mile, not including any horizontal sections, hence 
retaining the fluid enthalpy is important to maximize power extraction. One of the factors affecting 
the upward flow of the high enthalpy is conduction heat loss into the surrounding formation. In 
colder climates as the fluid nears the surface, the effect will be more pronounced. This will impact 
powder production efficiency. Our second technology solution was developed to retain system 
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enthalpy during production, an economic, nano-composite tubing with near-zero thermal 
conductivity. 

Maximizing heat transfer in the EGS will require fracturing the formation.  Zonal isolation is a 
crucial step to perform the fracturing, which will require a packer capable of surviving the harsh 
well conditions. Expandable metallic packers are currently available for geothermal applications, 
however their limited expansion and susceptibility to sealing failure in corroded or ovalized casing 
is a major concern.  Non-Metallic packers overcome these issues; however, they cannot be used 
sub- and super-critical EGS wells due to temperature limitations of elastomeric materials 
commonly used in their construction.  

Our third technology solution, A polymer-energized 750 oF packer with a high strength, thermally 
stable, corrosion resistant, low thermal conductivity, and flexible nano-metallic skin to fracture 
EGS reservoirs is under development. The grain boundary engineered nano-metallic skin prevents 
the underlying layers from exposure to the hostile fluids present in EGS. Embedded low thermal 
conductivity material maintains the temperature of the elastomeric core at temperatures below 300 
oF for short time durations to deploy and hydraulically fracture the rock and stimulate formation, 
even when the external environment is > 750 oF. 

Also developed as part of an overall solution is our patent pending embodiment, design of a nano-
composite tubular gun body with near-zero thermal conductivity of < 0.02 W/m-K, allowing it to 
operate at temperatures up-to 750 oF. Charges, switch, detonator and detonation chord are 
completely isolated from external EGS environments. The tested and proven composite insulation 
maintains the temperature of the gun internals below 300 oF, even when the external environment 
is in excess of 750 oF, for days. This novel un-flasked gun is not covered in this paper and is 
included in a separate article. All in all, here we present, several innovative new product 
developments that bridge one or more current un-met technology gaps, know-hows to make super-
critical EGS wells a reality. 

2. Materials and Methods 
2.1 Microstructural Characterization 

2.1.1 Electron Microscopy 

Substructural examination of bulk grain boundary engineered (GBE) nano-material samples was 
conducted using a Philips CM20 TEM operating at 200 kV. Microstructural characterization and 
novel nano-feature imaging were also conducted in a FEI Tecnai TF-20 FEG/TEM operated at 200 
kV in bright-field (BF) TEM mode and High Angle Annular Dark Field (HAADF)-STEM mode. 
X-ray spectra were acquired on an EDAX system using spot mode and with a nominal STEM 
probe diameter of about 3 nm.  

For TEM samples gauge sections of deformed specimens were cut and mechanically polished 
down to a mirror finish by final lapping with alumina slurry of 0.1 microns. Once a thickness of 
less than 70 microns was obtained, approximately 2 mm size discs were punched and affixed to a 
copper ring using M-Bond epoxy phenolic resin. The gauge sections were then dimpled, and ion 
milled under liquid nitrogen temperature till the thinned area was electron transparent.  Some 
TEM-ready samples were additionally prepared using the in-situ FIB lift out technique on a FEI 
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Strata 400 Dual Beam FIB/SEM. The sample was capped with FIB e-beam deposited Pt followed 
by I-beam deposited Pt over the targeted area prior to FIB milling.  

Z-Contrast STEM, a form of Rutherford Scattering in which electrons are scattered to very large 
angles and are collected with a special detector, a special form of mass thickness contrast was 
performed in a Scanning-TEM. The image contrast is due to differences in the average atomic 
mass, with heavier atomic masses appearing brighter than lighter average atomic masses. There is 
typically very little diffraction contrast in these images. These images are sometimes referred to 
as High Angle Annular Dark Field images (HAADF). The resulting images displayed can be 
interpreted as a qualitative chemical map. 

2.2 Hardware used for Verification & Validation (V&V) 

Table 1: Test Equipment 

Item Name Description 
Pressure Vessel  AUTOCLAVE CRA: 16 ksi Maximum Working Pressure (MWP) 
Temperature Controller -100 to 2300 °F 
Ceramic Heater Band Max temperature 900 °F 
Pressure Gauge 15K, 0.05 Accuracy FS%; Data Logging 
Pump Max Pressure: 50,000 psi (Hydrostatic – Liquid) 
Air Compressor 500 psi 

 

Table 2: Parts Tested 

P/N Rev Description 
E1000336A01 AA Element, Assembly, 4.5 inch, 24.6 PPF Casing Assembly 
E1000332P01 AA Element, Centre, 4.5inch, 24.6 PPF Casing Part 
E1000333P01 AA Element, End, 4.5inch, 24.6 PPF Casing Part 
E1000334P01 AA Anti-extrusion Ring, Inner, Element, 4.5inch, 24.6 PPF 

 
Part 

E1000335P01 AA Anti-extrusion Ring, Outer, Element, 4.5inch, 24.6 PPF 
 

Part 
E1000337P01 AA Geothermal Element Test Casing 4.5inch 26.4PPF Part 
E1000338P01 AA Geothermal Element Test Casing Cap 4.5inch 26.4PPF Part 
E1000339P01 AA Geothermal Element Test Cap Seal Spacer Part 
E1000340P01 AA Geothermal Element Test Fixture Spacer Part 
E1000341P01 AA Lower Gauge Ring Geothermal Element Test Fixture  Part 
E1000342P01 AA Mandrel Geothermal Element Test Fixture  Part 

3. Designing Industry’s First Thermally Stable Corrosion Resistant Alloy for EGS 
Substantial technology gaps remain in bringing HPHT reservoirs rich in acid gases or corrosive 
geothermal / hydrothermal fluids on-stream. The presence of supercritical fluids with or without 
acid gases coupled with high pressure and temperature, poses significant engineering challenges 
to operators and service providers alike (Kim et al. 2003, Kumar et al. 2003, Kus 2006, Lu  et al. 
2004, McFadden et al. 2000, Qiu 2003) due to potential premature mechanical failure (or 
environmental cracking encompassing stress corrosion cracking, sulphide stress cracking, 
hydrogen embrittlement etc.) of downhole tools leading to possible catastrophic loss of well 
control. To harness these reservoirs proper design and selection of apposite metallurgy is necessary 
(Kus et al. 2006, McFadden et al. 2000).  
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NACE (National Association of Corrosion Engineers) guidance document, MR0175, for sour 
services materials selection recommends Ni based corrosion resistant alloys (CRAs’) for use in 
such hostile environments. As such Alloys 718, 625P among others, process controlled by tailored 
solution annealing and ageing to mitigate deleterious phases, for example δ phase 
with acicular morphology or grain boundary decorations are commonly used. 

 
Figure 1: The flow diagram presented above highlights our approach to design a CRA for EGS. With base 

being Ni, Ti and Nb is added to abet 𝜸𝜸′′precipitation. Tailored addition of Cr and Mo improves corrosion 
resistance, thus PREN. In contrast to alloys 718 and 625P whose PREN is 27.7 and 46.4, our designed 
alloy(s) have a PREN between 54 and 65. Selected candidate with good “Hot Workability” (Gleeble test) 
has a PREN of 55.7.  DSA is a registered trademark of Daido Steel. Incoloy, Inconel, MONEL and 
MP35N are also registered trademarks. 

In order to improve pitting resistance (PRE) of a designed Ni-based CRA, Chromium (Cr) and 
Molybdenum (Mo) percentages in the were tailored. Cr and Mo addition also improves the general 
corrosion resistance of the designed CRA (Figure 1). Furthermore, design concepts encompassed 
simultaneously increasing the Cr content to adjust oversaturated Cr present in the austenite phase.  

         

Figure 2 (a-c): Modelling in Thermo-Calc 2020a, TCNI8 and corresponding chemistry of alloy CRA-EGS is 
presented in comparison to alloys 718 and 625P. Lab experiments were performed to correlate theory 
with the properties of the developed material prototypes. Phase behavior study was undertaken to adjust 
alloying elements, ensuring avoidance of deleterious phases and microstructures, making the CRA 
susceptible to environmental cracking. The alloy composition was further tailored to guarantee efficient 
hot workability. 

Alloy 718 Alloy 625P Alloy CRA-EGS 

(a) (b) (c) 
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Table 3: Composition of Alloys 718, 625P and CRA-EGS (mass. %) 

Alloy C Ni Cr Mo Al Ti Nb Fe PREN 
A718 0.01 Bal. 17.8 3 0.5 1 5 19 27.7 
625plus 0.01 61 20 8 0.2 1.2 3 Bal. (5) 46.4 
CRA-EGS PATENTS PENDING 55.7 

 

To simultaneously better its mechanical properties, including thermal stability in comparison to 
Alloys 718, 625P, an approach to enrich the alloy with Titanium (Ti) and Niobium (Nb) for 
formation of optimum volume fraction of gamma double prime (𝛾𝛾′′) precipitates was adopted. 

Extensive modelling in Thermo-Calc 2020a, TCNI8 as presented in Figure 2 and lab experiments 
were performed by our Japanese Partners under Phase -I Nippon Foundation / Deepstar award to 
correlate theory with the properties of the developed material prototypes. A phase behavior study 
was undertaken to adjust alloying elements, ensuring avoidance of deleterious phases and 
microstructures, making the CRA susceptible to environmental cracking. The composition was 
further tailored to guarantee efficient hot workability. Considerations to ensure hot workability 
were (1) maintaining an initial austenite single phase during solidification (the eutectic structure 
adversely affects the hot workability) (2) widening the austenite single phase region to mitigate 
the deleterious effects of BCC Cr whose elasticity is poor (3) strategic addition of other alloys to 
improve corrosion resistance, prevent sigma precipitation, and to maintain oversaturated Cr 
content in the austenite phase, essential to forming a lamella structure. 

A fine recrystallized microstructure was obtained for designed CRA-EGS. This is presented in 
Figure 3 (a). Electrolytic etching with 10% HCl was used to reveal the microstructure. Various 
solution annealing and ageing temperatures were evaluated to assess optimized ageing and 
mechanical properties. The post ageing microstructure is presented in Figure 3 (b). SEM 
photomicrograph (Figure 3 (c)) details the 𝛾𝛾′′ precipitate morphology.   

Tensile strength of ~ 160 ksi with an elongation to failure (%ε) of 40% and Reduction of Area 
(RA) of 50% for the alloy was obtained. Further investigation is underway to determine peak 
ageing conditions and corresponding mechanical properties. 

       
Figure 3 (a): A fine recrystallized microstructure obtained for designed CRA-EGS is presented. Electrolytic 
etching with 10% HCl was used to reveal the microstructure. Various solution annealing and ageing 
temperatures were evaluated to assess optimized ageing and mechanical properties. (b) Post ageing 
microstructure denotes grain growth, coarsening and precipitation hardening (c) SEM photomicrograph 

(a) (b) (c) 
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details the 𝜸𝜸′′ strengthening precipitate morphology. These improves creep resistance and temperature 
derating of mechanical properties of the designed alloy at elevated temperatures. 

4. Discussions 
With the aim to develop high-efficiency geothermal power generation components that contribute 
to a carbon neutral society, thermally stable CRAs with excellent elevated temperature mechanical 
properties, creep and corrosion resistance have been jointly developed with Daido Steel of Japan. 
Also, being developed as part of the solution is a “Nano-Composite Expandable Element Stack 
with Elastomeric Core” to engineer and qualify HPHT packers, rated to 750 oF spanning casing 
sizes from 378 to 958 inches. Plans are in place to qualify these in sub- and super-critical geothermal 
fluids. Also designed is a nano-composite tubular gun body with near-zero thermal conductivity 
allowing the gun to operate at 750 oF, for fracturing ultra-HPHT and hot granite formations. Last 
but not least, early-stage prototypes of an economic nano-composite production tubing with near-
zero thermal conductivity has been developed. Scaling coefficients to manufacture 30-ft tubing 
joints are being established. 

5. Applications, Building Blocks to Harness EGS – tools rated to 750 oF 
5.1 EGS Packer Element Design and Minimal Viable Product - Verification and Validation 

Having corrosion resistant CRA and GBE nano-materials, the question is, how do we engineer a 
solution using advanced materials and intelligent engineering where we can develop an 
elastomeric, leakage free packer for such hostile EGS environments? In pursuit of this thesis, a 
focused approach to selectively design and qualify various subcomponents of a packer, to harness 
EGS, was adapted. 

The design conceived aims at engineering our EGS packer with an insulated polymer energized 
element stack, and GBE nano-materials as a flexible CRA skin hermetically sealing flow wetted 
elements; a thermally stable, creep resistant, high strength precipitate hardened CRA for the 
mandrel and other packer parts. A minimum viable product, the element stack of the packer was 
manufactured and tested. A drawing of the element is presented in Figure 5 (a). V&V of the packer 
elements was conducted by heating the insulated stack at in a simulated casing heated to a 
temperature above 800 oF while monitoring the elastomeric core temperature of the elements.  

 
Figure 4 (a): Model and drawing of an insulated polymer energized central element and GBE nano-materials 
as a flexible CRA skin hermetically sealing flow wetted elements (b) A minimum viable product, element stack 
of the packer was manufactured with the elastomeric core of the packer exposed. V&V of the packer elements 
was conducted by heating the insulated stack at in a simulated casing heated to a temperature above 800 oF 

(a) (b) (c) 
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while monitoring the elastomeric core temperature of the elements. (c) A short duration V&V demonstrated 
the promise of our technology, where elastomeric core is maintained at a temperature of < 500 oF (< 180 oF, in 
case of the experiment), when exposed to an external environment of ~ 800 oF 

The setup with the elastomeric core of the packer exposed is shown in Figure 5 (b). As evident in 
Figure 5 (c), a short duration V&V demonstrated the promise of our technology, where an 
elastomeric core is maintained at a temperature of < 500 oF (< 180 oF, in case of the experiment), 
when exposed to an external environment of ~ 800 oF.  

5.2 Nano-Composite Production Tubing with Near-Zero Thermal Conductivity 

Retaining system enthalpy in EGS needs tubing with near zero thermal conductivity. Super-critical 
fluids produced downhole in EGS tends to lose heat to colder formations resulting in ejection of 
hot water at surface. This needs additional energy to be flashed into dry steam to efficiently run a 
turbine, a production packer rated to production temperatures as high as 750 oF will enable 
effective isolation between tubing and casing. Our project aims to design and field test an economic 
nano-composite tubing with near-zero thermal conductivity for EGS.  

  
Figure 5 (a): Cartoon of EGS production well, production zone at >750 oF. Supercritical fluids produced 
downhole in EGS tends to lose heat to colder formations resulting in ejection of hot water at surface. This needs 
additional energy to be flashed into dry steam to efficiently run a turbine, necessitating the need for an economic 
nano-composite tubing with near-zero thermal conductivity for EGS (b) Performance of nano-composite 
tubing with near zero thermal conductivity over 7 days where a 2-inch diameter short tube was heated with a 
cartridge heater to 800 oF, while OD temperature was monitored to assess the effectiveness of near-zero thermal 
insulation. 

A case of accelerated product development through Nippon Foundation-Deepstar Collaborative 
Technology Development Grant Program with the aim to develop high-efficiency geothermal 
power generation components that contribute to a carbon neutral society, thermally stable CRAs 
with excellent elevated temperature mechanical properties, creep and corrosion resistance are 
being developed. Preliminary research focusing on developing early-stage prototypes (ESP) of an 
economic nano-composite tubing with near zero thermal conductivity has been successful (Figure 
8). Experimental prototypes (EXP) and scaling coefficients to manufacture 30-ft tubing joints with 
extruded tubing from developed CRA is now envisioned. Discussions are underway with major 
service providers to deploy technologies and with leading universities to partner and deliver this 
game changing key-enabler for EGS. 

As an objective and outcome of this R&D, we envision to engineer and qualify corrosion resistant 
nano-composite tubing with near-zero thermal conductivity, rated to 10,000 psi, 750 oF spanning 
casing sizes from 378 to 958 inches designed for supercritical Geothermal fluids for long term usage. 

(a) (b) 
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Gen-I tubing qualification, will encompass testing a scaled ESP, 4 inches diameter, 3 ft long tubing 
with supercritical steam at 750 oF at 5000 psi in ID. ID and OD temperatures will be constantly 
monitored and logged for a minimum of 7 days. With product maturity and qualification, we plan 
to manufacture and test an Early-Stage Prototype (ESP), 2 pieces of 3 feet tubing, a total of 6 feet, 
coupled by a crossover (Insulating PUP joint) with premium sealing threads to simulated field 
conditions of 750 oF and 10 k-psi differentials.  

6. Concluding Remarks and Novelty 
Decades of HPHT completions experience drawn from the oil & gas industry, strategic 
partnerships amongst the advanced materials world and our ability to design intelligent products 
that continuously learn, remotely monitor and trigger responses to external stimuli will play a 
pivotal role in maturing these disruptive technologies and solving challenges associated with 
geothermal systems. Return of experience and intelligent engineering will finally enable energy 
transition, and harnessing greener geothermal energy will become a reality, through know-how 
from the oil and gas sector. We envision much progress by the time we present our progress at the 
symposium. We look forward to discussing lessons learned and make valuable additions to these 
subject matters.  
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ABSTRACT  

Many countries around the world have set a “net zero” in order to reduce the emission of CO2 in 
the atmosphere and promote renewable energy. In that respect, geothermal plays an important role 
as it is the only source of renewable energy that is not affected by any meteorological conditions 
(i.e. wind or cloudy sky). However, the extraction of energy from the geothermal reservoir has its 
own challenges amongst which zonal isolation is one of them. Therefore, it is important to have 
non-metallic materials which have the capacity to work in high temperature environments for long 
periods of time to provide a good zonal isolation downhole. In that respect, new thermoplastic 
materials have been developed that have the capacity to resist extreme subsurface environments. 
In this paper, we present a series of experimental approaches to evaluate the temperature resistance 
of selected materials that are commonly used for oil and gas isolation tools and the results of high 
temperature testing conducted on these materials. Samples were exposed for up to 3 weeks at 
temperature levels exceeding 250°C and tested repeatedly in order to monitor changes in 
mechanical properties. Additionally, we also measure sample thermal conductivity before and after 
exposure to temperature. Furthermore, we will discuss which sample is more suitable for a 
geothermal environment. 

1. Introduction  
The usage of elastomers and thermoplastics in the energy sector has increased over the past years. 
In geothermal energy, where conditions such as temperature and pressure are critical, these 
elements can play a vital role. Thermoplastics are plastics with the ability to become moldable 
under high temperatures, and hard once it is cooled; most of them with high molecular weights 
and lower melting points. Thermoplastics have been used for different applications in the energy 
sector, in which sealing against the casing or open hole is one of the primary uses, due to their 
mechanical properties and low variability with environmental exposure. Thermoplastics have also 
become a matter of study when it comes to the potential replacement of steel pipes, with 
thermoplastic composite pipes technologies, due to their lighter weight, corrosion resistant 
properties and other advantages (Nardi et al., 2023 as cited from Shi C. et al., 2021). 
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Thermoplastics can also be found in geothermal cooling and heating systems, such as HDPE 
(High-Density Poliethylene), which has been approved for geothermal ground loops (Price, 2022).  
On the other hand, elastomers are rubbery materials with the capability of recovering their original 
shape after stretching, unlike thermoplastic materials. The usage of elastomers, when it comes to 
the energy sector, extends to different applications such as seals, packing elements, pads, and other 
components (Dolog et al., 2017). The most used and common matrixes used for rubber compounds 
are Nitrile elastomers, fluoroelastomers and EPDM (ethylene propylene diene monomer) (Dolog 
et al., 2017 as cited from Campion 2005). Independently of being the sealing material per 
excellence, elastomers have their own limitations such as degradation at higher temperatures or 
corrosive fluid exposure, which leads to different risks and limitations of certain activities (Yu et 
al., 2017). Hence it is important to provide material capable of resisting these extreme conditions, 
especially in the geothermal environment.  
 
In this paper, research in both thermoplastics and elastomers was performed. The thermoplastics 
used were ring-shaped whereas the elastomers tested were square-shaped. This high-temperature 
test performed allowed us to determine the thermoplastic material degradation during high-
temperature exposure, which is a concern that had to be addressed as the molding process utilizes 
similar temperatures as expected in some geothermal applications. In addition to this, the hardness 
and dimensions of the materials were measured after exposure to high temperatures for both the 
thermoplastic rings and the elastomer squares. The intention was to determine a change in the 
behavior of these properties, especially since they are used for sealing purposes. Hardness is an 
important factor to consider in the selection of a material for sealing components. Seals and their 
performance are influenced by the surrounding environment with factors such as pressure and 
fluids. Thus, understanding how much a seal will deform and alter its shape due to certain 
conditions is crucial to prevent it from failing. The appropriate hardness level varies for each 
application to achieve effective sealing. When it comes to elastomers or rubber materials, they 
should be soft to fill the gaps between surfaces but also tough enough to withstand all the loading 
forces and prevent extrusion. In low-pressure scenarios, the recommendation is to use soft 
materials, this would help in preventing small leaks as well as to allow faster deformation of the 
seals. In the other hand, for high-pressure scenarios harder materials become necessary in order to 
reduce the reliance on backup rings (Applerubber, 2020).  
 
The thermal properties, such as thermal conductivity, diffusivity and heat capacity, were also 
tested specifically in the elastomers and compared before and after the exposure to the temperature 
cycle. The hardness tests performed in the elastomers might help to determine the sealing 
capability of the materials since hardening can lead to a decrease in friction as well as sealing 
ability (Gannon, 2021). Whereas thermal properties are important engineering properties that help 
in their selection for specific applications within the industry. In that respect thermal conductivity, 
diffusivity, and heat capacity play a critical role in the calculation of the heat flow through the 
elastomer and also assist in the structural property determination (Goyanes et al., 2008, Xie et al., 
2016). Thermal conductivity occurs when the molecules in the material get excited due to the 
supply energy (heat) and transfer the energy through the collision of free electrons across the 
material and is usually represented by W/mK (Abid et., 2023). While heat capacity is defined as 
the amount of heat absorbed by the material to raise its temperature by one degree. The specific 
heat capacity value is obtained by dividing the heat capacity by the mass of the substance. Whereas 
thermal diffusivity is obtained by the division of the thermal conductivity of the material with the 
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product of specific heat capacity and its density at constant pressure. If the material has a high 
thermal diffusivity, it means that it has the ability to conduct/transfer heat faster (Zhang, 2016). 
Thus, for the use of elastomers in a geothermal environment, materials with low thermal 
conductivity and thermal diffusivity can be beneficial in multiple applications.  
 
The test of both the thermoplastic rings and elastomer squares was done in cycles, which refers to 
a high-temperature exposure of the materials for two weeks in a closed oven. For the thermoplastic 
rings, seven different cycles were performed, whereas the elastomer squares were tested in two 
cycles. The measurement of dimensions and hardness was performed after each cycle was 
completed. Moreover, the rings and squares used, along with the equipment used to perform this 
research will be described in the next section.  

2. Materials and Method 
2.1 Method 

At first, the initial measurement for the thermoplastic rings and elastomer squares was made at 
room temperature. After which the tests on the rings and squares were performed individually, the 
thermoplastics were tested first for seven high-temperature cycles.  
The elastomer squares followed a similar testing process but in this case for two high-temperature 
cycles only. In the high-temperature testing, the material is placed in the oven for a time period of 
two weeks; after this exposure the material is cooled down and both dimensions and hardness were 
measured.  Subsequently, the material is placed again in the oven to repeat the cycle. This was 
performed until all their respective cycles were completed. Thermal properties were measured on 
the elastomer squares in which one sample exposed to the temperature cycle and another sample 
of the same material not exposed to high temperature were used.  
 
2.2 Materials Used 

2.2.1 Thermoplastic Rings 

The thermoplastic rings (Figure 1) that were used in this study with their respective material are 
listed as follows:  

• D1867, which corresponds to PTFE (Polytetrafluoroethylene) + CF (Carbon Fiber) 
• D1868, which corresponds to PTFE + CF (from a different batch) 
• D1869, which corresponds to PTFE + CF (same material, different size) 
• D1870, which corresponds to PTFE + PEEK (Polyetheretherketone) 
• D1872, which corresponds to PTFE + BR (Bronze) 

 

 

Figure 1: Thermoplastic rings used in this study 
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2.2.2 Elastomer Squares 

Four different types of elastomers were used in this research, which are as follows:  
• 1799/03 
• 1787/03 
• 1782/03 
• 1788TH 

 

 

Figure 2: Elastomer squares used in this study 

The chemistry of these elastomers cannot be disclosed this time due to its confidentiality. 
 
2.3 Equipment Used to Measure Properties 

The measurements made in this research consisted of hardness, dimension, and thermal properties 
(square only). The equipment used for this study is as follows. 
 
2.3.1 Vernier Caliper 

The purpose of measuring the dimensions of the rings and square was that the evaluation of 
dimensional changes with exposure to high temperature cycles can be made. A standard Vernier 
caliper (Figure 3) was used for measuring OD, ID, and wall thickness (WT) of the materials.  
 

 

Figure 3: Vernier caliper used for measuring dimensions 

 
2.3.2 Durometer 

The purpose of measuring hardness is to observe the difference in this property within the material 
after the materials have been exposed to high temperatures. For that reason, the hardness values of 
the materials were noted before and after the exposure to high-temperature conditions. A 
durometer (Shore D, which is commonly preferred for harder materials such as thermoplastics) 
was used to determine the hardness of both thermoplastic rings and elastomer squares as shown in 
Figure 4: 
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Figure 4: Durometer used to measure hardness 

 
2.3.3 Keithley 2400 meter with TPS 3 

Thermal properties testing was performed on the elastomer squares materials with the help of 
Keithley 2400 meter with TPS-3 (Figure 5). The equipment has the capability to measure thermal 
conductivity, heat capacity, diffusivity, and effusivity.  
 

 

Figure 5: Keithley 2400 meter with TPS 3 for thermal conductivity measurement 

3. Tests 

3.1 Room Temperature 

The procedure of the room temperature test consists of measuring both properties, dimensions and 
hardness, of the thermoplastic rings as well as for the elastomer squares and recording the data. 
For the thermoplastic rings the OD, ID, and WT (wall thickness) were measured, whereas for the 
square elastomers, the measurement was done on two of their sides. The results for both the 
thermoplastic rings and elastomer squares are shown in Table 1 and 2 respectively.  
To measure the hardness the material must be punctured with the help of a durometer to get its 
hardness value. This puncturing process is performed three times on each different material to 
corroborate the consistency within it. Before the start of the test, the screen of the durometer must 
show the value of zero to confirm the device is calibrated (if not, the “zero” button must be pushed 
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to recalibrate the device). Initial hardness values of thermoplastic rings and elastomer squares are 
given in Tables 3 and 4 respectively. 
 

Table 1: Dimensional values of thermoplastic rings measured at room temperature 

Material 
No. Nominal  Measured 

 OD 
(mm) 

ID 
(mm) WT (mm) OD (mm) ID 

(mm) 
WT 

(mm) 

D1867 (1) 60 30 5 59.95 31.02 4.98 

D1867 (2) 60 30 5 59.98 31.03 4.97 

D1868 (1) 75 55 10 74.96 55.01 10 

D1868 (2) 75 55 10 74.97 55.02 10 

D1869 (1) 110 90 10 109.95 89.99 10 

D1869 (2) 110 90 10 109.96 89.98 10.01 

D1870 (1) 75 55 10 74.96 54.99 10.02 

D1870 (2) 75 55 10 74.97 55.01 10.01 

D1872 (1) 50 30 5 49.95 31.04 5.01 

D1872 (2) 50 30 5 49.97 31.01 5.03 

 
 

Table 2: Dimensional values of elastomer squares measured at room temperature 

Square number Dimensions before exposure 
(room temperature) (mm) WT (mm) 

1799/03 49.65 x 49.49 6.3 

1787/03 49.29 x 49.30 6.47 

1782/03 49.29 x 49.44 6.4 

1788TH 49.83 x 49.84 6.31 
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Table 3: Hardness values for thermoplastic rings measured at room temperature 

 Hardness Values   

Material 
 

 Average Standard 
Deviation 

D1867 (ring 1) 

 
52 – 44 – 49 50 4.04 

D1867 (ring 2) 

 
51.5 – 40.5 – 41.5 44.5 6.08 

D1868 (1) 
 

54 – 53 – 56.5 54.5 1.80 

D1868 (2) 46.5 – 49 – 43 46.16 3.01 

D1869 (1) 54 – 58.5 – 49.5 54 4.50 

D1869 (2) 
 

50 – 54 – 49.5 51.16 2.47 

D1870 (1) 63.5 – 56.5 – 59.5 59.83 3.51 

D1870 (2) 59 – 57.5 – 59.5 58.66 1.04 

D1872 (1) 
 

53 – 52.5 – 61.5 55.66 5.06 

D1872 (2) 
 

62 – 58 – 53.5 57.83 4.25 

 
 

Table 4: Hardness values for elastomer squares measured at room temperature 

Square number Hardness measured (before oven) Average Standard Deviation 

1799/03 40 – 41 – 42 41 1 

1787/03 42.5 – 40.5 – 40 41 1.32 

1782/03 42.5 – 43 – 42.5 42.66 .29 

1788TH 49 – 50 – 51 50 1 

 
After measuring the two properties for both the thermoplastic rings and the elastomer squares at 
room temperature conditions, the materials were exposed to high temperature cycles. The 
thermoplastic rings were exposed to seven cycles, whereas the elastomer squares were exposed to 
two cycles.  

506



Toledo Velazco et al. 

 
3.2 Test – High Temperature 

The high-temperature test consists in placing one ring or square from each representative material 
in the oven heated at high temperatures (475ºF – 650 ºF) in what is called a cycle. Each cycle of 
the test consists of exposing the material to high-temperature conditions for two weeks. After each 
cycle, the dimension and hardness of the materials were measured and compared with the initial 
data. For the thermoplastic rings, seven cycles were conducted, whereas two cycles were 
conducted for the elastomer squares. Moreover, for better visualization of the temperature effects 
on the materials, microscopical pictures were captured before and after the exposure to the high-
temperature tests. The results of different test cycles on the thermoplastic rings and the elastomer 
squares are presented in the following section. 

4. Results 

4.1 Thermoplastic Rings Results 

As mentioned above, the thermoplastic rings were exposed to seven high-temperature cycles. The 
temperatures induced in these seven cycles were the following: 

• First cycle: 475 ºF 
• Second cycle: 475 ºF 
• Third cycle: 575 ºF 
• Fourth cycle: 575 ºF 
• Fifth cycle: 650 ºF 
• Sixth cycle: 475 ºF 
• Seventh cycle: 475 ºF 

 
Besides the measurement of the dimensions and hardness, microscopical pictures were taken after 
each cycle to show the changes in the material. For this paper, the results shown for the 
thermoplastic rings will correspond to the first, fifth (highest temperature used), and seventh cycle. 
 
 
4.1.1 First Cycle for Thermoplastic Rings 

The first cycle was performed at 475 ºF. The rings stayed in the oven for two weeks and then taken 
out. The results after the heating cycle and a comparison with the room temperature values are 
shown in the following tables: 
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Table 5: Dimensional values of the thermoplastic rings after first cycle – comparison with room temperature 
values 

Material after 
heated up / 475ºF 

Dimensions measured at room 
temperature 

Dimensions after exposure to 475 
ºF for two weeks 

 OD (mm) ID (mm) WT 
(mm) OD (mm) ID (mm) WT (mm) 

D1867 59.95 31.02 4.98 59.99 31 5.01 

D1868 74.96 55.01 10 74.97 55.01 10 

D1869 109.95 89.99 10 109.96 90.01 10.02 

D1870 74.96 54.99 10.02 74.98 55.03 10 

D1872 49.95 31.04 5.01 50.02 31.02 5.01 

 
Table 6: Hardness values of the thermoplastic rings after first cycle – comparison with room temperature 

values 

 
Some changes were noticed after exposure to high temperatures for two weeks at 475 ºF, especially 
an increase in hardness. Microscopical pictures were taken, as shown in Figure 6. The purpose of 
these pictures is to have a visual comprehension of the color and texture of the samples before and 
after the exposure to high temperature cycles. 

 

Hardness 
values at 

room 
temperature 

 

 Hardness 
values after 
first cycle 

 

 

Material 
after heated 
up / 475ºF 

 Average Standard 
Deviation  Average Standard 

Deviation 

D1867 52 – 44 – 49 50 4.04 62.5 – 58 – 
60 60.16 2.25 

D1868 54 – 53 – 56.5 54.5 1.80 62 – 62 – 64 62.66 1.15 

D1869 54 – 58.5 – 
49.5 54 4.50 64 – 65 – 64 64.33 0.58 

D1870 63.5 – 56.5 – 
59.5 59.83 3.51 63 – 65 – 64 64 1 

D1872 53 – 52.5 – 
61.5 55.66 5.06 64.5 – 63.5 

– 63.5 63.83 0.58 
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Material 
No. Pictures taken before exposure to the first cycle Pictures taken after exposure to first cycle 

D1867 

  

 D1868 

  

 D1869 

  

D1870 

 

  

D1872 

 

  

Figure 6: Microscopical pictures of the thermoplastic rings and comparison before and after first cycle 
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4.1.2 Fifth Cycle for Thermoplastic Rings 

After conducting three more cycles, the fifth cycle was performed at 650 ºF, the highest 
temperature used in this research. Some dimensional changes were observed in the other cycles, 
but the comparison shown in Tables 7 and 8, for both the dimensions and hardness, as well as the 
standard deviation, was done between the fifth cycle and the room temperature values. 
Microscopical pictures were also taken and are shown in the following Figure 7. 
 
Table 7: Dimensional values of the thermoplastic rings after fifth cycle – comparison with room temperature 

values 

Material 
after heated 

up (fifth 
time) / 650ºF 

Dimensions measured at room 
temperature 

Dimensions after exposure to 650 
ºF for two weeks 

 OD 
(mm) ID (mm) WT (mm) OD (mm) ID (mm) WT (mm) 

D1867 59.95 31.02 4.98 59.82 30.9 5.02 

D1868 74.96 55.01 10 73.25 53.59 10.17 

D1869 109.95 89.99 10 109.84 89.77 10.03 

D1870 74.96 54.99 10.02 72.01 53.3 9.75 

D1872 49.95 31.04 5.01 50.85 31.71 5.2 

 
Table 8: Hardness values of the thermoplastic rings after fifth cycle – comparison with room temperature 
values 

 
Hardness values 

at room 
temperature 

 
 Hardness values 

after fifth cycle  
 

Material after 
heated up (fifth 

time) / 650ºF 
 Average SD  Average SD 

D1867 52 – 44 – 49 50 4.04 64.5– 64.5 – 64.5 64.5 0 

D1868 54 – 53 – 56.5 54.5 1.80 61 – 62.5 – 60.5 61.33 1.04 

D1869 54 – 58.5 – 49.5 54 4.50 64.5 – 64.5 – 60 63 2.60 

D1870 63.5 – 56.5 – 59.5 59.83 3.51 59 – 58 – 57 58 1 

D1872 53 – 52.5 – 61.5 55.66 5.06 65.5 – 64 – 64.5 64.66 0.76 
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Similar to the values obtained after the first cycle, the hardness increased after this cycle, with the 
exception of D1870 which had the opposite effect. This is relevant since, from the microscopical 
picture, it can be seen a change in the color of the material. 
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Material 
No. Pictures taken before exposure to the first cycle Pictures taken after exposure to fifth cycle 

D1867 

  

 D1868 

  

 D1869 

  

D1870 

 

  

D1872 

 

  

Figure 7: Microscopical pictures of the thermoplastic rings and comparison before and after fifth cycle 

 

512



Toledo Velazco et al. 

4.1.3 Seventh Cycle for Thermoplastic Rings 

The exposure of the materials in this cycle was at 475 ºF, the values hardness and dimensions 
obtained after the completion of the seventh cycle are shown in the following tables 9 and 10. The 
changes in color and texture of the exposed materials is also shown in the Figure 8. The * mark in 
both tables 9 and 10 represents the finding of two different values on that ring due to a point on 
the material with different wall thickness, with value of 10.32 mm and different hardness, with an 
average value of 56.667. 
 

Table 9: Dimensional values of the thermoplastic rings after seventh cycle – comparison with room 
temperature values 

Material after heated 
up (seventh time) / 

475ºF 

Dimensions measured at 
room temperature 

Dimensions after exposure to 
475 ºF for two weeks 

 OD 
(mm) 

ID 
(mm) 

WT 
(mm) OD ID WT (mm) 

D1867 59.95 31.02 4.98 59.66 30.8 4.99 

D1868 74.96 55.01 10 72.85 53.5 10.14 

D1869 109.95 89.99 10 108.31 88.35 9.94* 

D1870 74.96 54.99 10.02 71.71 52.85 9.66 

D1872 49.95 31.04 5.01 50.77 32.1 5.18 

 
Table 10: Hardness values of the thermoplastic rings after seventh– comparison with room temperature 

values 

 

 
Hardness values 

at room 
temperature 

 
 Hardness values 

after seventh 
cycle 

 
 

Material after 
heated up (fifth 

time) / 650ºF 
 Average SD  Average SD 

D1867 52 – 44 – 49 50 4.04 64.5– 64 – 65 64.5 0.5 

D1868 54 – 53 – 56.5 54.5 1.80 58 – 61 – 60 59.66 1.53 

D1869 54 – 58.5 – 49.5 54 4.50 65.5 – 64.5 – 65 65* 0.5 

D1870 63.5 – 56.5 – 59.5 59.83 3.51 61 – 58 – 60.5 59.83 1.61 

D1872 53 – 52.5 – 61.5 55.66 5.06 65.5 – 67 – 67 66.5 0.87 
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Material 
No. Pictures taken before exposure to the first cycle Pictures taken after exposure to seventh cycle 

D1867 

  

 D1868 

  

 D1869 

  

D1870 

 

  

D1872 

 

  

Figure 8: Microscopical pictures of the thermoplastic rings and comparison before and after seventh cycle 
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4.2 Elastomer Squares Results 

4.2.1 High-Temperature Cycling Results 

For the elastomer squares two cycles were applied, both were at 475 ºF. The dimensional values 
and the hardness values of the elastomer squares are shown in the table 11 and 12 respectively.  
 

Table 11: Dimensional values of the elastomer squares after the two cycles – comparison with room 
temperature values 

Square number 

Dimensions 
before exposure 

(room 
temperature) 

(mm) 

WT (mm) 
Dimensions 

after two cycles 
at 475 ºF (mm) 

WT (mm) 

1799/03 49.65 x 49.49 6.3 49.02 x 48.81 6.02 
1787/03 49.29 x 49.30 6.47 48.41 x 48.37 6.24 
1782/03 49.29 x 49.44 6.4 Material was broken 
1788TH 49.83 x 49.84 6.31 49.45 x 49.55 5.96 

 
Table 12: Hardness values of the elastomer squares after the two cycles – comparison with room temperature 

values 

Square 
number 

Hardness 
measured 

(before 
oven) 

Average 

Standard 
Deviation Hardness 

measured 
after 

oven (475 
ºF) 

Average 

Hardness 
measured 

after 
second 
time in 

oven (475 
ºF) 

Average 

Standard 
Deviation 

1799/03 40 – 41 – 
42 41 1 47.5 – 49 

– 52 49.5 50.5 – 50 
– 51 50.5 .50 

1787/03 42.5 – 
40.5 – 40 41 1.32 56 – 57.5 

– 55.5 56.33 57 – 57.5 
– 55 56.5 1.32 

1782/03 42.5 – 43 
– 42.5 42.66 .29 54.5 – 53 

– 56 54.5 Material broken – 

1788TH 49 – 50 – 
51 50 1 59.5 – 60 

– 59.5 59.66 
62.5 – 
62.5 – 
62.5 

62.5 0 

 
It can be noticed that the dimensions got reduced after exposure to high temperatures. It can also 
be noticed that the material 1788TH has the highest value of hardness as compared to any other 
material, this was observed in both the room temperature and high temperature conditions after the 
exposure to two temperature cycles. Whereas the material 1782/03 got broken after the exposure 
of two cycles. Figure 9 shows change in the elastomer squares after the exposure to 475 ºF and 
some cracks can be observed that might have been induced by the high temperature.  
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Figure 9: Microscopical pictures taken to the elastomer squares after exposure to high-temperatures in two 
cycles 

 

4.2.2 Thermal Properties Testing 

Thermal properties experiment was conducted only on the elastomer squares as it was not possible 
to place the sensor between the thermoplastic rings. In the first set of tests the reading was taken 
on materials that were not exposed to high temperature conditions. Whereas for the second set of 
tests, one sample was taken after the second cycle exposure and the other sample was from the 

Material 
No. Pictures taken before exposure to the first cycle Pictures taken after exposure to second cycle 

1799/03 

  

1787/03 

  

1782/03 

 

No microscopic picture taken (material broken) 

1788TH 
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same material that was not exposed to the thermal loading. The results are shown in Table 13, 14 
and Figure 10. 

 
Table 13: Thermal properties of elastomer square materials that were not exposed to high temperature 

condition 

Material No. 
Thermal 

conductivity 
(W/mK) 

Diffusivity 
(mm2/s) 

Heat Capacity 
(MJ/m3K) 

Effusivity 

(W√s/(m²K)) 

1799/03 0.380 0.271 1.403 730.092 

1787/03 0.333 0.183 1.189 777.650 

1782/03 0.366 0.221 1.815 803.49 

1788TH 0.263 0.124 2.126 747.09 

 
Table 14: Thermal properties of elastomer squares materials in which one material was taken after second 

cycle test and the other one was not exposed to high temperature condition 

Material No. 
Thermal 

conductivity 
(W/mK) 

Diffusivity 
(mm2/s) 

Heat Capacity 
(MJ/m3K) 

Effusivity 

(W√s/(m²K)) 

1799/03 0.346 0.225 1.535 728.787 

1787/03 0.318 0.170 1.880 773.315 

1782/03 The material broke down after the second cycle exposure 

1788TH 0.279 0.146 1.912 729.601 

 
The result of the thermal properties seen in Table 14 is from two specimens from the representative 
sample. As shown in Figure 5 we need two samples so that the sensor can be placed in between 
them, and reading can be taken. Therefore, one specimen of the specific sample was taken from 
the second cycle test and the other sample of the same specimen was taken from the one that was 
not exposed to cyclic loading.  
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Figure 10: Comparison of thermal properties of initial and second cycle of elastomer squares 

 

5. Discussions and Findings 
5.1 Thermoplastic Rings 

Changes in the thermoplastic rings were observed after exposure to seven high temperatures 
cycles.  
The hardness of the material increased during the high-temperature cycles for all the different 
materials, the material that had the lower increment was D1872. From the tables it can be seen that 
D1868 had also a small increment in hardness but it can also be seen that it increased and then 
decreased, the same thing happened to D1870, in which both materials had an increment in 
hardness values and then suddenly dropping to the values obtained at room temperature.  D1870 
also had a change in its color. The material went from brown to white.  
Regarding the dimensions in the rings, some shrinkage was found in most of the materials, this 
was observed as a few millimeters difference after multiple exposures to high temperatures, 
including the wall thickness. The only material that showed different behavior was the D1872, 
which instead of shrinking, expanded a few millimeters. In addition to this, some of the rings lost 
their shapes and shifted from circle to oval; material D1869 was the ring that showed the biggest 
prominent change in shape.  
An interesting observation is that the material retained its general shape after high temperature 
exposure, close to their molding temperature. 
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A change in color was observed in all samples (Thermoplastic and elastomer samples), however 
some have shown stronger color changes than others. D1870 have shown the strongest color 
change of all tested samples. The change in color could be related to thermal aging as described in 
some research done by Boubakri, 2010. Further analysis was realized in the following cycles. 
Regarding the dimensions of the thermoplastic rings, shrinking can be noticed in comparison with 
the room temperature values.  
 
5.2 Elastomer Squares 

Similar to the thermoplastic rings, the dimension of the materials was changed due to shrinking 
after high-temperature cycles, including the wall thickness which was also reduced.  
In terms of hardness, the values increased after exposure to high temperatures. In addition to this, 
one of the tested materials suffered significant damage after the first exposure to 470°F and lost 
its mechanical integrity after the second cycle at high temperature. 
 
5.2.1 Anomaly in Material 1782/03 

The material 1782/03 suffered some damage and cracking after the first exposure to high 
temperatures. After the second cycle, the material broke completely as shown in Figures 11 and 
12 respectively.  
 

 

Figure 11: Damage observed in the 1782/03 material after exposure to high temperatures. 
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Figure 12: Material 1782/03 broken after two high temperature cycles 

 
5.3 Thermal Properties 

The trends of the thermal properties of the elastomer squares were not uniform. Material 1799/03 
and 1787/03 had a reduction in thermal conductivity, diffusivity, and effusivity with an increase 
in heat capacity. Whereas for the material 1788TH the results showed an opposite trend where the 
thermal conductivity, diffusivity increased and heat capacity and effusivity decreased after the 
exposure to the high temperature cycle. This change in trend is important to mention since lower 
conductivity and diffusivity mean that the elastomer is not highly affected by the high-temperature 
conditions, hence it is more difficult for the material to lose its structural integrity. This can also 
be confirmed with the microscopical pictures taken of the materials, 1788TH was the material with 
less damage after the high-temperature exposures, whereas the other materials suffered cracks and 
even one material had a total loss of mechanical integrity. 

6. Conclusions 
After performing high-temperature tests on both the thermoplastic rings and the elastomer squares 
the following conclusions were observed.  

• The change in terms of dimensions was noticed especially in the rings due to their shape. 
Thermoplastics changed not just in OD, ID, and WT but also in shape, from circle to oval.  

• The material D1872 which is the one with bronze had a different behavior in comparison 
with the other materials since instead of shrinking, it expanded. Whereas a change of color 
was observed for D1870  

• In addition to dimensional changes, hardness values also changed for all the thermoplastic 
rings. All the rings increased in hardness except for the material D1870 and D1869 which 
increased in hardness after the first high-temperature cycles but decreased back to the 
values measured at room temperature.  
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• All thermoplastic rings presented in this paper were exposed to high-temperature 
conditions for seven cycles, and none of them suffered from melting during that period of 
time which means that they can withstand high-temperature environments such as seen in 
geothermal applications. 

• For the elastomer squares, dimensional and hardness values changed. 
• Three out of the four elastomers suffered from shrinking whereas their hardness value 

increased. Hardening often occurs in elastomers found in seals, due to cross-linking 
(Gannon, 2021), hence the behavior was expected in these elastomers, with 1799/03 
showing the least hardness increase. In addition to this, the material 1782/03 suffered 
damage and eventually cracked after high-temperature exposure. All the other materials 
managed to handle two high-temperatures exposure.  

• For the elastomer squares, the material that best handled high-temperatures exposure in 
accordance with the values obtained in the properties, as well as the material texture itself 
was the 1788TH. Moreover, this sample also showed the lowest thermal conductivity and 
thermal diffusivity as compared to other samples even after the exposure to high 
temperature cycle.  

The results of the tests were used to select materials to be used in annular barrier products being 
developed for geothermal applications. 
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ABSTRACT   

Although enhancing permeability is vital for successful development of an Enhanced Geothermal 
System (EGS) reservoir, high-permeability pathways between injection and production wells can 
lead to short-circuiting of the flow, resulting in inefficient heat exchange with the reservoir rock. 
For this reason, the permeability of such excessively permeable paths needs to be reduced. 
Controlling the reservoir permeability away from wells, however, is challenging, because the 
injected materials need to form solid plugs only after they reach the target locations. To control 
the timing of the flow-diverter formation, we are developing a technology to deliver one or more 
components of the diverter-forming chemicals in microparticles (capsules) with a thin polymer 
shell. The material properties of the shell are designed so that it can withstand moderately high 
temperatures (up to ~200˚C) of the injected fluid for a short period of time (up to ~30 minutes), 
but thermally degrades and releases the reactants at higher reservoir temperatures. A microfluidic 
system has been developed that can continuously produce reactant-encapsulating particles. The 
diameter of the produced particles is in the range of ~250-650 μm, which can be controlled by 
using capillary tubes with different diameters and by adjusting the flow rates of the encapsulated 
fluid and the UV-curable epoxy resin for the shell. Preliminary experiments have demonstrated 
that (1) microcapsules containing chemical activators for flow-diverter (silicate gel or metal 
silicate) formation can be produced, (2) the durability of the shell can be made to satisfy the 
required conditions, and (3) thermal degradation of the shell allows for release of the reaction 
activators and control of reaction kinetics in silica-based diverters.    

1. Introduction  
EGS involve subsurface reservoirs where there is hot rock (175 to 300+°C) but little to no natural 
permeability and/or a sufficient volume of producible fluid. As identified by the U.S. Department 
of Energy’s (DOE’s) Geothermal Technologies Office’s (GTO) 2019 GeoVision report, the 
development of EGS-enabling technologies could increase geothermal power generation nearly 
26-fold from today, representing 60 gigawatts-electric (GWe) of ‘always-on’, flexible electricity-
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generation capacity by 2050. This would comprise 3.7% of the total U.S. installed capacity and 
8.5% of all U.S. electricity generation in 2050 (US DOE, 2019).  
During EGS development, subsurface permeability is enhanced via stimulation processes that re-
open pre-existing fractures, create new ones, or achieve a combination of both. These newly 
created, highly conductive conduits allow fluid to circulate throughout the stimulated rock volume. 
However, even when a well-distributed flow network is created successfully, because of the 
heterogeneity of the fracture properties such as geometry, aperture, connectivity, and their time-
dependent evolution, some fractures will take more flow than others. This potentially leads to heat 
extraction from only a small portion of the reservoir, resulting in rapid thermal decline of the heat 
extraction fluid (Doe and McLaren, 2016). Thus, the ability to control the fluid flow within a 
created reservoir and optimize the subsurface heat exchange performance in stimulated fractures, 
is critical for developing sustainable and economical EGS. Currently, standard approaches for 
altering reservoir fluid flow target the near-wellbore environment, including a variety of well 
completion and zonal isolation methods by which fluid flow into or out of a well is controlled.  
Although management of near-wellbore fluid flow is critically important for maintaining fluid 
production from EGS reservoirs, it has limited impact in controlling the fluid flow away from the 
wells for optimization of heat recovery and reservoir performance. The focus of this study is to 
reduce and manage the permeability of fast flow paths within an EGS reservoir far away from both 
injection and production wells, to divert and distribute the flow to a larger reservoir volume. Three 
key components of the technology are (1) microparticles (capsules) containing the reactants 
(“encapsulated microparticles”), for delaying the diverter-forming reactions until the particles are 
transported to a desired reservoir location, by optimizing the capsule’s shell properties, (2) silica-
gel and metal-silicate-based flow diverters that are stable under EGS conditions and can be 
dissolved and disintegrated when needed, and (3) controlled reaction of the diverter-forming 
components to produce effective diverter plugs away from the well, which is made possible by the 
understanding of the degradation (or triggering) and transport characteristics of the reactant-
delivering microcapsules. 

2. Materials and Method 
2.1 Microcapsules production by single-step microfluidic encapsulation  

The single-step microfluidic encapsulation method, which involves a three-phase glass capillary 
device, is a promising technique for generating microcapsules with well-controlled geometry 
(Arriaga et al., 2015; Nabavi et al., 2015). The technique involves a combined co-flow and counter-
current flow in a glass capillary device. The microcapsules are then produced through a flow 
focusing mechanism in which fluids containing core and shell materials are forced through a 
narrow junction. In addition to the core and shell fluid, the system consists of an outer carrier fluid. 
The capillary junction simultaneously pinches off the interior core and exterior shell fluids, 
forming a double-layer droplet suspended in the outer carrier fluid (as shown in Figure 1). The 
carrier fluid is used to stabilize the droplets. Once the double-layer droplets are formed, the outer 
shell, consisting of a photopolymer material, is photopolymerized by UV light to form the 
microcapsule. Compared to the classic two-step microfluidic encapsulation approach (e.g., 
Okushima et al., 2004; Kim et al., 2011), the advantages of the single-step microfluidic 
encapsulation are (1) the easy control of individual flow rates, because the flow rates of the inner 
and middle fluid do not need to be synchronized; (2) the capability to generate very thinly shelled 
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particles; (3) the simpler system design and smaller number of capillaries and connectors, which 
makes it easier to fabricate than the device composed of two sequential drop generation units.  

 
Figure 1: Schematic of the microfluidic device for producing microcapsules. 

After a systematic evaluation of the polymer shell materials that could be potentially used for 
geothermal applications, NOA 61 UV-curable epoxy (Norland Products, NJ) was selected for its 
low viscosity, fast UV curing time, and most importantly, high temperature stability. The two core 
materials which we used in our investigation are water stained with a fluorescent tracer dye, and 
acetic acid (10-50 wt.%) stained with blue food dye. The carrier fluids were either silicone oil or 
mineral oil with a lower viscosity. During production, the particle size and shell thickness were 
changed by controlling the relative magnitudes of viscous, capillary and inertial forces of the three 
fluids used in the microfluidic device. 

2.2 Silicate-gel-based flow diverter 

The precursor used for diverter formation in this study is sodium silicate, which starts the gelation 
reaction in the presence of acid activators (e.g., An-Peng, 1963). The acid activators could be either 
strong acids (e.g., HCl, H2SO4, HNO3) or weak acids such as acetic acid, citric acid and formic 
acid. When acid activators are delivered via microcapsules, the total amount of the acid that can 
be delivered to the target location would be limited by the volume and concentration of the particles 
in the injected fluid. This makes it necessary to use highly concentrated acid. Weak, organic acids 
are preferable to keep the pH at a safe, acceptable level, while providing the necessary amount of 
H+. When organic weak acids are used, however, their temperature stability under the EGS 
conditions needs to be considered. In this research, we selected acetic acid, since it has been shown 
to be stable up to ~230°C for 72 hours (Li et al., 2017). The reaction between sodium silicate and 
acetic acid can be summarized as follows: 

  Eq. (1) 

2.3 Hydrothermal experiments 

Hydrothermal experiments were conducted on the produced microcapsules and sodium silicate 
solutions to investigate the thermal degradation behavior of microcapsules and control of silica gel 
plug formation. The primary equipment used in this research is a series of small, stainless-steel 
Parr reactor vessels (Figure 2). We also used small, sealable internal cells made of corrosion-
resistant grade-2 titanium with high-temperature Viton O-rings (rated for 230°C) (e.g., Nakagawa 
et al., 2022). We demonstrated that the system could contain water vapor at 200°C without any 
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pressure loss over 1 month, which is important for maintaining constant reaction environment and 
simulating EGS conditions.  

        
Figure 2: Equipment used for hydrothermal experiments involving produced microcapsules and sodium 
silicate solutions. To minimize fluid loss and chemical contamination of the samples, sealable internal cells (a) 
were used in combination with small Parr reactor vessels (b). These vessels were heated in a convection oven 
at 150-200 °C (From Nakagawa et al., 2022).  

3. Results and discussion 

3.1 Microfluidic-based encapsulation system 

At LBNL, we developed a dedicated system to produce reactant-encapsulating microcapsules (Figure 
3a). The system is composed of three syringe pumps and capillary tubes to deliver core, shell materials 
and the carrier fluid. A 100-watt UV lamp was used for curing the epoxy shell in tube. Figure 3b depicts 
the microcapsules (marked by the red arrows) appearance in the collection tube that is exposed to UV 
light to cure the epoxy shell. Figure 3c is the photograph of the microcapsules exiting the capillary tube 
and being collected in a glass flask. 

 

Figure 3: The microfluidic system developed at LBNL for producing microcapsules (a) and example images 
showing the produced microcapsules (marked by red arrows) in the capillary tube (b) and collection flask 
under UV light (c). Here the core fluid (water) was stained by a fluorescent tracer dye. 

3.2 Microscope imaging and geometry quantification 

Figure 4 shows microscope images of produced microcapsules including different core materials, i.e., 
(a) water stained with fluorescent tracer dye, (b) 10 wt.% acetic acid solution and (c-d) 50% acetic acid 
solution stained with blue food dye. Figure 4 also demonstrates the capability of the system in 
producing microcapsules with a particle diameter of ~250 to 650 μm and a core diameter of ~220 to 

a b 

a b c 
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540 μm. After being UV cured and dried, the microcapsules were tested under elevated temperature 
and pressure relevant to EGS conditions. 
 

 

Figure 4: Example microscope images showing the produced microcapsules, including (a) water core stained 
with fluorescent dye, (b) 10 wt.% acetic acid core stained with blue food dye, and (c, d) 50 wt.% acetic acid core 
stained with blue food dye at different particle sizes. 

3.3 Thermal degradation of microcapsules and control of silicate gel plug formation 

The microcapsules in Figure 4d were collected and hydrothermal tests were conducted at temperatures 
between 150-200°C, with 10 g each of 10 wt.% and 40 wt.% sodium silicate solutions. Figure 5 shows 
images from the tests, with the microcapsules and 40 wt.% sodium silicate solution at 150 °C for up to 
1.5 hours. As shown in the figure, the epoxy shell successfully isolated and protected the core reactant 
(50 wt.% acetic acid) from sodium silicate solution for at least 30 min at 150°C. After heating for 1.5 
hours, the degradation and breach of the epoxy shell released acetic acid and initiated reaction with the 
surrounding sodium silicate solution, forming an intact gel plug with a length up to 2.0 cm. Microscope 
images of the gel plug clearly showed the degradation of microcapsules, leaving a semi-spherical shell 
structure within the plug (Figure 5e, f). 

  

a b 

c d 

528



Chang et al. 

 

Figure 5: (a-d) Photograph of the hydrothermal tests using acetic acid (50 wt.%) encapsulated microcapsules 
with 40 wt.% sodium silicate at 150 °C.(e-f) Microscope images of the silica gel plug after shell breach. 

We also conducted hydrothermal experiments on the produced microcapsules with 10 wt.% 
sodium silicate at temperatures of 150-200°C. Similar to Figure 5, Figure 6b demonstrates the 
stability of produced microcapsules after 30-min heating at 150 °C. We then continued heating of the 
system at 200°C for another 30 min. Figure 6c shows partial degradation of the microcapsules and 
scattered, local formation of silica gel. Extensive silica gel formation occurred in Figure 6d after 30 
min heating at 150°C and 1 hour heating at 200°C. The microscope images in Figures 6e and f after 
plug formation indicate breach and degradation of the microcapsules. 
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Figure 6: (a-d) Photograph of the hydrothermal tests on acetic acid (50 wt.%) encapsulated microcapsules with 
10 wt.% sodium silicate at 150 °C.(e-f) Microscope images of the silica gel plug after shell breach. 

Note that the habits of the silicate gel plugs are very different in the two hydrothermal tests using 40 
wt.% vs 10 wt.% sodium silicate solutions. 40 wt.% sodium silicate produced a single, cm-scale solid 
plug. In contrast, 10 wt.% resulted in interconnected smaller plugs, exhibiting a porous and mesh-like 
overall structure.  

Although using reactant-encapsulating microcapsules will allow delayed reaction and formation of 
diverter plugs, we anticipated that the presence of the shells might severely restrict mixing of the 
reactants, resulting in undesirable plug geometry and even incomplete reaction by barrier formation. 
Fortunately, the results shown in Figures 5 and 6 indicate this may not be the case. This may be 
primarily thanks to the small size of the microcapsules, which reduces the necessary diffusion length 
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for mixing, and to efficient degradation of the shell. We also observe that relatively high concentrations 
of the sodium silicate solution and the particle volume are necessary to achieve high-quality diverter 
plugs (Figure 7). For practical application, optimization of the particle size and concentration would 
be necessary for controlled, high-quality plug formation in desired reservoir locations after 
microcapsule delivery.  

 
Figure 7: Schematics of the different silica gel structures induced by microcapsules and 40 wt.% vs. 10 wt.% 
sodium silicate. Once the epoxy shell is degraded and breached at elevated temperature, reaction can be 
significantly accelerated by the natural mixing of reactants, increased interfacial area and reduced diffusion 
length. Higher reactant concentration led to more extensive gelation and solid plug formation. 

4. Conclusions 
For EGS applications, we successfully developed a microfluidic system for producing shelled 
microcapsules containing fluid cores, based upon a microencapsulation technology. We 
demonstrated the capability of the system for producing microcapsules with different flow-
diverter-forming reactants, sizes from ~250-650 μm and shell thickness from 30 to 80 μm. We also 
conducted hydrothermal experiments at temperatures between 150-200°C on the produced 
microcapsules, confirming that (1) the delayed reactions by 0.5-1 hours and that (2) once triggered, 
reaction can be enhanced by the increased reactive interfacial areas and reduced diffusion length. 
These properties of reactant-encapsulating microcapsules are critically important for delivering 
gel-forming chemicals away from the injection wells, delaying the reaction kinetics, and then 
achieving the objective of manipulating EGS reservoir fracture permeability. Further work will 
focus on scaling up the microcapsule production and testing the thermal degradation and reaction 
characterizations of different particle sizes, shell thickness and concentrations. 
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ABSTRACT  

Hot rock in great depths is abundant and promises a limitless green energy resource. The aim is 
the creation of an EGS arrangement with low risk of failure for exploiting this abundant resource 
and make it a widely available energy reserve. An unconventional, Robust Engineered Geothermal 
Systems (REGS) is analyzed using three parallel wells, connected by a series of REGS-type planar 
wing fractures for the coolant fluid circulation loop. Wing fractures are created by dynamic, shock-
wave-type, high-velocity fracturing energy from explosives. Due to velocity-controlled 
deformation, the shock waves break radial, star-shaped rock fractures, robustly unaffected by the 
initial static in situ stress field and the pre-existing, natural fracture system. Void spaces of star-
shaped wing fractures are created in the rock volume between the boreholes. The blasted chips 
serve as natural proppants to keep open the aperture of the REGS fractures’ walls for facilitating 
coolant fluid circulation. Further thermal fracture enhancement is expected during geothermal 
energy extraction. The resulting geologic heat exchanger system of REGS is analyzed for coolant 
flows and thermal energy capacity from the series of star shaped REGS fractures arrangement. 

1. Introduction  
Renewable energy is generally seen as the best alternative to fossil and nuclear power resources 
for fueling sustainably the industrialized civilization of life on Earth in the future. Geothermal 
energy is seen as an abundantly available, renewable energy source “under our feet.” To date, it is 
still the least significant part of the energy basket, trailing at 2% behind biofuel (40%), wind (27%), 
hydroelectric (19%), and solar (12%). Only fewer than two dozen natural geothermal power plants 
are in operation in the U.S., and no new operation started during the past decade.  

Various efforts have been made to discover a generally applicable, geothermal energy recovery 
method form the dry, hot rock of the Earth’s crust by EGS (Engineered Geothermal Systems). 
Another type of EGS efforts were added called Enhanced Geothermal Systems, by rejuvenating a 
natural geothermal system by artificial fracturing (Ghassemi et al., 2016). Current efforts in the 
U.S. are underway to reinvent the early EGS tryouts by better site selection, improved rock 
characterization, and advanced hydrofracturing (FORGE, Fervo Energy, NV), but keeping 
unchanged the basic concept of fracture geometry and coolant fluid flow connections in the planar 
fractures between a production and a production well. Such a conceptual EGS is illustrated for the 
FORGE experimental site in the U.S. in Figure 1.  
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Figure 1: Conventional EGS arrangement illustration at the FORGE experimental site in the U.S. 

The characteristics of the coolant fluid distribution are governed by the fracture geometry and the 
laws of physics, rock mechanics, and fluid dynamics. Conventional EGS arrangements with large 
planar fractures intersected point-like by an injection and a production well have been tried with 
various success in the U.S., starting at Fenton Hill, and elsewhere in the word. The ambition to do 
better are still underway with new efforts, despite the known limits of fracture permeability control 
in the conventional EGS arrangements that include the two bottleneck flow connections due to 
perpendicular-type well-fracture connections, illustrated in Figure 1. Furter uncertainties in the 
EGS geometry of the fracture opening are caused by geology and stress-field variations. In 
addition, keeping the EGS fractures open by high injection pressure of the coolant fluid means 
coolant and thermal energy loss to the ambient rock area; risks to be seismically active over the 
production life of an EGS site; and high risks to be successful within cost.   

New designs for EGS geometry have emerged. A drilled-only EGS is described in the Advanced 
Geothermal System (AGS) applying long, drilled wells and horizontal boreholes for a geologic 
heat exchanger without any surface enhancement by hydrofracturing (ADI-Analytics, 2022; 
Adams et al., 2022). Eliminating hydrofracturing has many advantages but the heat transfer is 
reduced to pure heat conduction in the rock strata. For small diameter drill holes, heat conduction 
in the AGS design suffers from low surface area and high temperature difference in the rock close 
to the heat exchanging wall. Only large diameter boreholes, up to 0.5 m, may provide sufficiently 
high geothermal power output for practical applications (Adams et al., 2022).  

Surface enlargement by fracturing along the borehole wall reduces the heat flux density on the 
contact surfaces and provides for heat convection in addition to pure heat conduction from the 
fracture’s walls. Such fractured EGS is described as REGS (Robust Engineered Geothermal 
System) in various arrangements (Danko et al, 2019) as design variations of the basic concept of 
wing fracture application, shown in Figure 2.  
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Conventional EGS hydraulic fracturing uses incompressible fluid, following the technology used 
by the modern oil industry. Such rock breaking and shearing technology results in slow, near-
quasi-steady pressure buildup in the rock until it fails and fractures. The direction of the fracture 
opening is largely affected, but not precisely determined by the in-situ stress field at the site, which 
may or may not be precisely known. The result is a fracture geometry that is weakly controllable 
by science and engineering design and risky for success in making efficient, convective coolant 
circulation over large fracture surfaces. An added drawback is the need for large quantities of 
fracturing liquid for reservoir creation.  

 

 

 

Figure 2: Geometry of wing fractures. 

The plane of the desired wing fracture is osculating along the well’s centerline, defining long 
intersections between the fracture’s void space and the wellbore (UNR, 2021). The wing fracture 
geometry provides a tangential-type well-fracture connection with low coolant flow resistance 
between the wells and the fracture’s void space, eliminating the problem with the well-fracture 
bottleneck connections in conventional, intersecting-type EGS fracture geometry. 

Fracture initiation by shock wave from explosive energy is widely used in the mining industry for 
stress release and degasification, especially in coal mines. Wing fractures are known to be 
developing along blastholes used in hard rock mining for ore fracturing. Simulation of wing 
fracture development by explosive blasting is also maturing (e.g., Silva et al., 2019; Vorobiev et 
al, 2019, Pu et al, 2021). Fracture initiation by high-energy (HE) blasting has been shown to split 
the well along its length irrespective of the stress field which is overwhelmed by orders of 
magnitude higher blast pressure waves.  A typical, radial fracture pattern from high explosive is 
shown in Figure 3 around the blasthole. Such three dimensional, star-shaped wing fractures 
represent larger heat transfer surface area than single, planar fractures extending only in two 
dimensions. 
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Figure 3: A typical radial fracture pattern around a blasthole 

Explosive energy can be harnessed to create inertia forces and shock waves for initiating wing 
fractures as the first stage of fracture creation. Subsequently, fracture size propagation to increase 
radial distances can be achieved either by incompressible liquid, or compressible gas injection at 
lower, controlled velocity for the safety of operation and for compliance of the movement of large 
masses of the strata. 

2. The REGS fracture geometry and technology  
The geometry of the osculating wing fracture system of REGS relative to a single main well is not 
like any other, conventional EGS (Ghassemi, 2016) practiced in current tryouts such as at FORGE 
(Moore, 2019; Lee and Ghassemi, 2022); or by Fervo Energy in Nevada. A single, completed  
REGS fracture is shown in Figure 4 to explain the main features.  
The advantages of REGS over the state of EGS art are seen in four distinctive features (UNR, 
2021). First, the planar fractures of REGS connect easily to the injection and extraction wellbore 
sections with large flow cross sections, eliminating the two typical flow bottlenecks at and around 
the punch-holes of the injection and production wells through the planar fractures in the 
conventional EGS geometry. Second, REGS has an engineered permeability control technique 
inside the fractured volume that can be administered through the main well, an inventive feature. 
The open flow cross sections are created between grout-propped support islands as 3D-printed 
blockages injected into the fracture’s void space. Third, the fracture walls of REGS are 
permanently propped by hardening grout, a feature that comes as an added benefit to inside-
fractures permeability control. Fourth, permeability control, fracture propping and hardened 
fracture wall stabilization come together, eliminating the need for high injection pressure for 
keeping the fracture open for flow, a new feature for seismic stability during thermal operation of 
REGS.  
A practical element to fracture initiation by HE blasts can make REGS less critical to in situ stress 
field alignment with the wellbore direction for reaching osculating wing fracture position. This 
likely simplifies the drilling task of REGS requiring aligned, instead of sectionally adjusted, 
directionally drilled main well for REGS. HE-initiated, and gas-pressure enhanced fracture 
enhancement is a likely variant of optimal preferences in the REGS geometry.  
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Figure 4: A single REGS fracture completed with a grouted propping island in a coolant flow loop. 

3. REGS fracture permeability control in the fracture/well void space 

An application example for permeability control is shown in Figure 5, linked to the conventional, 
baseline EGS reservoir site at FORGE. REGS wells, drilled at 25 degrees angle to the vertical 
would likely be sufficient for creating wing fractures at FORGE, shown as a hypothetical, concept 
illustration. Such an application could result for cost saving in the construction of distributed 
coolant fluid flow branches in the parallel, planar fractures. As each fracture is reachable from its 
well, fracture permeability may be controlled individually by grouting or plugging preferential 
pathway for optimal coolant circulation distribution.  

 
Figure 5: Conceptual illustration of hypothetical REGS fractures as applied at the FORGE site. 
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4. Review of alternative EGS designs using REGS fracture arrangement 

A brief review and reference to previous, REGS-type geothermal energy recovery systems is 
published (Danko and Baracza, 2022) and only the main conclusions are repeated and captured in 
Figures 6 and 7.  As shown in Figure 6, a single well of 5000 m deep in granite formation may 
deliver 20 MW thermal power by the end of year 1, that drops to 10 MW by the end of year 30. 
Figure 7 depicts a twin well arrangement for the same 5000 m depth in granite formation that may 
deliver 20 MW thermal power by the end of year 1, that drops more moderately to 15 MW by the 
end of year 30.  

 

Figure 6: A single well may deliver 20 MW (year 1) to 10 MW (year 30) 

5.Design variations of REGS 

Conceptual variations are considered to simplify the construction of a REGS-rype reservoir along 
the following directions:   

• To lower the radius of the planar fractures,  
• To use longer boreholes and more fracture centers for sufficiently large overall heat transfer 

surface area, 
• To construct series of REGS fractures from bottom to top in a continuous run as star-like, 

3D fractures, 
• To 3D print the grouting islands in each REGS star fracture system in a continuous 

operation from bottom to top. 

The sequence of constructing a REGS wing fracture system is shown in Figure 8. 
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Figure 7: A twin well may deliver 20 MW (year 1) to 15 MW (year 30) 

 

 

Figure 8: The sequence of constructing a REGS wing star fracture system: (a) directionally drill to create 
dominantly osculating fracture planes; (b) charge and blast a series of shallow, star-shape, radial 
fractures individually in each section (the radial extension of the most dominant planar fractures in the 
cells are depicted in 2D); (c) pressure-print grout island individually in each cell’s central section; (d) 
enhance coolant flow connections by rock cooling in overlapped flow pathways in the fractures and 
through short section of un-grouted well sections 

540



Danko and Baracza 
 

The process of constructing a series of REGS wing star fracture system involves four main phases:  

(a) directionally drill a well to create around it radial, wing-type planar fractures in the rock. 
The dominant, largest fracture in radial direction is targeted to be osculating to the well’s 
centerline in each section. 

(b) charge and blast a series of shallow, star-shape, radial fractures individually in each section 
(only the radial extension of the most dominant planar fractures in the cells are depicted in 
2D in Figure 8).  

(c) pressure-print grout island individually in each cell’s central section.  
(d) enhance coolant flow connections by rock cooling in overlapped flow pathways in the 

fractures and through short, un-grouted well sections. 

A conceptual example of a series REGS wing star fracture system along each of the five parallel 
wells is shown in Figure 9. The connected, wing star fractures are pictured as cylindrical zones 
within which coupled, advection-convection-conduction heat transport takes place along each 
well, enhancing the surface area for the heat exchange between the coolant fluid and the solid rock 
mass outside the cylinders.  

The radial extent of the start fractures depends on the explosive energy used for blasting. High 
explosive charges may fracture to several meters while supercritical CO2 may penetrate only to a 
fracture of a meter. These fractures, however, will grow farther during phase (d) due to thermal 
contraction of the rock during energy production.  

Reducing the radial extension of the star fractures reduces construction uncertainties and improves 
robustness, but lowers thermal output from one well. It is beyond the scope of the current 
publication to select and optimize fracture sizes. However, a thermal analysis of the arrangement 
in Figure 9 is useful to set the design goals for fracture size for a series-type REGS reservoir.   

 

 

 

 

 

 

 

 

 

 

Figure 9. A conceptual example of a series REGS wing star fracture system along five parallel wells. 
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6. Thermal capacity and robustness considerations of fractured REGS reservoirs  

Robustness means predictability and safety for construction and operation. These are preferred 
features for public acceptance, directing the attention to drilled-only geothermal reservoirs without 
fracturing enhancement (Malek, 2022). The drawbacks,  however, are lost energy capacity for low 
surface area and high drilling cost. Small-scale fracturing such as routinely used in construction 
and mining close to the well can add heat transferring surface area for a fraction of the cost of deep 
drilling while disturbing negligibly the stability of the site.   

A simple thermal capacity analysis is carried out for the arrangement shown in Figure 9, assuming 
a depth of 5 km in a site with geothermal gradient of 0.04 K/m, granite-type rock density of 2700 
kg/m3, conductivity 3.5 W/m/K, and thermal capacity of 980 W/kg/K. The coolant water is 
assumed to be injected downward at 30 oC as shown in Figure 9 in each REGS well, forcing heat 
transfer from an increasingly elevating temperature field. The heat-driving temperature difference 
increases linearly downward from the depth of 500 m between the coolant water and the strata that 
increases from 10 oC yearly average temperature at the surface to 210 oC at 5000 m depth. The 
fractured length starts at 2000 depth, giving a starting temperature difference of 60 oC for heat 
exchange at depth 2000 m, the starting point of fracturing. The production temperature at depth 
5000 m is planned to be 120 oC by design, resulting in a temperature difference of 90 oC between 
the coolant water and the virgin rock at bottom of the 3000 m long REGS surface.  
As the temperature difference will be close to linear, the average will be DT=75 oC over the 3000 
m long well section. The heat transport from coupled advection-convection-conduction is assumed 
to be driven on the outer surface of the bounding cylinders only, ignoring the increased surface 
area by the fractures in the cylinders but also the temperature difference, dT(z), between the outer 
surface and the average temperature point of the coolant at each elevation inside the cylinders as 
dT is likely small relative to DT and highly dependent on the quality of fracturing and the flow 
field in the fractures. 
The thermal model of the REGS system for each well is simplified by the linearized and averaged 
temperature difference DT for the 3000 m length and the dT=0 assumption to radial, time-
dependent heat conduction into an infinite, homogeneous rock mass around a hollow cylinder of 
radius R and length 3000 m. The simple model is solved in MULTIFLUX following the previous 
geothermal examples.    
The extracted thermal power results for seven different radius R values from R=0.2 m (8 inches) 
to R=50 m are shown in Figure 10. As seen, significant thermal power may be extracted from a 
simple REGS design from relatively small radial, star-shaped fracture cylinders. 
8. Concluding remarks 
The series star-shaped REGS fracture system for crystalline, bedrock-type formation is in a 
balanced position in between those of the classic EGS and the AGS. As such, it shares the 
advantages of both EGS and AGS, and steers clear the pitfalls of both. 
REGS will likely survive the critics for fracturing for its low fracture strain energy level and 
shallow penetration depth. The fracturing process in REGS is analogous to the widely used and 
accepted blasthole fracturing in mining and construction in the world with no major complaints 
for seismic disturbances. 
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According to the REGS example, the thermal capacity is impressive for a simple system that 
provides engineering control from creation to operation, hence assuring robustness and tolerance 
to geologic uncertainties.  

  
Figure 10: Thermal capacity effects of the radius R of bounding heat transfer cylinders 
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ABSTRACT 

Reservoir stimulation by creating hydraulically conductive fractures is the key step for enabling 
enhanced geothermal systems (EGS). The effectiveness of stimulation is significantly influenced 
by the deposition of proppant inside induced fractures. The transportation and settling of proppant 
in a propagating fracture is controlled by a multitude of operational and physical parameters, 
including the fracturing fluid rheology, injection rate, proppant concentration, fracture 
length/aperture evolution, proppant size/density/shape, etc. A numerical tool that robustly and 
efficiently accounts for all important attributes can facilitate the design and optimization of 
reservoir stimulation. This study presents the novel computational tool ELK (ELectrical fracKing) 
developed for the numerical simulation of proppant-fluid mixture circulation in a fractured 
geothermal reservoir. We enriched the MOOSE-based PorousFlow module with a suite of 
equations to consider the fluid-proppant mixture with particle-particle/fluid interactions, which 
include gravitational settling, particle convection, particle hampering, and strong density and 
viscosity contrasts. The computational tool is validated by comparing the predicted proppant bed 
evolution against two different laboratory scale experiments of proppant transport in a fixed 
aperture channel. Further parameter studies were performed, and the modeling results show that 
the proppant deposition is determined by the mixing characteristics and settling of the particles 
from the slurry. Concentration-dependent density and viscosity lead to an inhomogeneous 
distribution of the proppant, particle collision, and enhanced settling at the bottom of the fractures. 
Preliminary coupling with dynamic fracture propagation shows promising results and will be 
further developed to simulate hydraulic stimulation at high fidelity. 

1. Introduction 
Hydraulic fracturing is a technique for creating or enhancing fractures and fracture networks in 
tight formations to increase the permeability of reservoirs. The technique has been applied to 
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various kinds of geoscientific reservoirs, like unconventional oil or gas reservoirs (Adachi et al., 
2007), as well as enhanced geothermal systems (Schill et al., 2017). Hydraulic fracturing is a 
coupled multistage process involving rock deformation, crack propagation, and fluid flow therein 
(Barboza et al., 2021). A large volume of water is injected under high pressure through a wellbore 
into a reservoir to create a fracture in the reservoir and/or enlarge it. However, as soon as the fluid 
pressure is released, the opened crack closes again due to in situ stress, causing the hydraulic 
pathways created to be lost (Adachi et al., 2007). To avoid this effect, small sand or graphite 
particles called proppants are added to the fracturing fluid, which are carried into the fracture and 
prevent it from closing. The mixture of proppant particles and fracturing fluid is called slurry. The 
proppant particles remain in the fracture and keep it open with at least the particle size, while the 
fracturing fluid is retrieved from the wellbore. Therefore the transport and distribution of the 
proppant within the fracture are of critical importance for the success of the hydraulic treatment 
(Kumar et al., 2019). The final distribution of proppants in the stimulated fracture is highly affected 
by the injection strategy and the material properties of the injected proppant and fracturing fluid 
(Hu et al., 2018). High density contrasts between the fluid and the solid proppant particles could 
cause early settling and jamming of the fracture, preventing it from propagating further into the 
reservoir (Kumar et al., 2019). Many experimental studies of proppant dispersion and settling at 
laboratory and field scales can be found in the literature, providing a good basis for formulating 
empirical correlations and validating numerical models (Isah et al., 2021). 

Numerical modeling is an indispensable tool for understanding reservoirs' relevant processes and 
underlying physics during operation and/or hydraulic stimulation (Egert et al., 2020). In principle, 
the processes of proppant transport during stimulation can be treated as multiphase flow 
simulations of two interpenetrating media (Barboza et al., 2021). Two groups of approaches are 
adopted in literature and differ in the treatment of the dispersed phase: Eulerian-Eulerian and 
Eulerian-Lagrangian schemes (Barboza et al., 2021; Wang and Elsworth, 2018). In the Eulerian-
Lagrangian scheme, the fluid is a continuum and proppant particles are simulated as shape-
dissolved particles. Numerical models describe the forces acting on and in between each particle, 
particle-wall interactions and the solution is given in time, location, and velocity. The approach is 
advantageous to capture the underlying physics and for multi-sized proppants, but it suffer from 
being computationally expensive and it’s limited applicability to field-scale (Huang et al., 2022). 
Eulerian-Eulerian scheme treats both, the fracturing fluid and proppant, as continua governed by 
the mass conservation (Shiozawa and McClure, 2016). The particle phase can interact with the 
fluid. The slurry transport is modeled either as a two-phase flow or as a mixture flow with a 
concentration-dependent fluid rheology (Adachi et al., 2007; Barree and Conway, 1995; Kumar et 
al., 2019). Advantage of the Eulerian-Eulerian scheme is computational efficiency, whereas 
physical processes like particle-particle interactions and the resulting relative motion rely on 
empirical correlations derived from experiments (Huang et al., 2022).  

The model proposed in this study follows the Eulerian-Eulerian scheme and simulates the transport 
of proppant particles in a carrying fluid assuming a slurry mixture. Several mechanisms like 
particle settling, particle-particle interactions, jamming and proppant bed formation are 
considered. The fluid flow within the fracture is governed by a mass conservation equation of the 
slurry with density and viscosity depending on the volumetric proppant concentration. Once the 
settled proppant reaches maximum saturation, it forms an immobile bed, and the fluid properties 
only consider the fracturing fluid. The velocity of the proppant is related to the fluid velocity by 
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means of a slip velocity that takes into account all the aforementioned effects, supported by 
different empirical correlations. 

In the presented study, we focus on calibrating and validating the developed proppant transport 
workflow. Therefore, we compare the results of numerical simulations with results gained from 
two different laboratory experiments. In these experiments, a slurry made of high-density proppant 
and low-viscosity water is injected into a 2D vertical, parallel-walled fracture of constant aperture. 
Based on the calibrated workflow, numerical simulations are conducted to identify and evaluate 
the critical parameters for proppant transport using different kinds of fluid (e.g., slickwater, gel). 
The model is extended to account for an impermeable 3D host rock and to include spatially and 
temporally varying fracture apertures resulting from KGD fracture propagation. Upscaling the 
newly developed workflow will allow us to evaluate and optimize the hydraulic fracturing 
treatment for different field-scale applications. 

2. Material & methods 
The numerical simulations are carried out with a finite element (FE) application called ELK 
(ELectrical fracKing). The code is based on the open-source MOOSE (Multiphysics Object-
Oriented Simulation Environment) framework (Lindsay et al., 2022) and utilizes the PorousFlow 
and TensorMechanics modules (Wilkins et al., 2021) for a fully coupled solution of thermo-hydro-
mechanical processes in a fractured and porous medium. These equations were extended to include 
the mixture at various proppant concentrations and its associated specific flow equations. The code 
allows for flexible and multidimensional analysis and solution of physical processes considering 
3D lithologic units as well as lower dimensions such as 2D fractures and 1D wells. 

2.1 Slurry flow 

In the developed workflow, the fracturing fluid and the proppant particles are treated as a single-
phase mixture and solved as continua of interpenetration, where a volume cell can be occupied 
simultaneously by a mixture of both components. Therefore, the volume fraction is introduced to 
indicate how much space is occupied by each component at a given time. The mutual coupling 
between the particles and the fluid must be taken into account, since the particles will move along 
with the fluid. The proppant settling and gravitational segregation out of the slurry is controlled by 
the properties of the proppant particles and the carrying fluid, causing strong variations in the 
mixture density and viscosity and the formation of an immobile bedding at the bottom of a fracture 
(Huang et al., 2022).  

The following mass balance and constitutive equations are used to solve the proppant - carrying 
fluid mixture as an incompressible slurry flow 

 𝜕𝜕
𝜕𝜕𝜕𝜕  (𝜌𝜌𝑚𝑚)  + ∇ . (𝜌𝜌𝑚𝑚 𝒗𝒗𝒎𝒎)  =  0 

(1) 

where 𝜌𝜌m is the slurry (mixture) density and 𝒗𝒗𝒎𝒎 is the darcy velocity vector of the slurry as  

 
𝒗𝒗𝒎𝒎  =   −

𝑘𝑘𝑓𝑓
𝜇𝜇𝑚𝑚

  (∇p −  𝜌𝜌𝑚𝑚𝒈𝒈) 
(2) 
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where 𝜇𝜇𝑚𝑚 is the viscosity of the slurry, and g is the gravity vector. The fracture permeability 
component in the direction parallel to the fracture 𝑘𝑘𝑓𝑓, which is dependent on the fracture aperture 
𝑎𝑎 via  

 𝒌𝒌𝒇𝒇  =  𝑎𝑎
2

12
   (3) 

The mass conservation for the proppant in a lower-dimensional fracture can be obtained using 
Eq. 4 as 

 𝜕𝜕
𝜕𝜕𝜕𝜕  (𝑐𝑐 𝑎𝑎)  + ∇ ∙ �𝑐𝑐 𝑎𝑎 𝒗𝒗𝒑𝒑�  =  0 

(4) 

where c and 𝒗𝒗p denote the proppant volume fraction and velocity, respectively. For the governing 
equations, the relationships for the bulk density and velocity vector between slurry, fluid and 
proppant can be expressed as follows 

 𝜌𝜌𝑚𝑚  =  (1 −  𝑐𝑐) 𝜌𝜌𝑓𝑓  +  c 𝜌𝜌𝑝𝑝  (5) 

 𝜌𝜌𝑚𝑚𝒗𝒗𝒎𝒎  =  (1 −  𝑐𝑐) 𝜌𝜌𝑓𝑓 𝒗𝒗𝒇𝒇  + c 𝜌𝜌𝑝𝑝 𝒗𝒗𝒑𝒑 (6) 

where 𝜌𝜌f and 𝒗𝒗f denote the carrying fluid density and velocity, 𝜌𝜌𝑝𝑝 is the proppant particle density.  

The governing equations for fluid, proppant, and slurry are complementary to each other, so only 
two equations need to be solved. In addition, different constitutive models are needed to close the 
system of equations. The proppant particle velocity 𝒗𝒗𝒑𝒑 is related to the carrying fluid velocity by 
the slip velocity 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑 

 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑  =   𝒗𝒗𝒑𝒑  −  𝒗𝒗𝒇𝒇 (7) 

and can be expressed as a function of the slurry velocity 

 𝒗𝒗𝒑𝒑  =  𝒗𝒗𝒎𝒎  +  ( 𝟏𝟏 − 𝒄𝒄) 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑  (8) 

The slip velocity 𝒗𝒗slip considers vertical gravitational particle settling as well as horizontal 
collisional effects and fluid-particle drag forces. The gravitational component 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑,𝑽𝑽 can be 
expressed as 

 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑,𝑽𝑽  =  𝒇𝒇(𝒄𝒄) 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒌𝒌𝒔𝒔𝒔𝒔 (9) 

where 𝒗𝒗stokes is the settling velocity of a single proppant particle in an infinitely large space 
obtained from the Stokes drag law. The equation is valid for low Reynolds number (Re < 2) and 
expressed as 

 
𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒌𝒌𝒔𝒔𝒔𝒔  =  �𝜌𝜌𝑝𝑝  −  𝜌𝜌𝑓𝑓�  

𝑔𝑔 𝑑𝑑𝑝𝑝2

18 𝜇𝜇𝑓𝑓
 

(10) 

Where 𝜇𝜇f is the fluid viscosity and dp is the proppant particle diameter. For intermediate and high 
Reynolds numbers (Re > 2 and Re > 500) the single particle settling velocity is derived 
experimentally and expressed as (Barboza et al., 2021; Barree and Conway, 1995) 
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𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒌𝒌𝒔𝒔𝒔𝒔  =  0.2 𝑑𝑑𝑝𝑝1.18  �

𝑔𝑔 �𝜌𝜌𝑝𝑝  −  𝜌𝜌𝑓𝑓�
𝜌𝜌𝑓𝑓

�
0.71

 �
𝜌𝜌𝑓𝑓
𝜇𝜇𝑓𝑓
�
0.45

 
(11) 

 
𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒌𝒌𝒔𝒔𝒔𝒔  =  1.74 𝑑𝑑𝑝𝑝0.5  �

𝑔𝑔 �𝜌𝜌𝑝𝑝  −  𝜌𝜌𝑓𝑓�
𝜌𝜌𝑓𝑓

�
0.5

  
(12) 

The correction factor f(c) takes into account the effect of hindered settling due to particle-particle 
interactions and is derived experimentally. Barree and Conway (1995) proposed an empirical 
model for f(c) as follows 

  𝒇𝒇(𝒄𝒄)   =  𝑒𝑒−𝜆𝜆𝑠𝑠𝑐𝑐 (13) 

with 𝜆𝜆s as the hindered settling coefficient, typically between 4 and 6. Further models proposed 
are e.g., by Gadde et al. (2004) and Clark and Quadir (1981). The horizontal component of slip 
velocity 𝒗𝒗slip,H is often neglected, and slurry and particle velocities are considered equal (Adachi 
et al., 2007; Hu et al., 2018). Barree and Conway (1995) proposed a formulation, which considers 
the collisional effects between the particles in the horizontal slip velocity proposed as  

 𝒗𝒗𝒔𝒔𝒔𝒔𝒔𝒔𝒑𝒑,𝑯𝑯  =  
𝜆𝜆 −  1
1 −  𝑐𝑐  𝑣𝑣𝑚𝑚𝑣𝑣𝑣𝑣𝑣𝑣 

(14) 

where vmvol is the volume average horizontal slurry velocity. 𝜆𝜆 is a correction factor to account for 
the greatest particle slip cslip and the empirical constants 𝛼𝛼 and 𝛽𝛽 

  𝜆𝜆  =  �𝛼𝛼 −  �𝑐𝑐 −  𝑐𝑐𝑠𝑠𝑣𝑣𝑠𝑠𝑝𝑝�
𝛽𝛽� (15) 

These factors are determined empirically and usually assumed to be 𝛼𝛼 = 1.27, 𝛽𝛽 = 1.5 and 
cslip =  0.1, but can be varied throughout the simulations (Barree and Conway, 1995). This 
empirical model takes into account a reduction in horizontal particle velocity close to maximum 
proppant concentration cmax. 

The viscosity of the slurry 𝜇𝜇𝑚𝑚 is a function of the volumetric proppant concentration. While there 
exist a numerous of empirical model in literature, this implementation focusses on the exponential 
equation based on Nicodemo et al. (1974) to describe the bulk apparent viscosity as  

 
 𝜇𝜇𝑚𝑚   =  𝜇𝜇𝑓𝑓  �1 +  1.25 �

𝑐𝑐

1 −  𝑐𝑐
𝑐𝑐𝑚𝑚𝑎𝑎𝑚𝑚

��

2

 
(16) 

where 𝜇𝜇𝑚𝑚 is the slurry viscosity and 𝜇𝜇f is the Newtonian effective viscosity of the fracturing fluid. 
Further models were proposed e.g. by Adachi et al. (2007) or Shook and Roco (1991). In order to 
avoid division by zero and infinite viscosity, c is limited in our simulations to 0.9 cmax. Since the 
finite element method for flow-related problems is conditionally unstable, an upwinding scheme 
is introduced into the model to limit the onset of spurious oscillations (Wilkins et al., 2021). All 
presented equations are solved in a fully-coupled manner treating the fractions of carrying fluid 
and proppant as nonlinear variables sharing a common slurry flow equation (single-phase flow). 
Slurry flow properties (e.g., density and viscosity) as well as concentration-dependent settling 
properties are updated within each iteration. The change in flow regime is evaluated after each 
solved time step. 
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2.2 Proppant Bed Build-Up and Flow 

In addition to the flow as a slurry, the proppant particles settle out of the suspension into an 
immobile bed at the bottom of a fracture until the maximum proppant packing is reached. Once 
saturation (i.e., maximum proppant concentration) is reached, the proppant behaves like a porous 
solid. The fluid can still mobilize and flow through the pores of the settled proppant pack. In order 
to account for these changes, the cubic law is no longer valid and flow in porous media is used 
instead, e.g., by considering the Kozeny-Carman relationship for particle size dependent 
porosity/permeability (Carman, 1937). The fluid rheology in the proppant bed is modified to 
account only for the density and viscosity of the fracturing fluid (Huang et al., 2022).  

3. Results and discussion 
3.1 Single inlet velocity injection 

We validate our developed workflow with two different examples of experimental data and 
numerical codes. In the first step, our approach is compared against the experimental results of 
Tong and Mohanty (2016) and the subsequently developed model of Hu et al. (2018). In the 
experimental setup, a proppant slurry with a fixed concentration (c = 0.038) is injected in a vertical 
fracture with a constant injection velocity vinj = 0.1 m.s-1 at the upper right corner (Figure 1). The 
pressure is maintained constant (p = 0.1 MPa) through an outlet at the upper left boundary of the 
vertical fracture. The proppant settles out of the slurry resulting a dune, which increases with 
injection time. The effect of the slurry leak-off is not considered because the experiment has no 
exit. The model and experimental setup are shown in Table 1. 

Table 1: Properties for the first benchmark after Tong and Mohanty (2016) 

Parameter Unit Value 
Fracture width m 0.002 
Fracture length m 0.381 
Fracture height m 0.0762 
Proppant diameter m 0.0006 
Proppant density kg.m-3 2650 
Saturation concentration - 0.63 
Inlet proppant concentration - 0.038 
Inlet slurry velocity m.s-1 0.1 
Carrying fluid density kg.m-3 1000 
Carrying fluid viscosity Pa.s 0.001 
Outlet pressure Pa 100000 

Figure 1 shows the simulated proppant concentration in the vertical fracture after t = 20, 40 and 
60 s of continuous injection. Due to the low viscosity of the fluid, the injected proppant 
immediately settles out of the slurry. The proppant forms a dune with maximum saturation 
concentration at the bottom of the fracture, and the dune builds up from the right side of the fracture 
(dark red color). To compare the results between the different modeling and the experiments, the 
predicted and measured dune lengths and heights are compared at different time steps and with 
respect to the fracture height/length, following Hu et al. (2018). The dimensionless proppant bed 
height (DPDH) is defined as the height of the proppant bed at equilibrium over to the total fracture 
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height shown in Figure 1. It depends on the settling rate compared to the advective velocity of the 
slurry. The dimensionless middle proppant transport length (DMPDL) describes the dune length, 
at the proppant bed height that equals 50% of the maximum bed height, over to the total fracture 
length. Figure 2 compares DPDH and DMPDL among different codes prediction against the 
experimental measurements. The average error between our simulations and the experiment results 
is 3.4 % for the DMPDL and 0.2 % for DPDH, respectively. Furthermore, the results for DPDH 
correspond to the analytical solution of the bi-power law model of Wang et al. (2003) with an 
average error of 3.0 %.  

 

Figure 1: Proppant concentration in a vertical fracture with ongoing injection time. The slurry is injected on 
the upper right of the fracture. 

Most differences of the result from the initial stage of the experiments are at regions where the 
proppant height is not in equilibrium yet and a steady flow regime is not established. But for the 
field application, results at far larger time scales are more important and our results tend to be in 
good agreement. Nevertheless, it is worth mentioning that our model even can reproduce the 
lowered proppant height opposite the inlet due to a zone of high advection velocity. 
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Figure 2: Comparison of our simulations results against the experimental results of Tong and Mohanty (2016) 

and numerical models of Hu et al. (2018) 

 

3.2 Multi inlet injection  

In the second example, our workflow is compared against a slot experiment performed by Chun et 
al. (2020) and simulated by Huang et al. (2022). In this experiment, slickwater was injected into a 
single inclined fracture through three individual inlets. The fracture was constrained by Plexiglas 
mimicking a non-permeable rock matrix. The dimensions of the fracture are 4 x 1 ft with a constant 
aperture of 0.3 in. The three inlets are 0.5 in in diameter and located at the right side of the fracture 
with a distance of 3 in in between. The mixed slurry was injected with a constant rate of 6 gpm 
and a concentration of 1.5 ppg. An outlet in the upper left corner allows the fluid and, thus the 
pressure to escape. Slickwater was used as fluid. For further details and parametrization, see Chun 
et al. (2020) and Table 2. Our numerical simulations adopt the same dimensions as in the 
experimental setup, except that our simulations are performed in 2D, and the aperture is used as a 
multiplication factor for the porosity and permeability in the solved equations as well as the inlet 
flow rates. If the maximum concentration (c = 0.62) is exceeded, which indicates a proppant bed 
built up in those elements, we change the slurry properties to pure water properties for modeling 
fluid flow in the porous proppant pack with updated porosity and permeability. The results are 
compared for two different timesteps (t = 10 s and t = 30 s) after the start of the injection.   

Table 2: Parameter for the second benchmark case after Chun et al. (2020) 

Parameter Unit Value 
Fracture width m 0.00762 
Fracture length m 1.2192 
Fracture height m 0.3048 
Proppant diameter m 0.000415 
Proppant density kg.m-3 2550 
Saturation concentration - 0.62 
Inlet proppant concentration - 0.07 
Inlet slurry rate m³.s-1 0.000063 
Carrying fluid density kg.m-3 1000 
Carrying fluid viscosity Pa.s 0.001 
Outlet pressure Pa 100000 
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Figure 3 presents the comparison of our results to the experimental data in Chun et al. (2020) and 
the simulation in Huang et al. (2022). The results show that settling is the main driving force for 
the movement of the dense particles in the low-viscosity carrying fluid. In the initial stage (t = 10 
s) most of the particles settle in the first quarter of the entire fracture forming a growing immobile 
proppant bed (dark red color). Large parts of the fracture (and the outlet) are not covered by the 
proppant particles at all, which is shown as dark blue color.  

At t = 30 s, a dune forms close to inlets clogging more than half of the fracture height. Close to the 
lower and middle inlet a zone of high advection velocities and strong internal mixing forms. This 
mixing zone is characterized by high contrasts in density/viscosity and can be well captured within 
the experiments as well as with our numerical model on the right-hand side of the fracture. The 
maximum height and slope of the propagating proppant bed cannot be perfectly tracked in our 
simulations due to the nature of the FE discretization and the necessary upwinding, which cause 
increased diffusive transport mainly close to the areas with saturation concentration. The fracture 
is mostly clogged by the settled proppant as observed from the experiment, while our simulations 
predict a maximum dune height of 2/3 of the fracture height. In contrast, the predicted maximum 
bedding length is increased as compared to the experimental results. 

 

Figure 3: Comparison of our simulations to the experimental results of Chun et al. (2020) and the numerical 
model of Huang et al. (2022). 

As described in the theory section as well as in Huang et al. (2022) and Detournay et al. (2016), 
the fluid flow in the proppant bed changes from fracture flow to porous media flow after proppant 
concentration reaches the maximum value (i.e., proppant saturation), as the proppant pack acting 
as immobile porous media. The density and viscosity of the flowing media changes to pure 
carrying fluid properties, while for the rest of the domain, those values are still determined by the 
constitutive equations in Section-2. Figure 4 shows density and viscosity as functions of the 
proppant concentration in the slurry. Dark red colors mark the regions close to the proppant 
bedding with high viscosity/density, while dark blue colors represent properties of the pure 
carrying fluid. In the vicinity of the immobile proppant bedding, a segregation zone that separates 
slurry flow and water flow occurs due to the high concentration and viscosity acting as hydraulic 
barrier with limited exchange and reduced vertical fluid migration. 
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hil  

Figure 4: Density and viscosity of the slurry at the time of 30 s. High density/viscosity areas accumulate in the 
zones with concentrations close to the saturation. 

3.3 Effects of fracturing fluid and proppant particles 

The choice of slurry properties greatly affects the efficiency of hydraulic fracturing and the 
resulting fracture permeabilities. Therefore, we performed a sensitivity analysis with the simulated 
case at Section 3.2 as a base. We investigate the effects of the slurry rheology on the distribution 
of proppant particles by varying the proppant particle size and the viscosity of the fracturing fluid 
(Barboza et al., 2021). The proppant particle size affects the treatment for low-viscosity fluids, as 
coarse and high-density particles settle out rapidly and increase the risk of clogging the fracture. 
The selected particles (representing different kinds of fracture sands) and diameters (0.315 mm, 
0.415 mm, 0.63 mm) reflect commonly used treatments (Huang et al., 2022). On the other hand, 
the viscosity of the fluid affects the overall process in two ways: one is the settling process (Eqs. 
10-12) and the other is the velocity of the slurry (Eq. 16). Therefore, the simulated carrying fluid 
viscosities (0.1 mPa.s, 1 mPa.s and 10 mPa.s) reflect the usage of a gas-based fluid, slickwater and 
a linear gel. For all presented cases, a single vertical fracture is assumed, and the dimensions and 
injection scheme (regarding flow rates and inlet locations) are kept constant as described for the 
base case (Section 3.2).  

Figure 5 shows the results of the sensitivity analysis, which compares proppant distribution at 30 s 
after injection for the base case (center) against the rest of the cases with changes in particle size 
(left) and fluid viscosity (right). It is clear that the particle diameter directly affects the settling 
velocity and, therefore, the settling location. Coarse particles immediately settle out of the low-
viscosity slurry, resulting in a high dune near the inlet that extends almost the whole fracture 
height. Fine particles stay in suspension, which results in a flat proppant bed with a height less 
than half the fracture height. The increasing viscosity of the fluid affects the distribution of the 
proppant by changing the equilibrium height of the dune and slowing the settling of the particles 
from the slurry. The results indicate that a further decrease in viscosity (i.e., the case of 
𝜇𝜇=0.1 mPa.s) as compared to the base case has only a minor effect on the distribution of proppant 
and bedding. Immediate settling near the injection side dominates already for the low viscosity 
used in the base case. In contrast, an increase in viscosity is desirable for slurry transport. The 
particles settle uniformly along the entire length of the fracture, and we observe proppants are 
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transported out of the domain as a residual concentration of proppant is predicted in the slurry 
close to the outlet. 

 

Figure 5: Sensitivity of the base case regarding changes in proppant particle size (left) and fluid viscosity (right). 
Dark red colors indicate maximum proppant saturation. 

3.4 Hydraulic stimulation treatment 

The previously shown examples reflect laboratory scale proppant injection scenarios assuming a 
constant fracture aperture in space and time. In the reservoir treatment, a newly created or existing 
fracture propagates into the matrix as a function of the injected fluid volume, pressure, and time. 
The slurry, injected during this treatment, follows the continuous increase in fracture length and 
width using the hydraulic gradient between the injection well and the fracture tip. Common 
hydraulic fracturing models are derived in literature, e.g. assuming KGD, PKN or penny-shaped 
fractures (Brady and Poe, 1992). The advantage of these fracturing models is the possibility to 
solve them semi-analytically as well as with 2D and 3D numerical models (Jin and Arson, 2019; 
Meng et al., 2023). Several parameters like the injected volume, rock physical properties and the 
fluid leak off into the matrix can be considered (Chen et al., 2021). In this section, we assume a 
penny-shaped fracture extending radially around an injection borehole and simulate the proppant 
distribution with ongoing fracture propagation and fluid injection.  

Figure 6 shows the resulting aperture and proppant distribution of two individual timesteps (t = 1 s 
and 25 s) in a propagating disc-shaped fracture for a constant fluid injection 0.5 kg.m-3. The 
parameters reflect the fracture width/length used in Peshcherenko and Chuprakov (2021), 
neglecting the leak off into the surrounding matrix and gravitational effects. A minimum aperture 
of 1x10-6 m is assumed in the unstimulated areas. The proppant particles and fluid rheology are 
assumed to be the same as the base case (Table 2), except the injected slurry has a proppant 
concentration of 5 %. In the first few seconds, the slurry lacks behind the fracture extension 
resulting in less concentration at the fracture tips. With ongoing treatment, the slurry accumulates 
in the fracture tip and areas with less aperture.   

Note that in this simplified example, gravitational effects such as a hydrostatic pressure gradient 
and settling of particles were not considered. Those effects would result in a non-ideal radial 
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fracture and accumulation of proppant particles at the bottom of the fracture. However, comparison 
with analytical solutions is then no longer possible and the mutual coupling of all physical 
processes is required. In addition, closure effects, such as decreasing apertures and backflow of 
proppant, will be considered in a future study.  

 

Figure 6: Simultaneous injection of slurry with fracturing treatment into a radial extending fracture. The 
fracture length/width extends with time, and the slurry follows the newly generated fracture void space. 

4. Conclusion 
We have developed a workflow to simulate the transportation of proppant particles during 
hydraulic fracturing. This study focuses on the implementation and validation of the physical 
processes associated with the transport of a particle-laden slurry. The slurry is a mixture of a low-
viscosity fracturing fluid and high-density proppant particles. Processes involved include 
advective transport in the mixture, settling on the bottom of the fracture, hindered settling due to 
particle-particle interactions, and the change of the flow system from fracture to porous media 
flow with increasing proppant concentrations.  

The workflow is developed in the multiphysical MOOSE framework. Our model is benchmarked 
against different experimental (Chun et al., 2020; Tong and Mohanty, 2016) and numerical 
simulations (Hu et al., 2018; Huang et al., 2022). In addition, we demonstrated the ability of the 
modeling workflow to account for different fluid rheologies, concentration-dependent properties, 
proppant particles and injection schemes. The parameters used reflect the most common fracturing 
fluids and proppant particles in the context of a hydraulic fracturing treatment. Furthermore, the 
effect of leak-off into permeable host rocks or partially filled fractures can be considered. Due to 
the modular structure of the MOOSE framework, each physical process can be evaluated and 
treated individually. Finally, we presented preliminary results of a combined simulation of 
hydraulic fracturing with simultaneous slurry transport. The workflow targets the improvement of 
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the hydraulic fracturing design. It helps to predict and optimize the stimulation treatment and to 
translate laboratory experimental results into field operation guidelines. In the future, the model 
will be extended to capture further mechanical processes involved in the treatment, like fracture 
tip behavior, fracture closure, and associated proppant bridging. 
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ABSTRACT 

Thermally induced calcium carbonate precipitation (TICP) is a proposed method to precipitate a 
carbonate mineral (e.g., calcite) to reduce permeability and control short circuiting in EGS. 
Thermal hydrolysis of urea, in the presence of calcium or other divalent cations, can result in 
carbonate mineral precipitation. When TICP occurs in fractured rock, it can result in a reduction 
of permeability, with the potential to mitigate short circuiting. In this study we evaluate through 
reactive-transport modeling the thermal hydrolysis of urea (producing CO2 and NH3) and 
subsequent calcite precipitation coupled to fracture porosity-permeability changes. Simulations 
were performed of batch experiments over a wide range of temperatures, followed by 3-D reactive-
transport simulations of flow-through experiments in fractured cores. 
A thermodynamic-kinetic model for urea hydrolysis was developed and tested on batch 
experiments using TOUGHREACT over temperatures of 100-180 °C. A 3-D reactive transport 
model of a fractured granitic core experiment was used to evaluate TICP-induced permeability 
reduction for two cases at 150 °C and 180 °C. Both cases considered continuous injection of 3 M 
Urea + 1.3 M CaCl2 solution at pH 7. Temporal evolution of calcite precipitation, permeability 
reduction, porosity change, pH, and aqueous species concentrations, show that urea plumes extend 
further at 150 °C and permeability changes slower than at 180 °C due to slower hydrolysis kinetics. 
The maximum volume of fracture calcite precipitation at 180 °C after 1 hour is ~4 times higher 
compared to 150 °C. At 180 °C, and after 48 hours injection, the fracture was nearly completely 
sealed with a permeability reduction by ~105 orders of magnitude, whereas at 150°C there was 
only ~60% reduction. Simulations are being performed to evaluate effects of differences in 
injection/reservoir temperatures, injection rate, urea and salt (e.g., CaCl2) concentrations, and 
effects of rock and pore fluid compositions. New batch and flow-through experiments performed 
at Montana State University will be used to calibrate and refine the models for application to field-
scale applications. 

1. Introduction 

Enhanced Geothermal Systems (EGS) are engineered geothermal reservoirs that may not have 
adequate permeability (until they are stimulated) to be considered economically feasible but 
represent a source of significant energy production potential in the US1, 2. An abundance of hot, 
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low permeability rock formations are available around the world, however the success at using 
them for geothermal energy resources is dependent on fluid accessing the rock matrix via a fracture 
networks3. Thus, in EGS, the formation is stimulated (hydraulically) to create permeability by 
reopening existing fractures or creating new ones 4, 5. While EGS in hot rock systems is technically 
possible, there are challenges related to the fracture network to overcome, including: (1) achieving 
the desired flow rate following stimulation and (2) thermal short-circuiting in high permeability 
regions that may connect an injection well to a producing well6.  

In this paper, we assessed the potential of thermal hydrolysis of urea as a process to precipitate 
carbonate mineral to reduce permeability and control short circuiting in EGSs through a 
combination of laboratory work and computational modelling. The target process, referred to as 
thermally induced calcium carbonate precipitation (TICP), is discussed in detail below. When 
TICP occurs in fractured rock, it can result in a reduction of permeability, with the potential to 
mitigate short circuiting. Urea hydrolysis and calcite precipitation reactions are as follows: 

NH2CONH2 (urea) + H2O ↔ NH2COONH4 (ammonium carbamate)  (1) 
NH2COONH4 ↔ 2NH3 +CO2       (2) 
Ca2+ + CO2 + 2NH3 + H2O ↔ 2NH4

+ + CaCO3    (3) 
Reaction (1) is slow (rate limiting), and follows first order reaction kinetics7.  The 2nd reaction is 
fast, and used for setting up thermodynamics. The preliminary study by Phillips et al. (2021)8 has 
not considered the thermodynamic limitations in their preliminary studies. Therefore, the first task 
is to build a model for hydrolysis of urea which can account for both, reaction kinetics and 
thermodynamic limitations in the desired temperature range (100 -180 ºC). 
  
2. Method 

Using the equilibrium data (Table 1) and hydrolysis rate constant (Table 2), we have calculated 
the extent of urea hydrolysis in the temperature range of 100ºC - 180ºC by setting up batch 
reactions in TOUGHReact 4.149. Then, a reactive transport model is set up to quantify the 
permeability reduction due to TICP in a fractured core reactor. Fractured core of 1 in diameter and 
2 in length is set up for the reactive transport simulations using 3-dimensional mesh of 1 mm 
fineness. The core geometry is based on the core sample considered in the DOE report by Phillips 
et al., 20218. Fracture aperture is 0.5 mm which is set up as of 1 mm thickness, and 0.5 porosity in 
the middle of the core (y-z plane). TOUGHReact 4.14 (Sonnenthal et al., 2021) is used to simulate 
the hydrolysis of urea and calcite precipitation at 150 °C, and 180 °C.  Hydraulic properties of 
fracture and matrix is given in table 3. A total of 24 ml fluids (3 M Urea + 1.3 M CaCl2) was 
injected for 48 hours at a constant injection rate. Rate kinetics for calcite is taken from Palandri 
and Kharaka, 200410. Hydrolysis rate constant for urea in presence of CaCl2 is given in Table 2. 
For both the cases (150°C and 180°C), the initial pH is 7 and the temperature of injection water is 
70°C.  
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Table 1: Equilibrium constant for hydrolysis of urea (source: Brouwer, 2022)11 

Temperature (ºC) Equilibrium constant  
140 0.695 
150 0.850 
160 1.075 
170 1.375 
180 1.800 
190 2.380 
200 3.180 

 
 

Table 2: Hydrolysis rate constant (hr-1), source: Phillips et al. (2021)8 

Temperature (ºC) 1 M Urea 3 M Urea 1 M Urea + 1 M CaCl2 
100 0.0118 0.0178 0.00301 
110 0.0223 0.0279 0.00687 
120 0.0423 0.0438 0.01570 
130 0.0800 0.0686 0.03587 
140 0.1514 0.1074 0.08192 

150 0.2866 0.1683 0.18712 

160 
  

0.427415 
170 

  
0.9762857 

180 
  

2.2299964 
190 

  
5.09367717005 

200 
  

11.6347929366 
 

Table 3: Hydraulic properties of fracture and matrix  

Unit Porosity Permeability(m2) Pore compressibility 
(Pa-1) 

Pore expansivity 
(1/°C) 

Fracture 0.5 1.82e-11 3.0e-9 3.0e-5 
Matrix 0.005 2.96e-19 3.0e-8 3.0e-5 

 

3. Results 
 

3.1. Hydrolysis of 1 M urea (no flow case) 

Time series plot of NH3 concentration (mol/L) in figure 1 indicates the extent and rate of urea 
hydrolysis. 1 mole of urea yields 2 moles of NH3 (equation 1 and 2). Although the higher 
conversion of urea to NH3 and CO2 is achieved at lower temperature (100 ºC in this case), the 
reaction kinetics slows down significantly as temperature decreases. In the purview of extent and 
rate of urea hydrolysis, 150 ºC and 180 ºC have been used for setting up reactive transport 
simulations in the fractured core. 
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Figure 1: Concentration of NH3(mol/L) during hydrolysis of 1 M urea in the temperature range of 100ºC - 
180ºC (Thermodynamic data is based on Brouwer, 2022). 
 
3.2. Urea hydrolysis and calcite precipitation in the fractured core 

Urea hydrolysis begins right after the injection. However, the rate of hydrolysis at 180°C is ~12 
times higher as compared to 150°C. Therefore, urea plumes takes more time to hydrolyze at lower 
temperature and travels further in case of 150°C (figure 3). CO2(aq) plume in figure 4 reflects 
higher calcite precipitation at 180°C . Amount (volume fraction) of calcite precipitated after1 hour 
and 48 hours is plotted in figure 4. The amount of precipitation at 180°C is ~4 times as compared 
to 150°C case. Permeability reduction due to calcite precipitation is plotted in figure 8. A 
significant permeability reduction. (by 106 order) is achieved for 180°C, whereas ~60% reduction 
in permeability is estimated for the 150°C case. Permeability reduction or clogging of pore space 
due to calcite precipitation leads to increase in pressure during the injection (figure 2). 
 
The modeling results for the batch reactor show calcite precipitation via urea hydrolysis as a 
method for premieability control in subsurface geothermal wells and fractures. More study will be 
needed to further prove the technology under a broader range of temperature, pressure, and 
chemistries. Also, larger reactor systems should be used to scale-up preactices for future in-situ 
testing. 
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Figure 2: Pressure(bar) and temperature (in °C, contour plot) at fracture plane after 1 hour (left) and 48 
hours (right) at 150°C (top) and 180°C (bottom). 
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Figure 3: Concentration of Urea (mol/L) at fracture plane after 1 hour (left) and 48 hours (right) at 150°C (top) 
and 180°C (bottom   
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Figure 4: Concentration of CO2 (aq) (mol/L) at fracture plane after 1 hour (left) and 48 hours (right) at 150°C 
(top) and 180°C (bottom). 

 

 

565



  Kumar et al. 
 

 

 
Figure 5: pH at fracture plane after 1 hour (left) and 48 hours (right) at 150°C (top) and 180°C (bottom). 
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Figure 6: Amount of calcite precipitation (m3 of mineral/m3 medium) at fracture plane after 1 hour (left) and 48 
hours (right) at 150°C (top) and 180°C (bottom). 

 

 

 

567



  Kumar et al. 
 

 

Figure 

7: Changes in porosity at fracture plane after 1 hour (left) and 48 hours (right) at 150°C (top) and 180°C 
(bottom). 
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Figure 8: Permeability reduction (permeability ratio) at fracture plane after 1-hour (left) and 48 hours (right) at 
150°C (top) and 180°C (bottom). 
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4. Conclusions  
Urea takes more time to hydrolyze at lower temperature (Figure 1) and plume travels further in 
case of 150°C (Figure 3). The amount of calcite precipitation at 180°C is ~4 times as compared to 
150°C case after 48 hours (Figure 6). Therefore, a significant permeability reduction (by 106 order) 
is achieved for 180°C, whereas ~60% reduction in permeability is estimated for the 150°C case 
(Figure 8). Permeability changes of several orders of magnitude are possible at reservoir 
temperatures of 180 °C with short time periods of injection. At lower reservoir temperatures or 
with much cooler injection fluids the injection period would need to be increased, and the injection 
rate decreased (for cold injection fluid into a hot reservoir). For a future studies, a broad range of 
temperature, pressure, mineralogy, pH, and water chemistry should be considered.  
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ABSTRACT 

Huff-and-puff is a cyclic single well development technique utilized in tight sedimentary 
reservoirs, where traditional multi-well patterns prove ineffective due to extremely poor 
permeability. To enhance oil recovery in these reservoirs, various injection fluids such as steam, 
solvent, surfactant, or their combinations have been identified for their potential. This concept can 
also be extended to enhanced geothermal reservoirs, where improved thermal performance 
necessitates large surface areas or extended residence times for the working fluid.  

This study focuses on exploring the technical feasibility of harnessing geothermal energy from 
deep, tight Enhanced Geothermal Systems (EGS) using the huff-and-puff approach. Field data 
from the GeneSys project serves as input for simulations, aiming to enhance the performance of 
geothermal huff-and-puff operations. The study considers four scenarios: adjusting the vertical 
spacing between injection and production zones, modifying the horizontal spacing, increasing the 
number of fractures, and optimizing the duration of the huff-and-puff cycles. 

The findings reveal that significant improvements in the geothermal system performance can be 
achieved by increasing the number of fractures and optimizing the heat farming strategy through 
different injection times. These insights pave the way for more efficient utilization of geothermal 
resources and enhance the overall energy recovery process in tight EGS reservoirs. 

1. Introduction  

Huff-and-puff is a single well development technique that follows a cyclic injection, soak and 
production scheme. It has been widely applied in tight sedimentary reservoirs where multi-well 
development patterns lose their effectiveness due to extremely poor permeability. Steam, solvent, 
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surfactant, or a combination of them as injection fluids have been recognized to have considerable 
potential in enhancing oil recovery for tight reservoirs. 

In 2005, the huff-n-puff technique was first applied for extracting geothermal energy in the 
GeneSys Project. This projected injected cold water at a temperature of 10°C in to an abandoned 
Horstberg well located in the Northern German Basin. The target Middle Bunter sandstone layers, 
as shown in Fig.1, is a deep, tight, hydraulically fractured system. The formation has a moderately 
high reservoir temperature (~150°C) and high pressure (~600 bar). Its average porosity is around 
7% (Orzol et. 2005; Tischner et al. 2010). 

 
Figure 1: Stratigraphy, well completion and temperature profile of the well Horstberg (Torsten et al. 2010). 

During operation, the GeneSys Project monitored the reservoir performance as Fig.2 displays. 
During the weekly cycle (huff-n-puff), 10°C water was first injected for approximately 36 hours. 
The reservoir pressure gradually built up from 600 bar to 685 bar and the downhole temperature 
was cooled down during this period. For the following 21 hours, the Horstberg well was shut in 
and correspondingly, the reservoir pressure declined, and cold water was heated up by the hot 
resource water. Injection and shut-in operations were conducted during weekends and over the 
next 5 weekdays, production and well shut-in were alternatively operated for daytime (15 hours) 
and nighttime (9 hours). During the production process, geothermal energy carried by recovered 
warm water is utilized to meet the energy needs of human activities, resulting in a decrease in 
downhole flow pressure (BHP). During the shut-in period, reservoir pressure is restored to 
maintain long-term sustainability without providing any energy. The monitored temperatures of 
produced water at surface approached 90°C for the weekly cycle. 
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Figure 2: a) downhole pressure (in red), reservoir pressure (in green) and water rate (in blue); b) downhole 

and wellhead temperature during the weekly cycle (huff-puff). Positive flow rate indicates injection and 
negative flow rate indicates production (Torsten et al. 2010). 

 

The good results from the demonstration project, however, do not maximize the exploitation of 
energy from thin and horizontally extended formations. Therefore, this study aims at identifying 
other key parameters that could improve the efficiency of geothermal energy extraction by huff-
and puff technique for a hydraulically fractured well. 

2. Methods 
A numerical simulation approach was used to replicate the GeneSys project and further perform 
sensitivity analyses. The numerical code (ResFrac) used is a multi-physics numerical model. It 
combines hydraulic fracturing, wellbore flow, and reservoir flow with geomechanics, all in the 
same package. The code utilizes a 1D submesh to solve heat and flow transfer between the matrix 
and the fracture to reduce the computation efficiency and keep higher accuracy. This model was 
used to understand the system performance and the effect of different parameters on the storage 
potential and energy production.   

In this work, energy storage in a geothermal was modeled. The concept is a deviated well that is 
drilled and stimulated. The fracture geometry was assumed to have a 600 ft half-length and 1500 
ft height. The fracture geometry is assumed to be constant for all cases. Only the well position was 
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changed in the modeling part. This can be a good assumption as the fracture geometry is governed 
by the stress barrier, not by relative well location in the stress area zone.   

The base case model is illustrated in Figure 3. The initial reservoir temperature is 430F. The 
fracture extends to the high permeability zone. The fluid is injected through the tubing to the 
fracture. It leaks off to the high permeability formation and gets produced through the annular 
space (upper perforation). The model size was assumed to be 10,000 ft by 10,000 ft in the 
maximum and minimum horizontal stress directions. The model is 3,000 ft in the vertical direction. 
The high permeability zone has 200 ft height with 100md permeability. The well is 8,000ft in 
depth. The injection tubing is assumed to be 4.5in ID with a casing of 6in ID. The injection 
wellhead pressure was constrained to a maximum of 2000 psi. The production was constrained to 
150 psi on wellhead. The heat transfer coefficient was assumed to be 9 BTU/(ft2-hr). Water was 
injected at 60 F surface temperature.    

 

 
Figure 3: Base case model showing permeability zones and well schematic with fracture. 

A sensitivity analysis was conducted to understand the effect of different vertical and horizontal 
perforation spacings, the effect of stimulating the upper perforation zone and the effect of changing 
the injection/production schedule. The vertical spacing is the spacing on a TVD between the 
injection and production zones. The horizontal spacing is the spacing between the production 
location and the injection location on an true lateral basis.   

The vertical spacing was changed to 200 ft, 350 ft, and 550 ft. The horizontal spacing for all these 
cases was kept the same at 200 ft. The water was injected into the well for 10 days and then 
produced for 5 days.   

The horizontal spacing was changed to 350 ft, 400 ft, 450 ft, and 500 ft. The vertical spacing for 
all these cases was kept constant at 950 ft. The water was injected into the well for 10 days and 
then produced for 5 days.  
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At a vertical spacing of 950 ft and a horizontal spacing of 450 ft. The injection/production cycles 
were interchanged. The production duration was kept constant at 5 days, whereas the injection was 
varied at 5, 10, and 15 days.   

A fracture was added to the production perforation and compared to production without a fracture. 
The fracture had a half-length of 250 ft and a total fracture height of 200 ft. The perforations' 
vertical spacing was 950 ft, and the horizontal spacing was set to 350 ft. 

3. Results 
The figures below show the different results when key operational parameters are changed for the 
system.   

3.1 Impact of changing vertical spacing 

Figure 4 shows the injection rates, production rates, cumulative injection and production, and well 
head temperature over the one-year simulation period. Though the vertical spacing does not impact 
the wellhead temperature, there is a much larger cumulative water injected and produced in the 
case of the 200 ft vertical spacing. This reduces with increase in vertical spacing. This is due to 
less distance for the fluid to travel thereby allowing for more water to be injected at a shorter 
vertical spacing. 

 
Figure 4: Injection rates, production rates, cumulative injection and production, and well head temperature 

for different vertical spacing. 
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3.2 Impact of changing horizontal spacing 

Figure 5 shows the injection rates, production rates, cumulative injection and production, and well 
head temperature over the one-year simulation period when the horizontal spacing is changed. 
There is not a significant impact of changing the horizontal spacing for all the parameters and it is 
concluded that this is not a significant parameter.  

 
Figure 5: Injection rates, production rates, cumulative injection and production, and well head temperature 

for different horizontal spacing. 

 

3.3 Impact of changing soak schedule 

The huff-n-puff schedule was changed by increasing the injection time before production as shown 
in Figure 6. The optimal injection time was 10 days as five days seemed too short to extract 
sufficient heat while 15 days resulted in reduced injection and production rate when the storage 
volume was saturated. This shows that the heat farming strategy can be optimized and should be 
done for different projects. 
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Figure 6: Injection rates, production rates, cumulative injection and production, and well head temperature 

for different injection durations. 

 

3.4 Impact of creating an additional fracture 

Figure 7 compares the injection rates, production rates, cumulative injection and production, and 
well head temperature for one vs two fractures. The introduction of an additional fracture creates 
larger volume for heat extraction and results in larger well head temperatures. 

578



Merzoug et al. 

 
Figure 7: Comparing injection rates, production rates, cumulative injection and production, and well head 

temperature for one vs two fractures. 

Including an additional fracture appears to be the most significant parameter impacting the thermal 
performance of the geothermal huff-n-puff. 

4. Conclusion 
Through this numerical study, a few conclusions can be drawn as below: 

1. Geothermal energy in tight sediments can be extracted via a combination of hydraulic 
stimulation treatment and huff-n-puff technology. 

2. The efficiency of a geothermal huff-n-puff can be improved by increasing the number of 
fractures and optimizing the heat farming strategy. Adding one fracture significantly improved the 
flowrates and wellhead temperatures. 

Further work should be done to understand the economics of increasing the number of fractures,. 
More economics study is required for this geothermal technique to be extensively applied in the 
field.   
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ABSTRACT  

The performance of Enhanced Geothermal Systems (EGS) is largely attributed to successful 
stimulation and the effective recovery of heat from low permeable hot rocks in the subsurface. 
Generally, heat recovery from active fields may encounter challenges such as flow short-circuiting 
associated with fluid moving quickly through highly conductive pathways and reaching producer 
wells with little or no temperature increase. This early thermal breakthrough can negatively affect 
thermal sweep efficiency and leave significant amount of heat retained in unreached portions of 
the EGS. Previous studies have explored non-invasive approaches such as cyclic operations of 
closing wells until thermal recovery and flowing until breakthrough. To mitigate flow short-
circuiting and improve thermal sweep efficiency in EGS, Ionic Liquid (IL) mixture has been used 
as alternate working fluid in this study. The mixture is designed to preferentially alter the flow 
path from highly conductive to least conductive fractures in the reservoir through temperature-
controlled permeability tuning. However, it is important to understand and quantify the degree of 
change to fracture conductivity after flow with IL. Thus, the objective of this work is to assess the 
impact of IL mixture on fracture conductivity and select the optimum IL mixture for EGS by 
estimating rate change and length of transition periods between flow. 

Two ILs, 1-hexylpyridinium tetrafluoroborate (HPyBF4) and 1-hexylpyridinium bromide 
(HPyBr), were investigated at two temperatures, 22°C and 50°C. The observed results demonstrate 
a significant drop in flow rates, exceeding 80%, upon the injection of IL into the sample. The less 
viscous HPyBF4 exhibited more reduction in flow rate compared to HPyBr. Following the IL flow, 
DI water was injected into the sample, resulting in a gradual recovery of the flow rate, albeit lower 
than the initial water flow rate. For both ILs, the reversibility generally increased as temperature 
increased from 22°C to 50°C. Also, the transition time slightly increased at a higher temperature. 
Preliminary findings of HPyBr indicated an opposite trend of reversibility in comparison to 
HPyBF4. The findings from this study, along with future research, have the potential to aid EGS 
operators in effectively utilizing ILs in EGS applications to enhance heat sweep efficiency.  
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1. Introduction 
Recently, the enormous potential of geothermal reservoirs for thermal energy production has 
gained attention in response to the escalating global energy demand and concerns about climate 
change. The extraction of heat energy from Hot Dry Rocks (HDR) typically requires hydraulically 
stimulated paths to facilitate fluid flow (Abé et al., 1999; Olasolo et al., 2006; Brown, 2009; 
Johnson et al. 2011; Lu, 2018). These engineered systems, known as Enhanced Geothermal System 
(EGS), are made possible by reservoir stimulation techniques. By injecting fluid at high pressures, 
fractures are created or induced through slip on pre-existing discontinuities (McClure and Horne, 
2011), and their conductivity is subsequently maintained by the pressure exerted by the circulating 
fluid with the aid of proppants. Ishibashi et al. (2012) affirms that these artificially created fracture 
networks serve as the predominant pathways for fluid flow within the system. However, these 
systems are prone to various challenges, including induced seismicity (Ye and Ghassemi, 2022), 
issues related to well connectivity and channeling (Ishibashi et al., 2012), complexities arising 
from coupled thermo-hydro-mechanical fluid-rock interaction (Soulheil et al., 2011; Eric et al., 
2015; Sulav and Ipsita, 2020), fracture flow behaviors and permeability evolution (Frash et al., 
2013), and flow short circuiting (Wyborn et al., 2004; Brown et al., 2012).  

The successful stimulation of an EGS critically depends on the creation of well-connected flow 
paths and specific fracture properties that have an impact on heat production and the economics of 
the project (Fu and Carrigan, 2014). To achieve effective heat extraction, it is desirable to have 
uniformly dispersed flow across a large volume of rock. However, the heterogeneity of the rock 
and the complexity of fracture network results in flow concentration in certain parts of the fracture 
network with higher transmissivity (Frash et al., 2013; Fu and Carrigan, 2014; Fu et al., 2016). For 
example, in intersecting fractures with rough surfaces, only approximately 30% of the fracture 
area is conductive to flow, leaving the remaining stimulated volume non-conductive (Ishibashi et 
al., 2012). In reservoir-scale systems with complex fracture networks, this implies a significant 
loss of heat and an underutilization of the EGS in the long run. Furthermore, the continuous 
recovery of heat from dominant fractures leads to a temperature decline, causing a reduction in 
fracture closure stress due to the thermal contraction of the formation. This reduction enhances 
fracture conductivity and consequently leads to faster thermal drawdown and breakthrough of the 
system, while smaller fractures remain unexploited and thermally active (Koh et al., 2011; Fu et 
al., 2016). This phenomenon results in flow short circuiting, which refers to the rapid flow of 
injected fluid directly between an injector and a producer without significant heat recovery 
(DuTeau et al., 1995).  

The occurrence of thermal breakthrough depends on various factors such as reservoir permeability, 
fracture leak-off, well spacing, temperature, injection and production rate, and fracture 
transmissivity (Li et al., 2016). For EGS operators, it is crucial to avoid or delay early thermal 
breakthrough as it can significantly impact the long-term economics of the project. Koh et al. 
(2011) observed a declining trend in production fluid temperature with increasing heterogenous 
fracture permeability distribution. DuTeaux et al. (1996) noted that flow would diffuse across a 
larger fracture volume after a long period of heat production, which may not be economically 
feasible to wait for. To mitigate the effects of short-circuiting, several approaches have been 
proposed including cyclic periodical shut-in and flow operations (Fan et al., 2020), tunable fracture 
conductivity using engineered proppants (Zhang and Taleghani, 2022), and large well spacing with 
more fracture stages and optimum circulation (Li et al., 2016). Zhang and Taleghani (2022) 
numerically modeled temperature-sensitive proppants to target hotter fractures within the EGS, 

582



Momoh et al. 
 

enabling the tuning of fracture conductivity throughout the reservoir based on the temperature, 
higher fracture conductivity in high-temperature zones and lower conductivity in lower-
temperature zones. However, there is currently a lack of laboratory experimental work 
investigating the concept of tuning fracture conductivity, especially when utilizing fluids.   

Shear thinning fluids have been applied in different areas such as drilling to initiate crossflow 
between layers of highly dispersed permeability distribution by reducing mobility and stabilizing 
injection front (Rodriguez and Radilla, 2016). The reduction in mobility and injection front creates 
a transverse gradient that causes fluid flow into less permeable regions (Silva et al., 2012). Thus, 
in this study, we have injected novel ionic liquids (ILs), thermal dependent viscous fluid, into 
fractured granite samples to investigate the fracture conductivity tuning using ILs. The idea is that 
when IL is injected, it quickly occupies the dominant fractures, which are cooler due to more heat 
recovery, because of the flow preference. This increases the pressure gradient across the dominant 
cooler fracture and ultimately forces the working fluid to flow through hotter fractures. When the 
temperature recovers in the dominant fracture over time, the viscosity will drop, and the flow of 
working flow will reverse back to the dominant fractures. To test the reduction in flow rate due to 
IL and the reversibility to working fluid, we selected and tested two ionic liquids on fractured 
granite samples at two temperatures. DI water is injected prior to and after each IL flow with 
varying injection pressures. The results have been analyzed to understand the impact of each IL 
flow on the fracture properties and to assess the reversibility of fracture conductivity under various 
temperature and pressure conditions. 

2. Materials and Methods 
2.1 Core Samples 

Cylindrical core samples of North American Pink granite with a diameter of 1.5” and a height of 
3.0” were used for this test (Figure 1). Prior to placement in the Hoek cell, the sample was carefully 
wrapped with tape to prevent any sliding or additional crushing. The properties of the North 
American Pink granite samples are provided in Table 1. Mechanical properties of Sierra White 
granite are listed for reference (Hu et al., 2020).  

  

Figure 1: North American Pink granite sample used in testing. 
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Table 1: Properties of Granite 

Quantity  
Density, [g/cc] 2.58 
Mass, [g] 224.0 
Height, [in] 3.01 
Diameter, [in] 1.50 
Porosity, [%] 0.80* 
Permeability, [nD] 680* 
Youngs Modulus, [GPa] 65.0* 
Poisons Ratio 0.27* 

*Values from Hu et al. (2020) for popular granite. 

2.2 Fluids 

De-ionized (DI) water and two Ionic Liquid (IL)s were utilized in the flow test. The properties of 
the DI water and the two ILs, 1-hexylpyridinium tetrafluoroborate (HPyBF4) and 1-
hexylpyridinium bromide (HPyBr), are listed in Table 2.1. These ILs were prepared and subjected 
to thermal stability testing. They were further characterized using H-NMR to identify their unique 
proton signature. Figures 2(a) and 2(b) show the viscosity profile for the prepared ILs at different 
shear rates (SR) and temperatures. 

Table 2: Properties of the DI water and ILs. 

Fluid Viscosity  
(@SR =25-100 1/s & P =0.7 MPa)   

[cp] 

Density 
 

[g/cc] 

Thermal Stability 
 

[°C] 
 22 °C 50 °C   
HPyBF4 338-355 88-100 0.940 380 
HPyBr 697-715 214-285 1.105 N/A 
DI H2O 1 0.6 1.000 --- 

 

Evident of shear thinning fluids, the viscosity of these Ionic Liquids decreases with increasing 
shear rates and temperature. However, this rate of decrease is slightly faster for the more viscous 
HPyBr. At lower temperature, the viscosity of the fluids is independent of shear rate. DI water 
viscosity and density are estimated by the equations (Shu et al., 2020): 

𝜇𝜇𝑤𝑤 = 1.3799 − 0.0212 × 𝑇𝑇 + 1.3604 × 10−4 × 𝑇𝑇2 − 4.6454 × 10−7 × 𝑇𝑇3 +
8.9042 × 10−10 × 𝑇𝑇4 − 9.0790 × 10−13 × 𝑇𝑇5 + 3.8457 × 10−16 × 𝑇𝑇6 (1)

 

and  

𝜌𝜌𝑤𝑤 = 838.4661 + 1.4005 × 𝑇𝑇 − 0.003 × 𝑇𝑇2 +  3.7182 × 10−7 × 𝑇𝑇3 (2) 

for 0°C < T < 100°C (273K < T < 373K). 
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Figure 2: Viscosity to Temperature profile of (a) HPyBF4 and  

(b) HPyBr at varying shear rates at 100 psi. 

2.3 Equipment 

 
Figure 3: Experimental set-up of the fracture conductivity test 

An Instron loading frame is employed to maintain a constant axial load of 11.7 MPa (1,700 psi) 
throughout the entire duration of the test. Figure 3 shows the experimental set up and the 
positioning of the sample within the Hoek cell. Real-time data recording of axial stress and axial 
deformation values is achieved using commercial software with a data transfer capacity of 1000Hz 
and a repeatability of +/- 0.25%. The Hoek cell has the capacity to provide controlled heating up 
to 100°C. For this study, flow tests were conducted under 22°C and 50°C. To maintain a constant 
confining stress of 6.9 MPa (1,000 psi), an ISCO pump with a 10,000-psi capacity is utilized. The 
sample is isolated from the confining fluid, temperature control liquid with a working range of –
20°C to 180°C, by a core sleeve, ensuring no interaction occurs between the confining fluid and 
the working fluid and preventing fluid flow around the periphery of the sample.  
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A magnetic stirrer with plate capacity of 300°C and fluid temperature capacity of 100°C is 
employed to pre-heat liquid before injection. The stirrer has a sensor to regulate the fluid 
temperature. The upstream/injection pressure is regulated using another ISCO pump and the 
downstream pressure is controlled by a regulator with a constant pressure of 0.7 MPa (100 psi). 
Fluid is allowed to flow from the bottom to top of the cell to remove any air bubbles present in the 
sample. Pressure and flowrate data were recorded with the aid of ISCO pump controller software 
at a rate of 500 readings per second.  

2.4 Flow in Fractures 

At the prevalent pressure and stress conditions, flow rate is assumed to be sufficiently low such 
that inertia forces are comparatively negligible to viscous force and the hydraulic conductivity can 
be approximated for a single rock fracture using the cubic law as (Zhou et al., 2015; Rong et al., 
2016; Tan et al. 2020; Javadi et al., 2010) defined by, 

𝑄𝑄 =
𝑤𝑤𝑒𝑒ℎ3

12𝜇𝜇
𝛥𝛥𝛥𝛥
𝑙𝑙

(3) 

where the conductivity is directly related to the aperture by, 

𝐾𝐾 =
𝑒𝑒ℎ2

12
(4) 

where Q is the volumetric flowrate, µ is the fluid viscosity at a given temperature, ΔP/l is the 
pressure gradient, and A is the cross-sectional area, which can be expressed as the product of the 
hydraulic aperture and the fracture length perpendicular to flow, eh×w. The Reynolds number 
given by, 

𝑅𝑅𝑒𝑒𝑓𝑓 =
𝜌𝜌𝑄𝑄𝑒𝑒ℎ
𝐴𝐴𝜇𝜇

 (5) 

where ρ is the fluid density. 

2.5 Experimental Procedure 

The flow experiments were conducted following the procedure outlined below: 

1. The sample is placed in the Hoek cell, and the desired axial and confining stresses are 
applied using the load frame and syringe pump. 

2. The Hoek cell temperature is raised to the target value. Simultaneously, the heat plate and 
magnetic stirrer are utilized to slightly exceed the desired temperature of the heat bath, 
ensuring that the working fluid temperature at the inlet matches the cell temperature. This 
prevents any temperature drop in the core sample caused by the temperature gradients 
between the core and the working fluid.  

3. The sample is saturated with DI water by injecting DI water for 5-10 minutes with an 
injection pressure of 800 psi. This flooding is repeated 2-3 times to achieve a consistent 
flow rate value under the specified temperature and pressure condition. 

4. Following saturation, DI water is injected for 15 minutes at 800 psi to measure the flow 
rate before the IL flow. 
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5. An IL is injected at 800 psi for a duration of 10 minutes.  
6. After the IL flow, the inlet and outlet valves are closed, and the pump is cleaned using IPA 

(Iso-propyl alcohol) and flushed with DI water multiple times. The duration of cleaning 
time is approximately 5 minutes. 

7. An after-flow test with DI water is conducted over 1-2 hours until the flow rate stabilizes 
at a plateau.  

8. Before commencing the next test, the sample is flushed with a higher injection pressure of 
approximately 1,000 psi for 5-10 minutes.  

9. The test is repeated for the next injection pressure case, starting from step 3.  

After the test the results are analyzed following the procedure below: 

1. The final flow rate of each cycle is determined based on the average flow rate of the plateau. 
In cases where the plateau is not clear, an asymptotic line is picked based on the trend. 

2. The transition time is estimated by analyzing the flow rate profile. 
3. The conductivity and fracture aperture are estimated using the cubic law in Equation (3). 

Viscosity and density of water are estimated using Equations (1) and (2). 

3. Results 
3.1 HPyBF4 

The first set of flow tests is conducted using HPyBF4 at 22°C, room temperature, and 50°C. The 
collected data is processed into a continuous spectrum from the initial water flow cycle through 
the IL flow cycle and then to the after-water flow cycle as shown in Figures 4, 5 and 6 for HPyBF4. 
The disconnected regions reflect the period of transition between the fluids, in which the data was 
not recorded.  

 
Figure 4: Flow rate profile for HPyBF4 at 22°C for differential pressure of 4.83 MPa (700 psi). 
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For the case of a 4.83 MPa (700 psi) differential pressure, which represents the pressure difference 
between the injection pressure and the outlet pressure, the initial water flow rate is approximately 
4.1 ml/min (Figure 4). There is a slight decreasing trend in the initial water flow rate over time 
reaching a steady state as the injection pump is set at a constant pressure. Once the change in flow 
rate decreases to less than 0.1 ml/min, the HPyBF4 is injected. Upon injection of the IL, the flow 
rate drops abruptly and stabilizes at a value close to 0.15 ml/min. When water is injected into the 
sample after the IL flow, the flow rate gradually recovers and reaches 1.5 ml/min after 
approximately 25 minutes. However, the water flow rate remains lower than the initial flow rate, 
resulting in a drop of approximately 63%.  

 
Figure 5: Flow rate profile for HPyBF4 at 22°C for differential pressures of  

(a) 3.45 MPa, (b) 4.14 MPa, and (c) 4.83 MPa. 

Overall, the flow rate profiles exhibit a similar trend for all three injection pressures (Figure 5). 
The flow rate is the highest for the initial water flow, but it experiences a sudden drop as the 
HPyBF4 is injected. The flow rates of HPyBF4 are significantly lower than the initial water flow 
rates in all cases, with a reduction of nearly 95%. Following the IL flow, as water is reintroduced 
into the sample, the flow rate recovers to approximately 30-40% of the initial flow rate, i.e., the 
reversibility (ratio of the rates in the after IL flow cycle to that of the initial flow cycle). The 
transition times from the IL flow to water flow range from 25 to 30 minutes. 

 
Figure 6: Flowrate profile for HPyBF4 at 50 degrees for differential pressures of  

(a) 3.45 MPa, (b) 4.14 MPa, and (c) 4.83 MPa. 
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The second set of tests is conducted at a higher temperature of 50°C. At this elevated temperature, 
the viscosity of HPyBF4 is lower compared to the value at room temperature (as indicated in Table 
2). It should be noted that despite flushing the core sample with water at higher injection pressure 
between each test, the initial water flow rate is lower than the 22°C cases under the same pressure 
conditions. This reduction in initial water flow rate can be attributed to changes in fracture 
conductivity from the 22°C tests. The flow rate profiles for all three cases show a similar response 
to the 22°C cases (Figure 6). The flow rate of the IL, compared to the initial water flow rate, ranged 
from approximately 3-6% at both tested temperatures. However, in comparison to the 22°C cases, 
the reversibility was higher, and lies between 40% and 60%. The transition times appear to be 
slightly longer, between 30 and 40 minutes, when the temperature is increased to 50°C. 

  
Figure 7: Flow rate versus differential pressure trends for HPyBF4 at (a) 22°C and (b) 55°C. The three lines 

represent: Initial flow (green), IL flow (red), and After flow (blue). 

 

Table 4: Flow rate and conductivity results for HPyBF4. 

  Initial Flow IL Flow After Flow  

T ΔP Q eh K Q eh K  Q eh K Δt 
[°C] [MPa] [ml/min] [µm] [10-12m2]  [ml/min] [µm] [10-12m2]  [ml/min] [µm] [10-12m2]  [min] 

22 

3.45 1.80 5.88 2.88 0.10 
(6%) 16 21 0.70 

(39%) 4.29 1.54 30 

4.14 3.70 7.04 4.13 0.20 
(5%) 19 29 1.10 

(30%) 4.70 1.84 25 

4.83 4.10 6.92 3.99 0.15 
(4%) 16 22 1.50 

(37%) 4.95 2.04 25 

50 

3.45 1.50 4.73 1.86 0.07 
(5%) 9.3 73 0.60 

(40%) 3.48 1.01 30 

4.14 1.70 4.64 1.79 0.10 
(6%) 9.9 81 1.00 

(59%) 3.89 1.26 37 

4.83 3.50 5.61 2.62 0.10 
(3%) 9.4 74 1.50 

(43%) 4.23 1.49 35 

 

(b) (a) 
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As expected, both DI water and HPyBF4 demonstrate a directly proportional relationship between 
flow rate and differential pressure (Figure 7). While the initial water flow and IL flow do not 
exhibit a clear linear trend, the after flow of water indicates a linear relationship for both 
temperatures. Table 4 provides the experimental results of the flow rates along with the estimated 
fracture conductivity and hydraulic aperture for HPyBF4 at 22°C and 50°C. The hydraulic aperture 
is calculated using the cubic law in Equation (3).  

3.2 HPyBr   

Another IL, HPyBr, is tested under the same temperature and differential pressure conditions. As 
shown in Table 2, HPyBr has a higher viscosity compared to HPyBF4 for both temperatures. 
Unfortunately, for the 4.83 MPa (700 psi) case, the initial water flow rate was not recorded, so the 
data points are missing, and we utilized the flow rate, 2.8 ml/min, that was captured during the 
water cycles before the tests. The differential pressure during the water cycle was analogous to the 
test condition.  

 
Figure 8: Flow rate profile for HPyBr at 22°C for differential pressures of  

(a) 3.45 MPa, (b) 4.14 MPa, and (c) 4.83 MPa. 

 
Figure 9: Flow rate profile for HPyBr at 50°C for differential pressures of  

(a) 3.45 MPa, (b) 4.14 MPa, and (c) 4.83 MPa. 

590



Momoh et al. 
 

 
Figure 10: Flow rate versus differential pressure trends for HPyBr at (a) 22°C and (b) 55°C. The three lines 

represent: Initial flow (green), IL flow (red), and After flow (blue). 

In general, the flow rate trends for the HPyBr cases are similar to those observed in the HPyBF4 
cases. During the IL flow, a decrease in flow rate is observed, followed by an increase in flow rate 
for the DI water flow after the IL injection, as shown in Figures 8 and 9. However, the HPyBr flow 
rate (5-20%) is higher than HPyBF4 (3-6%) rate when compared against the initial flowrates at 
both temperature conditions. Interestingly, an opposite trend is observed in the reversibility, as 
depicted in Figure 10. The after-flow rate of water increases with a decrease in differential 
pressure. This observation suggests that the higher injection pressure presumably induces more 
fluid-rock interaction and has an impact on fracture conductivity. The IL flow rates also exhibit an 
opposite trend, but the magnitudes of the flow rate are relatively small and fall within the range of 
experimental error. Further investigation is required to draw conclusive findings from these results.  
Table 5 shows results for flow rates and conductivity obtained for HPyBr. 

Table 5: Flow rate and conductivity results for HPyBr. 

  Initial Flow IL Flow After Flow  

T ΔP Q eh K Q eh K Q eh K Δt 
[°C] [MPa] [ml/min] [µm] [10-12m2] [ml/min] [µm] [10-12m2] [ml/min] [µm] [10-12m2] [min] 

22 

3.45 2.30 6.38 3.40 0.25 
(11%) 27 62 1.50 

(65%) 5.54 2.55 20 

4.14 2.70 6.34 3.35 0.25 
(9%) 26 55 1.25 

(46%) 4.90 2.00 15 

4.83 2.80 6.09 3.09 0.15 
(5%) 21 35 1.10 

(39%) 4.46 1.66 20 

50 

3.45 1.10 4.26 1.51 0.20 
(18%) 17 24 0.90 

(82%) 4.00 1.33 35 

4.14 1.60 4.55 1.72 0.15 
(9%) 15 18 0.80 

(50%) 3.61 1.08 40 

4.83 2.10 4.73 1.86 0.15 
(7%) 14 16 0.70 

(33%) 3.28 0.09 45 
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4. Discussion 
Previous studies have discussed that assuming fracture walls as parallel plates is not valid (Neuzil 
and Tracy, 1981) and therefore, the influence of inertia regime cannot be neglected, particularly in 
the case of non-Darcy flow (Zimmerman et al., 2004; Radilla et al., 2013). To account for these 
effects and estimate pressure losses associated with the flow of shear-thinning fluids, such as ILs, 
through rough-walled fracture, several studies have introduced a non-Darcy flow equation using 
the full cubic law (Panfilov and Fourar, 2006; Radilla et al., 2013; Rodriguez and Radilla, 2016), 

−
∆𝛥𝛥
𝑙𝑙

=
𝜇𝜇𝑄𝑄
𝐾𝐾𝐴𝐴

+  𝛽𝛽𝜌𝜌 �
𝑄𝑄
𝐴𝐴
�
2

+
𝛾𝛾𝜌𝜌2

𝜇𝜇
�
𝑄𝑄
𝐴𝐴
�
3

 (6) 

where the coefficients β and γ are determined by the fracture geometry and describes the inertia 
effect resulting from the irreversible dissipation of kinetic energy from acceleration and the cross 
viscous-inertia effect caused by the streamline deformation from inertia forces, respectively 
(Rodriguez and Radilla, 2016). These coefficients can be estimated by fitting the experimental 
data. However, the experimental data generated in this study is insufficient to fit a trend line. 
Although the impact of inertia regime can potentially be neglected for this study, as the Reynolds 
numbers for the IL flow in this experiment are relatively small, below 0.001, future experiments 
involving different temperature and saw-cut samples would enable us to estimate the β and γ 
coefficients. 

Within the range of temperature investigated in this study, both ILs exhibit a significant reduction 
in flow rate. However, in geothermal reservoirs, where the reservoir temperature is anticipated to 
be higher even with the temperature drop caused by a long-term heat recovery than laboratory 
testing conditions, the viscosity of the ILs is expected to be much lower than the test cases as 
shown in Figure 2. Furthermore, the kinematic aperture of the fractured sample, under confining 
stress in the Hoek cell, is in the order of millimeters. Whereas geothermal reservoirs may contain 
fractures with wider apertures, which are likely to be the dominant fractures that cool down first. 
Consequently, it is anticipated that the IL flow rate and reversibility in the field will be higher.  

To address these considerations, we have planned further testing at elevated temperatures, utilizing 
samples with larger aperture fractures, and exploring additional ILs. Through additional analysis, 
we aim to validate the interpretation of the test results, gain a better understanding of IL behavior 
under reservoir conditions, and evaluate the applicability of ILs in EGS applications.  

5. Conclusion 
The tuning of fracture conductivity using ILs is an important aspect of EGS that requires thorough 
investigation and comprehension. This study has employed two ionic liquids (ILs), HPyBF4 and 
HPyBr, to evaluate the alterations in fracture conductivity from the flow of ILs. The findings are:  

 

1. Both HPyBF4 and HPyBr show significant drop in the flow rate at 22°C and 50°C. 
2. In the case of HPyBF4, the reversibility was higher and transition time was longer at higher 

temperature. 
3. HPyBr shows an increase in reversibility with decreasing differential pressure. Its 

transition time increases with injection pressure at higher temperature. 
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The outcomes of this study would provide EGS operators with valuable insights for the two ILs 
investigated as working fluid, and guide future research endeavors aimed at enhancing heat 
extraction from EGS. 
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ABSTRACT 

In a typical geothermal reservoir in Enhanced Geothermal Systems, the temperature can easily 
surpass 200 ˚C. Wellbore cooldown via circulating cold fluid can be effective for reducing the 
temperature in the borehole and to protect the performance of equipment involved in a mini-frac 
test at a high temperature reservoir. However, extensive cooling can induce a significant amount 
of thermo-elastic stress, and thus alter the near-wellbore stress distribution. Numerical simulations 
are carried out to investigate the behaviors of hydraulic fractures in the mini-frac tests in a vertical 
section and a deviated section of well 16B(78)-32 at the Utah FORGE site in the presence of 
cooling circulation. Our results demonstrate that wellbore cooldown profoundly impacts the 
fracture initiation and early-time propagation in the subsequent mini-frac test. When the test is 
performed along a deviated section of the well, cooldown can potentially lead to a transition from 
the longitudinal to the transverse HF geometry. While traditional method for estimating in-situ 
stresses based on mini-frac test data is justified in the case of a vertical well regardless of the 
cooling conditions, the interpretation of data from a deviated well needs to account for the 
influence of the prior cooling event. 

1. Introduction 
Mini-frac test is a well-established method for estimating the in-situ stresses of a rock formation 
by inducing small scale hydraulic fractures (HFs) through injection (Hubbert and Willis, 1957; 
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Haimson and Fairhurst, 1967; Cornet and Valette, 1984; Haimson and Cornet, 2003). The data 
obtained from a mini-frac (mini-HF) test is often used to identify the breakdown pressure of the 
formation, the shut-in and fracture reopening pressure, and the characteristics of the fracture 
propagation (Cipolla et al., 1994; Economides and Nolte, 2000; Haimson and Cornet, 2003). In 
such tests, the minimum horizontal stress, 𝜎𝜎ℎ, is usually estimated by the shut-in pressure, 𝑃𝑃𝑠𝑠, using 
𝜎𝜎ℎ = 𝑃𝑃𝑠𝑠 (Cornet and Valette, 1984; Haimson and Cornet, 2003). The prerequisite to this classical 
analysis is that the HF is oriented so that 𝜎𝜎ℎ is acting normal to the HF plane. This correlation is 
valid in the situation with a vertical well drilled into a formation with 𝜎𝜎ℎ < 𝜎𝜎𝐻𝐻 < 𝜎𝜎𝑣𝑣, where 𝜎𝜎𝐻𝐻 
and 𝜎𝜎𝑣𝑣 are the intermediate and maximum in-situ stresses, respectively. However, if a mini-HF 
test is carried out along a deviated or a horizontal well, its breakdown pressure and the pressure 
during fracture propagation and shut-in are likely influenced by the orientation of the borehole 
since the HF can be initiated and grow along an inclined plane before it re-orients itself to the 
supposed propagation plane that is normal to 𝜎𝜎ℎ (Bradley, 1979; Weng, 1993; Cui et al., 1997). 
Therefore, the inclination of the borehole needs to be taken into consideration when interpreting 
the test data using the traditional method. 

Furthermore, for wells drilled into a rock formation with high temperature, which is typically 
encountered in Enhanced Geothermal Systems (EGS), the excessive temperature of the geothermal 
reservoir poses serious challenges to the usage of electronic data acquisition devices (Sinha and 
Joshi, 2011). To prevent the devices from being over-heated, extensive wellbore cooldown, 
through circulating cold fluid over a period in the borehole, is often employed prior to lowering 
down the tools. As a result, thermal stress is generated when the near-wellbore rock volume is 
cooled by the cold circulation fluid (Stephens and Voight, 1982; Cheng, 2016), which can be 
computed as 

T
T Tσ α∆ = ∆            (1) 

where 𝛼𝛼𝑇𝑇 is the drained thermo-elastic effective stress coefficient of the rock, and Δ𝑇𝑇 represents 
the temperature change caused by wellbore cooldown (the temperature drop results in a tensile 
thermo-elastic stress). The thermo-elastic stress has been shown to significantly impact the 
pressure required for HF breakdown and propagation, and can alter the fracture geometry (Lu et 
al., 2023). In this work, the objective is to investigate the influence of borehole inclination and 
cooling circulation on the pressure evolution and the fracture geometry in a mini-HF test. 
Numerical simulations are carried out using a fully coupled numerical solver (Lu et al., 2023) for 
the initiation and early-time propagation of a planar HF with actual in-situ conditions at the Utah 
FORGE EGS site. 

2. Problem setup 
2.1 Stress transformation 

In general, a deviated wellbore is not aligned with any of the principal stresses’ directions. To 
facilitate calculations in the numerical model, a three-dimensional (3-D) stress transformation is 
adopted in this work (Figure 1). The normal and shear stresses on the local (inclined borehole) 
coordinate system xyz are obtain based on the stress values in the global coordinate system x’y’z’, 
which is aligned with the three principal (in-situ) stresses (the minimum in-situ stress 𝜎𝜎ℎ , the 
intermediate in-situ stress 𝜎𝜎𝐻𝐻, and the maximum in-situ stress 𝜎𝜎𝑣𝑣).  
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Figure 1: Schematic sketch of 3-D stress transformation for an inclined borehole. 

 

In the local coordinate system, the z axis is aligned with the direction of the well, while the x and 
y axes constitute the plane transverse to the wellbore. Taking li, mi, ni (i=1,2,3) as the direction 
cosines between the major axes in the local and global coordinates (for instance, l1 stands for the 
direction cosine between x and x’, and l2 represents the direction cosine between y and x’), then 
the stress vector in Voigt form is transformed using  
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2.2 Numerical model 

A fully coupled hydraulic fracturing solver, accounting for the thermo-elastic stress (Eq. 1) 
induced by the antecedent cooling circulation as detailed in Lu et al. (2023), is used to explore the 
influence of the inclination and wellbore cooldown on the mini-HF test results. The problem is 
divided into two sub-problems:  

Sub-problem I 

Prior to the mini-HF test, fluid is circulated inside the well to lower the temperature at the borehole. 
The temperature field near the wellbore is governed by a 1-D axisymmetric heat diffusion equation 
(Cheng, 2016; Lu et al., 2023). During this process, the borehole temperature evolves with time as 
heat is continuously extracted from the adjacent rock through the circulated fluid. This circulation 
typically lasts for several hours until the temperature drops to an acceptable level. Subsequently, 
additional time is required (a few more hours) to trip out the drill pipe and to set up the equipment 
for mini-HF tests. Once the circulation is complete, the temperature begins to gradually return to 
its original level. To simplify this problem while still capturing the essential thermo-elastic effect, 
we impose a constant temperature difference of T1=40˚C between the borehole and the rock in the 
far-field for a duration of 24 hours. Such constant temperature boundary condition allows us to 
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replicate the temperature field resulting from the complex heat diffusion process and can be readily 
solved using an inverse Laplace transform (Cheng, 2016; Lu et al., 2023). 

Sub-problem II 

Fracturing fluid (with viscosity μ) is injected at a constant rate, Q0, into the borehole interval of 
length Lw with compressibility U, to initiate and propagate a HF. The temperatures at the wellbore 
and the rock in the far-field remain unchanged as Tw and T0 (T1=Tw-T0), respectively. The constant 
temperature and fluid injection rate conditions are illustrated in Figure 2. Since a deviated wellbore 
is usually not aligned with any of the principal stress directions, the geometry of HFs from a 
deviated well is more complicated compared to what is expected from a vertical or a horizontal 
well, in which the induced HFs very likely start and propagate along the plane normal to the 
minimum horizontal stress 𝜎𝜎ℎ. Past laboratory experiments (Weijers, 1995; Abbass et al., 1996; 
Lecampion et al., 2017; Lu et al., 2020, 2022) and field observations (Waters et al., 2006) have 
demonstrated that a HF may be initiated either along the perpendicular direction with respect to 
the wellbore axis (hereafter referred to as the transverse HF), or on the plane parallel to the 
wellbore axis (longitudinal orientation). The two geometries are shown in Figure 2. The transverse 
fracture corresponds to an axisymmetric fracture of length l from the wellbore with radius rw under 
the normal compressive stress 𝜎𝜎𝑧𝑧 after transformation. The longitudinal fracture is defined as a bi-
wing plane-strain HF under the bi-axial far-field compressive stresses 𝜎𝜎𝑥𝑥  and 𝜎𝜎𝑦𝑦  driven by the 
constant injection rate and compressibility per unit length of the wellbore interval, Q0/Lw and U/Lw. 
The three compressive stresses (𝜎𝜎𝑥𝑥, 𝜎𝜎𝑦𝑦, and 𝜎𝜎𝑧𝑧) are aligned with the local coordinate system xyz 
depicted in Figure 1. 

 
Figure 2: 3D sketch of a transverse HF perpendicular to the wellbore (top) with a planar (axisymmetric) view 

of the HF and the borehole in half space (top), and a bi-wing longitudinal HF emanating from the 
borehole with the xy-planar view of the plane strain problem. 
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We simulate the HFs’ evolution along both orientations (transverse and longitudinal), and 
determine the preferential fracture geometry by comparing the breakdown pressure (peak value in 
the wellbore pressure), Pb – HF is initiated along whichever configuration that leads to a lower Pb 
(Lecampion et al., 2013). Admittedly, our model imposes that the HF can either be initiated along 
a transverse or a longitudinal plane, and it grows purely in mode I (tensile fracture). In the case of 
a HF emanating from a deviated well, shear stresses acting on the fracture faces will inevitably 
cause the HF to re-orient itself such that the fracture plane is perpendicular to the 𝜎𝜎ℎ (Weng, 1993; 
Zhang et al., 2011). Hence, we will only focus on the initial stage of the HFs in the mini-HF tests, 
in which the driving force of the HF propagation is tension (neglecting the influences of the shear 
stresses 𝜏𝜏). 

For both HF configurations (transverse and longitudinal), the procedures to simulate the HF 
initiation and its subsequent growth are the same. Both fractures are set to start with an initial 
defect of the same length equal to the wellbore radius, i.e., l0=rw. At the initiation stage, the 
wellbore pressure keeps increasing while the HF remains static until the induced stress intensity 
factor at the tip, KI reaches the value of the fracture toughness of the rock, KIC. Next, for the quasi-
static HF growth, the non-linear system, which couples the elastic response of the rock (accounting 
for the thermally induced stress, 𝜎𝜎Δ𝑇𝑇) with the fluid flow, is solved by an iterative scheme. The 
governing equations and numerical algorithm for solving the initiation and propagation of the HF 
are detailed in Lu et al. (2017, 2018, 2023). This numerical solver has been rigorously validated 
against existing analytical and numerical solutions (Lu et al., 2023). The novelty of this numerical 
study lies in (1) the consideration of the thermo-elastic effect due to cooling circulation at the 
wellbore prior to the hydraulic fracturing treatment, and (2) the competition between the two 
potential geometries of the HF initiated from a deviated wellbore.  

3. Simulation for conditions relevant to the Utah FORGE EGS site 
3.1 Overview 

At the Utah FORGE site, well 16B(78)-32, a doublet to the previously drilled injection well 
16A(78)-32, was recently drilled on an azimuth of N105°E (relative to true North) at an inclination 
of 65° to the vertical direction (Figure 3). Numerical simulations are carried out to predict the HF 
behaviors for two illustrative mini-HF tests. One of these is from the vertical section of the well 
and the other from the inclined section, as shown in Figure 3. The measured depth (MD) and true 
vertical depth (TVD) of location 1 in the vertical section are the same and are 1676 m (5500 ft). 
Location 2 (MD=2286 m or 7500 ft) is in the inclined section with a TVD of 2102 m (6895 ft). It 
is worth noting that the three in-situ stresses need to be given as input parameters of the model to 
predict the pressure evolution during the mini-HF tests. Their values are estimated based on 
previous works in the form of stress gradient provided in Table 1. The anticipated minimum 
horizontal stress, 𝜎𝜎ℎ, is trending at N115°E (Xing et al., 2022a), which has a 10° offset from the 
well azimuth. Therefore, the full 3-D stress transformation (Eq. 2) is carried out to obtain the 
normal stresses (𝜎𝜎𝑥𝑥, 𝜎𝜎𝑦𝑦, and 𝜎𝜎𝑧𝑧) on the HF in both geometries.  
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Figure 3: Well trajectory plotted on the vertical plane with the locations of two simulated mini-HF tests. 

 

All input parameters are given in Table 1. The thermal and mechanical properties of the rock are 
obtained from laboratory measurements on granitic rocks, and the in-situ conditions at the Utah 
FORGE EGS site (stresses, wellbore size, etc.) are considered (McTigue 1990; Cheng 2016; Lu et 
al., 2020; Moore et al., 2020; Xing et al., 2022b). 

Table 1. Input parameters used in numerical simulations. 

Minimum in-situ stress 𝜎𝜎ℎ  0.0174 MPa/m (0.77 psi/ft) 
Intermediate in-situ stress 𝜎𝜎𝐻𝐻 0.0199 MPa/m (0.88 psi/ft) 
Maximum in-situ stress 𝜎𝜎𝑣𝑣 0.0256 MPa/m (0.88 psi/ft) 
Wellbore radius rw 0.1207 m (4¾ inch) 
Wellbore injection interval length Lw 3 m (10 ft) 

Compressibility U 3.83×10-9 3m /Pa  (location 1) 

5.23×10-9 3m /Pa  (location 2) 

Cooldown temperature T1 40 ˚C 
Cooldown duration tc 24 hours 
Fracture toughness ICK  3 MPa m  
Young’s modulus E 55 GPa 
Poisson’s ratio ν 0.26 
Heat diffusivity coefficient Tκ  1.09×10-6 2m /s  
Drained thermo-elastic effective stress coefficient dα  6×105 2 1Nm K− −  
Fluid viscosity µ 0.001 Pa s⋅  
Injection rate Q0 2.65×10-4 3m /s  (0.1 BPM) 

 

MD / TVD = 5500 ft1

MD    = 7500 ft
TVD = 6895 ft

2
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3.2 Mini-HF test from a vertical well 

First, we investigate the case of a mini-HF test from a vertical well (location 1). The predicted 
wellbore pressure versus time is plotted in Figure 2. The wellbore pressure evolution in a mini-HF 
test after the wellbore has been cooled for 24 hours with a constant temperature drop of 40 ˚C 
(Figure 4b) is compared with the reference case of a test conducted without any cooling circulation 
(Figure 4a). For a vertical well, the longitudinal geometry is aligned with the plane normal to the 
minimum in-situ stress, 𝜎𝜎𝑥𝑥 = 𝜎𝜎ℎ, and the transverse HF is subjected to the compressive stress of 
the vertical (maximum) in-situ stress, 𝜎𝜎𝑧𝑧 = 𝜎𝜎𝑣𝑣. Therefore, the longitudinal HF is the dominant 
geometry regardless of the cooling condition. It always requires a significantly lower wellbore 
pressure for both initiation and propagation of the HF compared to the transverse HF as shown in 
Figure 4. In addition, the breakdown pressure in both geometries decreases due to the preceding 
cooldown. As the HF grows further away from the borehole, the effect of near-wellbore thermo-
elastic stress disappears, and the pressure converges to the far-field compressive stress (𝜎𝜎ℎ  in 
longitudinal HF and 𝜎𝜎𝑣𝑣 in the case of a transverse HF). Thus, for location 1, the HF is expected to 
grow on the normal plane to the minimum horizontal in-situ stress at this location. The classical 
analysis of in-situ stress estimation using the shut-in pressure, 𝜎𝜎ℎ = 𝑃𝑃𝑠𝑠 (Cornet and Valette, 1984; 
Haimson and Cornet, 2003), is valid.  

 
Figure 4: Wellbore pressure versus injection time for both geometries in the mini-HF tests at location 1 (vertical 

section) following (a) no antecedent cooling circulation, and (b) 40 ˚C continuous cooldown for 24 
hours. 

 

3.3 Mini-HF test from a deviated well 

Next, simulations are carried out on both cases (with and without cooldown) for the deviated 
section of the well (Figure 5). The longitudinal geometry is the preferred orientation when no prior 
cooling is present (with a lower Pb as shown in Figure 5a). If no cooling is carried out, the HF is 
expected to initiate in the longitudinal plane and grow along the same plane for a while until the 
HF is distorted by far-field stresses to be aligned with normal-to-𝜎𝜎ℎ plane. During this period, 
wellbore pressure temporarily converges to 𝜎𝜎𝑥𝑥. Interestingly, our simulation results indicate that 
the thermally induced stress (due to fluid circulation) results in a transition in the HF geometry – 
the transverse configuration becomes preferential as Pb drops more substantially in the transverse 
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geometry compared to longitudinal (Figure 5b). Consequently, the HF would grow along the 
transverse plane before the distortion of HF geometry occurs, and the wellbore pressure stabilizes 
at the same level as 𝜎𝜎𝑧𝑧. To summarize, the wellbore pressure and HF geometry follow different 
paths depending on the cooling conditions in this case (deviated section at location 2). If the 
injection stops before the HF re-orient itself to be normal to 𝜎𝜎ℎ, using the shut-in pressure for 
estimating 𝜎𝜎ℎ as in the classical method would lead to a somewhat higher value of 𝜎𝜎ℎ.  

 
Figure 5: Wellbore pressure versus injection time for both geometries in the mini-HF tests at location 1 (vertical 

section) following (a) no antecedent cooling circulation, and (b) 40 ˚C continuous cooldown for 24 
hours. 

 

4. Conclusions 
The initiation and propagation of HFs created in mini-HF tests are investigated in this numerical 
study. Using realistic parameters inspired by the Utah FORGE EGS project, we predict the HF 
characteristics at two locations with different wellbore orientations. The impact of wellbore 
cooldown is considered by integrating an additional thermo-elastic stress term in the solid-fluid 
coupling of our numerical model. 

Our simulation results indicate that cooling circulation leads to a decrease of the breakdown 
pressure in the subsequent mini-HF test. At location 1, along the vertical section, the HF geometry 
remains the same (longitudinal) after wellbore cooldown. Conversely, at location 2, where the test 
is conducted from the deviated well, wellbore cooldown results in a transition of HF geometry 
from the longitudinal to the transverse alignment. The change in HF geometry has implications for 
the evolution of wellbore pressure and may introduce errors in in-situ stress estimation. To avoid 
this situation, it is important to closely monitor the pressure evolution and ensure that injection 
continues until the HF outgrows the disturbed temperature field near the wellbore, when its impact 
on the wellbore pressure and HF geometry has diminished. Moreover, when planning a mini-HF 
test and interpreting the data, considering the thermo-elastic effect is essential, particularly if prior 
wellbore cooldown has been employed. 
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ABSTRACT 

Understanding and estimating in-situ stresses in Enhanced Geothermal Systems (EGS) present 
significant challenges due to the intricate nature of EGS reservoirs and various influencing factors 
such as deviating wellbore directions, strong thermal stress field coupling, and the anisotropy and 
heterogeneity of granite properties. This study highlights the importance of considering these 
complexities for a more accurate in-situ stress estimation, and it also underscores the limitations 
and potential ambiguities associated with traditional methods of inferring in-situ stress from 
hydraulic fracturing stress tests. To address these challenges, we introduce a series of high-fidelity 
experimental apparatuses for true-triaxial block fracturing experiments on high-temperature 
analogue Utah FORGE granites, maintaining geometric similarity to effectively replicate field 
scenarios. Through a series of preliminary experimental runs, we demonstrate that our 
experimental setup can effectively explore how thermal effects, well deviation angles, material 
anisotropy, and operational choices impact pressure responses and fracture trajectories. Moreover, 
the key components of in-situ stress estimation can be extracted and validated through our 
experiment, providing a solid foundation for either validating existing in-situ stress estimation 
theories or proposing new ones., We also set the stage for developing a comprehensive hydraulic 
fracture patterns database, which will enable further integration of computer vision techniques 
with traditional experimental fracture observation methods. This approach aims to deepen our 
understanding of the complexities in EGS reservoirs and pave the way for future data-driven 
investigations. 
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1. Introduction 

The distribution of in-situ stresses in the high-temperature reservoirs can be complex, particularly 
in near-wellbore regions. It will poses a significant challenge to engineering design in applications 
in Enhanced Geothermal Systems (EGS) such as determining the injection power requirement to 
initiate and propagate fractures, evaluating the fractures/faults’ tendency to slip, and determining 
the “mud weight window” that prevents inadvertent fracturing and the resultant lost circulation 
(Feng et al., 2016; Finkbeiner et al., 1997; B Haimson et al., 1969; Zoback et al., 2007). Thus, 
accurately determining in situ stress at such conditions poses remarkable challenges. Recent field 
tests and experimental studies have highlighted the significant difficulty in estimating in-situ stress 
arises primarily from two critical factors. The first and foremost stems from the intricate nature of 
the EGS reservoir itself, as well as the complexity of the reservoir stimulation process (Shi et al., 
2023; Wang et al., 2019). Evidence for this complexity is found in the intricate patterns of fractures 
observed in wellbore image logs and microseismic-inferred fracture trajectories (Fu et al., 2021; 
Fu et al., 2019). Owing to the high-temperature characteristic of the EGS reservoir, a substantial 
thermal gradient can be readily induced at almost any point during the reservoir stimulation phase, 
resulting in a complex coupling among the thermal, hydraulic, and mechanical stress fields. 
Further complexities also emerge from the interactions among thermally induced fractures, fluid 
driven hydraulic fractures, and natural fractures, in addition to the challenges posed by deviated 
wellbore directions and varying field operations such as injection rate and fluid viscosity (Chen et 
al., 2015; Lakirouhani et al., 2016; Zhuang et al., 2019). 

The second difficulty originates from overly simplistic models and assumptions used for in-situ 
data interpretation, such as basic fracture geometry and the presumption that the entire fracture 
face closes simultaneously (Cornet, 1981; BC Haimson et al., 2003; Bezalel Haimson et al., 1967; 
Ito et al., 1999). Classic interpretation of σH and σh from hydraulic fracturing stress tests typically 
hinges on three components (Hubbert and Willis, 1957): 1. the breakdown stress (pb), that is, the 
peak value observed in wellbore pressure evolution; 2. the shut-in pressure, equivalent to the 
fracture closure pressure (pc), indicating the fluid pressure at which the crack uniformly closes 
onto itself; 3. the reopening pressure (pr), where the initiation pressure corresponds to zero tensile 
strength. The complexities mentioned above profoundly influence the borehole pressure history 
recorded during fracturing tests, resulting in less clear interpretations and open debates and 
questions about determining these three pressure components. However, generally, it is considered 
that a reliable estimate of the minimum horizontal principal stress (σh) equals the closure pressure 
(pc) when the hydraulic fractures initiate and propagate in a plane normal to σh. The determination 
of the larger horizontal stress (σH), however, is a more complex process and involves greater 
uncertainties (Ito et al. 1999). It is typically inferred from pb, pr, and σh, using a wide array of 
proposed theories, experimental data, and field experiences. For example, an expression presented 
by Hubbert and Willis (1957),  

pb =3 σh - σH + σt, 
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where σt is tensile strength of the material, was further refined by Haimson and Fairhurst (1967) 
into  

pb =(3 σh - σH + σt)/2, 

which integrates the poroelastic effects. Later, Ito et al. (1999) put forth the equation of reopening 
pressure as 

pr =3 σh - σH.  

They also pointed out the value of reopening pressure is more or less equivalent in value of ISIPs, 
which further provided the field tests and laboratory experiments as the evidences (Cheung et al., 
1989; Evans et al., 1989; Lee et al., 1989). Further building on the elastic theory and Kirsch's 
solution, the maximum horizontal stress can be related to reopening pressure via (BC Haimson et 
al. (2003)  

σH – p0 =3(σh - p0)-( pr - p0), 

where p0 is pore pressure. While the aforementioned approaches are widely used in field 
measurement campaigns, their validity and reliability can sometimes be open to discussion, 
particularly under certain conditions. These scenarios may involve, for example, when the fracture 
show more complexities rather than the sample geometry and when the fractures are not complete 
close after the each pressure cycle (Bredehoeft et al., 1976; Cornet, 1981; Gronseth et al., 1981). 

Given these challenges, our goal is twofold. Firstly, we aim to enhance our understanding of the 
relationship between in-situ stresses and fracture patterns in EGS. Secondly, we aspire to improve 
our ability to interpret pressure records, particularly with regard to inferring in-situ stress under 
complex conditions. Essentially, our goal is to 'close the loop', bridging the gap between the 
complexities of in-situ stresses and fracture behavior in EGS. To this end, we have proposed, 
designed, and implemented the following principles and strategies to minimize as many of the 
ambiguities and difficulties previously mentioned. This, we believe, will enable a more accurate 
estimation of in-situ stresses during lab-scale studies, which will be further beneficial to the field 
tests. 

1. Establishing a connection between the physical, mechanical, and microstructural properties of 
target reservoir geomaterial, aiming to better understand how material heterogeneity and 
anisotropy influence fracture behavior in a Thermo-Hydro-Mechanical-coupling environment. 

2. Integrating hydraulic fractures, thermally induced fractures, and natural fractures into a unified 
system. This integration aims to provide a comprehensive understanding of the initiation and 
propagation of granite fractures within such a complex fractures system under high-temperature, 
high-pressure (HTHP) conditions. 

3. Extending the post-peak hydraulic fracturing processes will enable performing G-function, step-
rate, and fracture reopening measurements. These additional metrics aim to enhance our ability to 
identify the key components that constitute the in-situ stresses. Ultimately, these improvements 
should allow for more accurate estimations of the in-situ stresses. 
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4. Examining how operational choices such as well angle, pump rate, and fluid viscosity can 
influence pressure records and fracture patterns 

5. Merging computer vision techniques with experimental fracture observation methods, such as 
multi-overcore/slicing and water-penetration fracture observation. This combination will create 
and supply an unprecedented and comprehensive hydraulic fractures patterns database, which are 
generated under challenging EGS conditions. This resource will provide detailed guidance for in-
situ stress estimations and lay a solid foundation for future data-driven investigations. 

Building on the five objectives outlined above, we have designed, developed, and constructed a 
series of high-fidelity experimental apparatuses, the detailed descriptions of which and the 
preliminary results will be provided and discussed later in this paper. The intention behind our 
experimental setup is to emphasize the significance of addressing the complexities involved in 
inferring in-situ stress in EGS reservoirs and contribute to a better understanding of the relationship 
between in-situ stresses and fracture patterns within these reservoirs. Moreover, it sets the 
groundwork for creating probabilistic maps and database for the future data-driven investigations. 

 

2. Experimental Setup 

The experimental setup can accommodate testing blocks of two different sizes (6 inches cubic and 
8 inches cubic) and can handle testing temperatures of up to 200 °C under true triaxial loading 
conditions. The design aims to simulate three different stress regions (normal fault, reverse fault, 
and strike-slip fault) using a hydraulic piston-actuated loading cell, as depicted in Figure 1a. To 
ensure an even distribution of stress on the testing sample, aluminum loading plates of at least 3-
inch thickness are inserted between each side of the sample and the tilt saddle on the actuator 
(Figure 1b). The wellbore direction and loading stress direction are shown in Figure 1c. To further 
mitigate friction and prevent the shear boundary conditions, Teflon sheets are placed between each 
face of the sample and the aluminum loading plate, as shown in Figure 1d. 

 

Figure 1. (a) 200 Ton Poly-axial Load Frame; (b) Loading cell inside the load frame with testing samples and 
loading plates; (c) the orientations of the loading stress and the borehole; (d) Teflon sheets placed between the 
testing samples and loading plates. 
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A significant thermal stress can be induced within the rock in proximity to the borehole by 
circulating room-temperature water into the hot testing sample, resulting in a temperature drop of 
up to 150 degrees Celsius at the borehole wall in a few seconds before proceeding with the 
hydraulic fracturing tests. This process is facilitated by a novel borehole injection system. As 
illustrated in Figure 2, the injection system employs two O-rings to create a seal in the injection 
area. When the targeted load is applied, the force exerted on the O-rings results in lateral 
deformation, blocking the borehole's cross-sectional area and isolating the central injection area. 
This enables a build-up of fluid pressure in this region when the outlet port is closed and the 
injection port is pressurized by the fluid from the syringe pump. The design is significant for its 
easy assembly, high pressure-sealing efficiency, and elimination of traditional methods like epoxy 
glues, which are time-consuming and potentially risk contamination of the injection borehole, 
possibly leading to experimental failure. Furthermore, to maximize cooling efficiency, we have 
implemented a new design: instead of using perforation holes in the center, we utilize a solid center 
piece with perforation holes located near the O-rings. This design forces the cooling fluid to 
circulate through the annulus between the injection tubing’s outer surface and the borehole wall's 
inner surface, maximizing the contact area and increasing cooling efficiency. The setup is also 
flexible, as the two end pieces can be easily replaced, allowing for testing of blocks with a well 
inclination of up to 30 degrees from the vertical stress direction. Multiple operational parameters, 
including circulation rate, injection fluid viscosity, and injection rate, can be adjusted, enabling us 
to target different dissipative mechanisms for the hydraulic fracturing propagation, such as a 
toughness-dominated (fracture surface creation) regime and a viscosity-dominated (viscous fluid 
flow) regime (Detournay, 2016). The wide range of parametric space paves the way for a 
systematic investigation into their respective impacts on fracture patterns and pressure records. 
Additionally, the setup enables an extended analysis of post-peak pressure behaviors, facilitating 
post-test pressure analyses such as the G-function, step rate, and fracture reopening measurements, 
which help to better infer the in-situ stresses. 

 

Figure 2. A novel borehole injection system has been developed to maximize cooling efficiency by utilizing two 
O-rings to create a seal and direct the cooling fluid through the annulus between the borehole wall and tubing 
wall. 

 

Before the experiment starts, the dry testing block and all the loading plates are heated in an oven 
for several days. To prevent unnecessary thermally induced damage before the experiment, the 
oven temperature is increased in steps of 50 degrees every six hours until it reaches the target 
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temperature of 200 degrees. The testing block is then left in the oven for at least two more days to 
achieve isothermal conditions at the targeted temperature. Heating the loading plates to the same 
target temperature is essential as they are in direct contact with the testing sample during the 
experiment, and we aim to avoid creating a large thermal gradient at the boundary and minimize 
heat loss during the experiment. 

To start the experiments, the injection system with a thermocouple is installed into the testing 
sample. Then the actuator in the wellbore direction (C-D direction in Figure 1c) is loaded with a 
stress of 3.44 MPa. This causes the two O-rings to become compressed and the central 
pressurization area is isolated. The outlet port is then be closed and the borehole pressure is 
incrementally increased to 0.68 MPa and maintained for 10 minutes to evaluate the seal integrity. 
Subsequently, the stress on each direction is incrementally increased by a step of 3.44 MPa until 
the targeted value is reached. This approach is employed to minimize deviatoric stress during the 
loading phase and to prevent any unnecessary damage. The borehole pressure is continuously 
monitored and kept at 0.68 MPa during this loading stage. Any drops in borehole pressure may 
indicate the occurrence of induced damage during the loading phase. Upon reaching the targeted 
in-situ stresses, the room temperature water circulation starts and lasts for 20 minutes. The 
temperature inside the borehole is monitored and recorded. Once the circulation process concludes, 
the injection fluid, a red-colored dye glycerin, is pumped at a fixed flow rate of 3ml/min using a 
syringe pump. After reaching the breakdown pressure, the injection is maintained at the same rate 
to observe the post-peak pressure behaviors. The shut-in phase commences when the borehole 
pressure  stabilizes at a constant value. After the shut-in phase, a reopening test is performed by 
injecting the same fluid at the same flow rate into the borehole to observe pressure responses. 
Similarly, when the pressure reaches the peak in the reopening test, another shut-in phase is 
implemented. The procedure then moves to the step-rate pressure test, during which the borehole 
pressure increases in increments of 0.68 MPa (100 psi). Each subsequent step commences only 
after the current pressure level has stabilized at a constant flow rate. At each stage, the pressure 
level and corresponding flow rate are recorded and plotted for future analysis. Following the step-
rate phase, another shut-in period occurs, after which the wellbore pressure decreases to ambient 
levels. With these steps completed, the entire test procedure is considered finished. 

After removing the testing sample from the loading cell and allowing it to cool down to room 
temperature, a water penetration test is conducted first. In this test, clean water is reinjected into 
the specimen via the same injection system but at a much lower pressure (between 0.34 MPa and 
0.68 MPa). The aim of this setup is to observe the emergence of water on the sample's surface 
through the newly created hydraulic fractures. This water trace is used as evidence to locate the 
induced hydraulic fractures as shown in Figure 3, allowing for more detailed observations of near-
wellbore fractures. 
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Figure 3. Time-dependent water penetration test results, illustrating the progression of the water trace over 
time. The scale is provided at the top left. 

 

Depending on the initial observations of the fracture as indicated by the water penetration test, two 
primary methods are applied for further fracture examination: multi-overcoring and multi-slicing. 
The multi-overcoring method is initially developed to provide a better observation of the global 
distribution of fractures when they aren't well aligned in a single direction, such as perpendicular 
to the minimal horizontal stress. This method delivers a comprehensive 360-degree view to 
pinpoint fracture locations as shown in Figure 4. At the same time, this multi-overcoring method 
also provides the feasibility and flexibility to study the influence of thermal effects on the fracture 
toughness and tensile strength of granites. Most studies on the thermal effects on granites are 
conducted at ambient pressure, which could exaggerate the impact of thermal stress (Lu et al., 
2022). Thus, coring samples from the post-test specimen, which has been thermally cooled under 
in-situ stress conditions, could reflect the actual effects of thermal stress more realistically. The 
multi-slicing method is developed to provide a more detailed view of the tortuosity and branching 
of fractures when they mainly develop in a two-winged shape in one direction. The available 
diamond wetting cutting saw can slice a 6-inch cubic block into slices as thin as 0.25 inches. 
Additionally, a surface grinder equipped with a 254mm diameter diamond wheel can create smooth 
and precision-ground surfaces, allowing for enhanced observation of the fracture propagation 
paths initiating from the borehole, as shown in Figure 5.  
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Figure 4. Post-test multi-overcoring methods applied to the tested sample. (a) displays 3.5-inch and 2-inch cores 
extracted from the 6-inch cubic sample after the test; (b) indicates the locations of fractures on the surface of 
the 6-inch cubic sample; (c) presents the fracture locations identified on the surface of the 3.5-inch core using 
computer vision techniques for core surface profile unwrapping; (d) presents the fracture locations identified 
on the surface of the 2-inch core using computer vision techniques for core surface profile unwrapping. 

 

 

Figure 5. Multi-slice method on the tested sample for enhanced fracture observation and future use as raw 
material for 3D fracture trajectory reconstruction. 
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3. Results  

Our initial test results are exemplified by two representative cases. Both scenarios fall within the 
normal faulting stress regime (σv = 17.5 MPa, σH =15 MPa, σh = 10), with thermal stress brought 
on by a temperature drop of approximately 140-150 °C. The main difference between these cases 
lies in the orientation of the well: one case presents a vertical well while the other features a well 
inclined at a 30-degree deviation from the vertical stress direction. For the vertical well test case, 
as shown in Figure 6 (a), the temperature of the testing sample is approximately 190 °C before the 
initiation of room-temperature water circulation. Upon commencement of circulation, the borehole 
temperature rapidly drops to 50 °C, causing a rapid temperature change of 140 °C in just a few 
seconds. This circulation continues for 20 minutes (a total of 2 liters of water circulated through 
the borehole), throughout which the borehole temperature decreases further, albeit at a slower rate, 
falling by approximately another 10 °C. Immediately following the circulation, the system's outlet 
is closed, initiating the hydraulic fracturing process. Glycerin is pumped into the wellbore by the 
ISCO pump at a steady flow rate of 3 ml/min. As illustrated in Figure 6 (b), the borehole pressure 
ascends swiftly to a peak of 21 MPa, indicating the likely point at which a hydraulic fracture is 
created, before it precipitously drops to approximately 7 MPa (Figure 6 c). 

Despite continuous glycerin injection at the same rate, the borehole pressure slowly increases after 
falling from the breakdown pressure, exceeding the minimum horizontal stress and slightly 
undercutting the maximum horizontal stress without further increase. This stress level is 
subsequently corroborated by fracture reopening and step rate tests, which show that the maximum 
borehole pressure following the breakdown pressure can only reach this level. At approximately 
1400 seconds into the test, the ISCO pump halts injection, allowing the system to enter a shut-in 
state for borehole pressure decline. This phase is followed by a fracture re-opening period, during 
which the same fluid is injected into the borehole at the same rate. Observations indicate that the 
borehole pressure quickly ascends to the same stress level as just prior to the start of the shut-in. 
Then, the ISCO pump ceases injection once again, and the system reverts to the shut-in state. 
Following the bleed-off of borehole pressure, the step rate phase begins, wherein the borehole 
pressure increases in increments of 0.34 MPa (100 psi). Each subsequent step commences only 
after the current pressure level has stabilized at a constant flow rate. At this point in each stage, the 
pressure level and corresponding flow rate are recorded and plotted for future analysis. Following 
the step rate phase, another shut-in period occurs, after which the wellbore pressure decreases to 
ambient levels. Thus concludes the test procedure. 
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Figure 6. Vertical Well Case: (a) Temperature profile during room temperature water circulation; (b) Complete 
record of pressure throughout the testing process; (c) Detailed close-up of pressure records around the point of 
breakdown pressure. 

 

Figure 7 (a) presents the G-function plot, which is constructed using the pressure decline data from 
the first shut-in period. Much has been written about determining closure pressure under various 
conditions (Castillo, 1987; Hayashi et al., 1991; Nolte, 1986). The two most widely used methods 
are called the fracture compliance method (McClure et al., 2016) and the holistic method (Barree 
et al., 2009) based on G-function analysis. The fracture compliance method selects the closure 
pressure by drawing a vertical line from the initial point of deviation from linearity in the G dP/dG 
curve, which intersects with the pressure decline curve. On the other hand, the holistic method 
identifies the point of maximum amplitude in the derivative. As shown in Figure 7 (a), the fracture 
closure pressure selected by the fracture compliance method is approximately 10 MPa (Pcc), which 
corresponds to the minimum horizontal pressure applied during the experiment. However, the 
fracture closure pressure selected by the holistic method is approximately 8 MPa (Pch), 
representing a 20% deviation from the true value. 

Figure 7 (b) illustrates the fracture reopening data following the first shut-in phase, plotted on a 
much more granular and smaller timescale. If one identifies the point where the graph initially 
deviates from linearity, this can be considered as the reopening pressure. The reopening pressure 
consists of the well and/or pipe friction, near-wellbore friction, and fracture closure pressure. In 
our experimental setup, however, the tubing friction and near-wellbore friction can be considered 
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negligible. Thus, it is observed that the reopening pressure, that is, the fracture closure pressure 
extracted from Figure 7 (b), aligns almost identically with the minimum horizontal stress applied 
during the experiment. 

Figure 7 (c) depicts the pressure and flow rate recorded during the step rate phase, with the flow 
rate on the x-axis and wellbore pressure on the y-axis. The fracture closure pressure, ascertained 
as the intercept of the upper linear section and the lower linear section, intersects around 10.5 
MPa. Although this value is slightly above the minimum horizontal pressure applied during the 
experiment, it confirms and validates the accuracy of the reopening pressure and fracture closure 
pressure obtained from the fracture reopening test. 

Figure 7 (d) displays the fracture observations from the surfaces of the 2-inch core, 3.5-inch core, 
and 6-inch cubic sample, from left to right. The data reveal that while the fractures initiate from 
the borehole in a predominantly vertical shape along the borehole axis, perpendicular to the 
minimal horizontal stress plane, their trajectory is not entirely straight. As the fractures propagate 
from the borehole wall towards the outer surface of the sample, they exhibit a tendency of 
reorientation or start the emergence of the horizontal fractures. These variations complex the 
geometry and increase the tortuosity. 

 

 

Figure 7. The extended test phase after the breakdown pressure in the vertical well case. (a) G-function plot 
displaying fracture closure pressure obtained using the fracture compliance method (orange) and the holistic 
method (green); (b) zoom-in view and detailed pressure records during the fracture reopening test; (c) pressure 
and flow rate records during the step rate pressure test; (d) fracture identifications and observations from the 
2-inch core surface, 3.5-inch core surface, and 6-inch cubic surface (from left to right) 
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Figure 8. Inclined Well Case: (a) wellbore orientations relative to in-situ stree direction; (b) Complete record 
of pressure throughout the testing process; (c) Detailed close-up of pressure records around the point of 
breakdown pressure. 

 

 

Figure 9. The extended test phase after the breakdown pressure in the inclined well case. (a) G-function plot 
displaying fracture closure pressure obtained using the fracture compliance method (orange) and the holistic 
method (green); (b) zoom-in view and detailed pressure records during the fracture reopening test; (c) pressure 
and flow rate records during the step rate pressure test; (d) fracture identifications and observations (index by 
the blue arrow) from the 2-inch core surface, 3.5-inch core surface, and 6-inch cubic surface (from left to right) 
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Differing from the previous test, the second experimental block contains an inclined wellbore 
deviated by 30 degrees from σ_v and located in the plane of σ_v and σ_hmin, as depicted in the 
Figure 8 (a). To mitigate the pressure drop following the peak pressure, a needle valve is installed 
with a 5-degree opening between the ISCO pump and the test block. During the 20-minute water 
circulation period of this test, a total of 2 liters of water is circulated through the borehole and the 
wellbore pressure is dropped around 150 °C. The same test procedures and phases were applied in 
this experiment. As illustrated in Figure 8 (b), glycerin was injected at a rate of 3 ml/min. The 
borehole pressure followed a linear trend up to the peak pressure of 16 MPa, at which point 
hydraulic fractures formed, causing the borehole pressure to drop to 9 MPa. Subsequently, the 
borehole pressure slowly climbed back to the pressure level of the maximum horizontal stress. 
Utilizing the same methods, both the fracture reopening test and the step rate test indicated that 
the opening pressure was around 11 MPa, slightly below the actual minimum horizontal stress 
applied in the experiment of 11.8 MPa. Similarly, the fracture closure pressure determined by the 
fracture compliance method was around 11 MPa (Pcc), whereas the fracture closure pressure 
determined by the holistic method was 6.2 MPa (Pch), representing a 47% deviation from the true 
value. 

 

4. Conclusions 

In these early stages of the laboratory investigations, we have designed and constructed 
experimental apparatuses tailored to perform true-triaxial block fracturing tests on high-
temperature analogue Utah FORGE granites. As exhibited by our initial tests, this setup is suitable 
for examining the influence of various factors, including thermal effects, well deviation angles, 
material anisotropy, and operational decisions on pressure responses and fracture trajectories. It 
also provides an opportunity to identify and validate key components for in-situ stress estimation, 
establishing a solid basis for future validation and comparison of existing in-situ stress estimation 
theories such as the differences between the fracture compliance method and the holistic method 
in terms of identifying fracture closure points. Simultaneously, our approach underlines the 
integration of in-situ stress and fracture patterns in EGS reservoirs, accounting for the interplay 
between hydraulic-induced fractures, thermal-induced fractures, and natural fractures under high-
temperature, high-pressure conditions. This is achieved by correlating the physical, mechanical, 
and microstructural attributes of the targeted reservoir geomaterial. In the future, by integrating 
computer vision techniques with traditional experimental fracture observation methods, we also 
set the stage for developing a comprehensive hydraulic fracture patterns database. At the same 
time, by collaborating with LLNL team, we are also using the experimental results to calibrate a 
phase-field numerical model for hydraulic fracturing initiation and propagation. The calibrated 
model will be employed to explore the effect of the in-situ stress, heterogeneities on borehole 
orientations on the hydraulic fracturing process. The outcome of this combined study is believed 
to advance our understanding of the reservoir-scale hydraulic fracturing process in EGS. 
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ABSTRACT 

The accurate estimation of in-situ stresses is of vital importance for optimizing the subsurface 
planning and design such as horizontal well placement, hydraulic fracturing, and wellbore stability. 
In this study, we apply machine learning models for interpreting well logs for stress prediction 
based on training with laboratory generated triaxial ultrasonic velocity (TUV) data. A total of 46 
TUV data points were utilized that contain P and S-wave slowness (inverse of velocity) in x, y, 
and z-directions under different combinations of applied stresses. The experimental dataset 
represents the Granitoid formation retrieved from well 16A(78)-32 of the Utah FORGE 
geothermal site. Machine learning prediction models were developed for estimating stress using 
three broadly accepted techniques such as functional network (FN), adaptive neuro-fuzzy 
inference system (ANFIS), and artificial neural networks (ANN). The prediction results of all three 
models revealed high accuracy and reliability in terms of high coefficient of correlation (R) and 
low root mean squared (RMSE) errors. A comparison of prediction performance exhibited that 
ANFIS model outperformed the FN and ANN models demonstrating highest R value of 0.985, 
0.972, and 0.976, and lowest RMSE of 2.34, 2.7, 3.4, for the testing and validation of predictive 
models of vertical and two horizontal stresses. Further, the optimized ANN model is transformed 
into a mathematical model for stress estimation using sonic log velocity data. 

1. Introduction  
The in-situ stress state is defined in terms of three principal stresses including vertical, minimum 
horizontal and maximum horizontal stresses (McGarr and Gay, 1978). Reliable estimation of in-
situ state of stress in subsurface rock formations is crucial to address various field challenges such 
as wellbore stability, subsidence, induced seismicity, and reservoir depletion and are, therefore, 
crucial for the economical exploration and exploitation of the geothermal energy resources 
(Kruszewski et al. 2022).  
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The computation of the vertical stress in rock formations can be done though integration of density 
logs (McGarr and Gay, 1978). Injection tests can be performed to estimate the minimum horizontal 
stress (Zoback et al. 2003). However, the direct measurement of the minimum horizontal stress is 
expensive, and time-consuming task (Ibrahim et al. 2021). Additionally, the maximum horizontal 
principal stress must be evaluated indirectly using elastic theory and Kirsch's solution (Binh et al. 
2011; Zang et al. 2012; Change et al. 2014). Meanwhile, the application of machine learning (ML) 
and big data science (DS) is tremendously increasing in energy industry due to the ability to 
provide reliable, cost-effective, and time-efficient data-driven solutions as compared to 
conventional approaches (Mahmoud et al. 2022).  

This study aims to present the reliable and cost-effective solution for stress estimation using three 
robust machine learning (ML) tools including functional network (FN), adaptive neuro-fuzzy 
inference system (ANFIS), and artificial neural network (ANN). True triaxial ultrasonic velocity 
(TUV) datasets were utilized for training of ML models.  

2. Methodology – Modelling Approach  
2.1 Machine Learning Modelling Workflow  

The ML workflow started with data collection, data cleaning and exploratory data analysis of 
experimental dataset to explore the data distribution, trends, relationships, and relative importance 
of input features with respect to output features.  

Subsequently, three robust and widely accepted machine learning (ML) techniques including 
ANN, ANFIS, and FN were employed to develop prediction models for vertical and horizontal 
stresses in the Granitoid Formation. The workflow diagram illustrates the essential stages of all 
three ML prediction approaches (Figure 1). Before moving on to the application of the workflow, 
we briefly review the three ML techniques explored in the present work.  

Artificial neural network (ANN) is one of the most extensively employed machine leaning 
methods for handling prediction issues, data mining, pattern recognition, and approximation 
(Mozaffari and Azad, 2014; Mustafa et al. 2023a; Mustafa et al. 2022a). ANN uses various 
learning functions, networks and activation functions to provide the required prediction solution 
for the specified problem (Mohaghegh et al. 1994; Mustafa et al. 2023b; Mustafa et al. 2022b). 
Over the years, Adaptive Neuro-Fuzzy Inference System ANFIS has been employed as a soft 
computing technique to address a wide range of technological issues in various disciplines. In 
order to build reliable prediction models, complicated and nonlinear functions are learnt and built 
by ANFIS algorithms between input and output parameters (Shahrabi et al. 2014). It uses ANNs' 
learning capabilities, as well as FL's reasoning abilities, to build a prediction model for the given 
set of input and output parameters. The FN is a supervised ML tool that is mostly used to address 
problems with regression and function approximation (Mustafa et al. 2022c; Mustafa et al. 2022d). 
The creation of the FN prediction model involves three main elements: the input storage unit, the 
multi-layer processing unit, and the output storing unit.  
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Figure 1: Machine Learning Modelling Workflow 

2.2 Exploratory Data Analysis (EDA)   

Ultrasonic wave velocities (actually the inverse of the velocities, the P- and S-wave slownesses) 
and stress data were used to develop machine learning (ML) prediction models for vertical stress 
(σz) and two orthogonally oriented horizontal stresses (σx and σy) using three robust ML techniques 
including functional network (FN), adaptive neuro-fuzzy inference system (ANFIS), and artificial 
neural network (ANN). The dataset was obtained from the true triaxial ultrasonic velocity (TUV) 
experiments on lower and upper granitoid formations retrieved from well 16A(78)-32 of the Utah 
FORGE geothermal site with samples at 5474’ measured depth (MD) and 5850’ MD, respectively. 
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Based on this available dataset, a total of 46 TUV data points were used. Each of the data points 
contains the P-wave (hzz), and S-wave slowness (hzy and hzx), in z-direction under a specific 
combination of the applied confining stresses σz, σx, and σy in z, x, and y directions, respectively 
(Figure 2).  

Firstly, the FN, ANFIS, and ANN models were developed to predict the vertical stress σz using P 
and S-wave slowness hzz, hzy, and hzx as inputs features. The slowness symbols hzz, hzx, and hzy 
describe waves propagating in the z-direction and indicate the P-wave, the x-polarized S-wave, the 
y-polarized S-wave, respectively. Secondly, four input features including hzz, hzy, hzx and σz were 
utilized to develop three predictive models for the stress (σx) applied in x-direction. Further, three 
ML models (ANFIS, FN, and ANN) were developed using the same four input features (hzz, hzy, 
hzx, and σz) for the prediction of stress σy applied in y-direction. The total data points were split into 
two portions. The first portion (seventy percent) of the dataset was dedicated for model training 
while validation and testing of the trained model was performed using the second portion 
(remaining thirty percent) of the data points.  

Testing and training datasets were firstly subjected to exploratory data analysis (EDA) for the 
purpose of data cleaning, understanding the data distribution, relative importance, and 
relationships of input and output features. The EDA is essential for feature selection prior to the 
execution of ML algorithms to ultimately generate a robust prediction model. Important statistical 
parameters such as maximum, minimum, mode, mean, median, kurtosis, skewness, and standard 
deviation of input and output features are demonstrated in Table 1. The relative importance of all 
the input features were explored using three criteria namely Pearson, Spearman, and Kendall 
correlation coefficients (R) as shown in Figure 3.  

 

 

Figure 2:  Total Dataset demonstration for all three ML prediction models. 
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Table 1: Statistical indicators of dataset used in ML Modelling 

Statistical 
Parameters 

hzz 
(µs/ft) 

hzy 
(µs/ft) 

hzx 
(µs/ft) 

σz 
(MPa) 

σx 
(MPa) 

σy 
(MPa) 

Minimum 53.0 92.1 94.2 0.0 0.0 0.0 
Maximum 69.6 117.8 110.4 54.9 65.0 55.1 

Mean  55.4 101.4 102.2 41.2 38.3 32.4 
Mode 54.7 93.6 103.2 49.9 40.0 31.1 

Median 54.6 104.2 103.0 49.1 40.0 31.1 
St. Dev. 3.2 6.7 2.8 15.1 17.0 12.4 
Kurtosis 11.9 -1.0 2.8 2.0 0.1 1.3 

Skewness 3.4 0.0 -0.3 -1.8 -0.4 -1.0 
 

 

 
Figure 3: Coefficient of correlations of input variables with output showing relative importance. 

2.3 Hyperparameter Tuning and Models Optimization  

The ANN prediction model for stresses was optimized through different strategies of 
hyperparameter tuning such as neurons count in hidden layers, training functions, activation 
functions, and realizations count. For all three prediction models for σz, σx, and σy stresses. Best 
prediction results were obtained with Levenberg-Marquardt training function for the stresses σz, 
σx, and σy. The best activation function was found to be Tangent sigmoidal and linear functions 
that link the input and hidden neuron layers, and hidden and output neurons layers, respectively. 
Optimization of neurons count in hidden layers was performed by executing the model algorithm 
at various neurons counts from 5 to 40 starts from lower numbers to higher. The model accuracy 
was further improved by executing the model for 1000 realizations for the selected neurons count. 
The optimum prediction results were achieved at 9, 7, and 9 number of neurons and 375, 678, and 
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260 realizations for stresses σz, σx, and σy, respectively. The topology of neuron structures for the 
three models are shown in Figure 4. 

The grid partitioning algorithm of ANFIS approach was implemented to develop the prediction 
model for stresses ‘σz’, ‘σx’, and ‘σy’ due to its better performance. The model was reiterated using 
different numbers and types of membership functions to obtained optimized output. Thus, 
prediction with six membership functions resulted optimized output with minimum errors (RMSE) 
and highest ‘R’. Gaussian and linear membership functions were selected for input and output 
layers of the model, respectively.  

The prediction performance of FN model was optimized by executing different FN algorithms. 
The best prediction outcomes were achieved using back-elimination ‘BE’ algorithm demonstrating 
high correlation coefficient ‘R’ and low prediction errors. The best prediction results were 
achieved with the combination of non-linear function and BE algorithm. The polynomial function 
was used for parametric learning process of FN model. The estimated arrangement of neural 
functions generated an exclusive structure of FN model for the vertical and horizontal stress 
prediction.  

2.4 Performance Measures   

Two performance measures such as correlation coefficient (R) and root mean squared error 
(RMSE) were selected for evaluation of accuracy and consistency of the predicted output. The 
mathematical expression of RMSE is demonstrated in Eq. 1. The extent of accuracy was assessed 
from ‘R’ value between predicted and actual values.    

RMSE = �∑ [𝛽𝛽𝑎𝑎−𝛽𝛽𝑝𝑝]2)𝑛𝑛
𝑖𝑖=1

𝑛𝑛
   (1) 

Where; 𝛽𝛽𝑝𝑝 and 𝛽𝛽𝑎𝑎 are the actual and predicted data points and total data counts are represented 
by ‘n’. 

3. Modelling Results and Discussions  
A total of nine stress prediction models are presented in this study using ANN, ANFIS and FN 
machine learning tools. All the proposed ML models could deliver reliable, consistent, and 
steadfast prediction results for vertical and horizontal stresses (σz, σx, and σy) using the given set of 
ultrasonic slowness data. The ANN, FN, and ANFIS prediction models present high R values and 
low errors for testing & validation and training outcomes. However, comparison revealed that 
ANFIS models for stresses σz, σx, and σy outperformed ANN and FN prediction models exhibiting 
highest R values (0.985, 0.972, and 0.976) for testing and validation. Lowest testing and validation 
errors (2.34, 2.7, and 3.4) were observed for ANFIS prediction models as compared to ANN and 
FN.  

For the vertical stress σz, ANFIS revealed the superlative training and testing performances with 
‘R’ values of 0.978 and 0.985, RMSE of 3.39 and 2.34, respectively. The second-best performance 
was observed for ANN model with R and RMSE of 0.978 and 3.5 for testing and validation. The 
FN performance for σz exhibited slightly higher RMSE error (5.6) and lower R value (0.953) for 
testing and validation datasets compared to ANN and ANFIS.  
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For the horizontal stress σy, training performance of FN model is better than ANFIS model with 
RMSE and ‘R’ of 1.58 and 0.983, respectively. However, testing and validation performance is 
better in ANFIS with lowest RMSE of 2.7. The prediction accuracy of ANN is slight lower than 
ANFIS and FN models with relatively high prediction errors (4.8) and lower R value (0.946) for 
model testing and validation. Overall, the ANFIS prediction performance is best for stress σy. For 
the horizontal stress σy, FN model exhibited best training performance with highest ‘R’ value of 
0.984 and lowest RMSE ‘1.96’ compared to ANFIS and ANN. However, model testing and 
validation revealed that ANFIS performance is slight better than FN for the blind datasets with 
RMSE of 3.4 that make ANFIS prediction results a bit more reliable. However, the overall 
prediction performance of ANN model is found to be consistent and reliable. The cross plots 
between actual and predicted stresses are shown in Fig 5. Further, the prediction errors and ‘R’ are 
provided in Table 2. 

   
Figure 4: ANN topology showing neurons structure for: (A) σz (B) σx and (C) σy prediction models. 

 

Table 2: Accuracy measures for ANN, ANFIS and FN models for σz, σy, and σx. 

Model  Dataset 
Stress σz Stress σy Stress σx 

R RMSE R RMSE R RMSE 

ANN 
Training 0.975 3.1 0.934 4.2 0.923 6.3 

Testing & 
Validation 

0.978 3.5 0.946 4.8 0.966 4.4 

ANFIS 
Training 0.978 3.39 0.984 2.2 0.982 2.5 

Testing & 
Validation 

0.985 2.34 0.972 2.7 0.976 3.4 

FN 
Training 0.948 4.6 0.983 1.58 0.984 1.96 

Testing & 
Validation 

0.953 5.6 0.978 3.0 0.974 3.5 
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Figure 5: Training and testing prediction performances for the proposed σz stress model using ANN, FN, and 

ANFIS tools.  

5. Conclusions 

Three ML techniques including FN, ANFIS, and ANN were employed to develop stress prediction 
models. All the stress prediction models resulted in reliable and consistent outcomes for the given 
set of ultrasonic slowness data. The ML models are capable of estimating the vertical stress as a 
function of ultrasonic wave slowness and horizontal stresses as a function of ultrasonic wave 
slowness and vertical stress. The prediction performances of ANFIS models are superior compared 
to ANN and FN with lowest RMSE (2.34, 2.7, and 3.4) and highest correlation coefficient (0.985, 
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0.972, 0.976) for testing and validation. Hence, the proposed intelligent models of estimating 
stresses can reduce the operations costs and save time. The proposed ML models could be used 
for estimating field stresses using field sonic data if the input dataset have same ranges.   
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ABSTRACT 

Cornell University aims to employ geothermal energy as a source of heat for its campus, located 
in the northeastern U.S. To enable informed decision-making regarding the feasibility of 
implementing a geothermal system, an exploration well, the Cornell University Borehole 
Observatory (CUBO), was drilled in 2022. CUBO’s goal is to characterize the subsurface in order 
to guide the potential design and development of subsequent wells that could operate as a 
geothermal doublet within an Enhanced Geothermal System for deep direct-use of heat energy. 
The CUBO well was constructed in five segments and reached a depth of 3 km (T.D. = 9790.5 ft.). 

To optimize the potential of a geothermal reservoir, a precise analysis of in-situ stress is essential. 
Initial investigations reveal low natural permeability, necessitating a stimulation plan to increase 
permeability for future stages. Here we present a characterization of subsurface stress conditions 
based on observations and testing within CUBO. An understanding of the stress state is critical in 
addressing two main technical uncertainties with geothermal reservoir development: Firstly, it 
allows us to assess the current susceptibility of the subsurface, which is important for 
understanding the pressures required for fracture stimulation. Secondly, it enables us to understand 
which orientations of fractures are susceptible to stimulation which is important for targeting 
potential reservoirs and designing the trajectory of the deep development wells. 

Based on borehole logs, dual-packer mini-frac tests, and comparison of results with off-set wells, 
we provide an analysis and interpretation of stress orientation and magnitude in CUBO, along with 
the associated uncertainties. In the target zone studied at depths exceeding 7800 ft, we find that 
the maximum horizontal stress direction varies little with depth. Orientations between N 38°E to 
N 50°E occur in both sedimentary formations and the crystalline basement. Our analysis of the 
principal stress magnitudes in this interval suggests a strike-slip regime, consistent with stress field 
indicators elsewhere within the Appalachian Basin. These results provide valuable insights for the 
design and stimulation of future wells. 
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1. Introduction  
Cornell University's Earth Source Heat (ESH) project aims to supply thermal energy to the campus 
district energy network by circulating water through deep, fractured regions of hot rock that 
naturally store heat at temperatures high enough for direct utilization (Tester et al., 2023, Jordan 
et al., 2020). The Cornell University Borehole Observatory (CUBO) in Ithaca, NY is an 
exploratory geothermal well, one of the critical steps of ESH.  

CUBO was drilled during the summer of 2022 to a depth of 3 km (TD 9790.5 ft). The primary 
objective is to investigate the subsurface in order to provide guidance for the potential design and 
development of future wells. These subsequent wells would function as a geothermal doublet 
within ESH, enabling the deep direct utilization of heat energy.  

The well was completed in five sections: a 36-inch conductor section with 30-inch casing to 110 
feet; a 26-inch surface section with 20-inch casing to 789 feet; a 17.5-inch first intermediate section 
with 13.375-inch casing to 4,256 feet; a 12.5-inch second intermediate section with 9.625-inch 
hung liner to 7,809 feet; and an 8.5-inch open hole section to 9,790 feet. Along those sections, 
CUBO drilled Devonian to Cambrian-age marine and terrestrial siliciclastic rocks and carbonates 
unconformably overlying an igneous/metamorphic Precambrian basement (Figure 1). The Lower 
Ordovician, Cambrian, and Precambrian stratigraphic units, including the Tribes Hill Formation, 
Little Falls Formation, Galway Formation, Potsdam Group, and Precambrian metasedimentary 
rock, are the geologic formations traversed by the CUBO whose temperatures are of potential 
significance for geothermal energy (Fulcher S.A. et al., 2023). 

The initial results, obtained from CUBO’s comprehensive borehole hydraulic tests, microfrac tests, 
and geophysical logs, indicate that the prospective geothermal reservoir exhibits a limited natural 
permeability (Fulcher et al., 2023; Clairmont and Fulton, 2023; Pinilla et al., 2023). To enhance 
permeability in the upcoming stages of EGS (Enhanced Geothermal System) development, it may 
be necessary to stimulate the reservoir. It is crucial to accurately interpret the in-situ stress 
conditions in order to guide the subsequent phase of EHS. 

In this work, we determine the magnitude and orientation of the three principal stresses in CUBO, 
the vertical stress Sv, and the two horizontals, 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  and 𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝐻𝐻. We define the relationship 
between the magnitudes of the principal stresses to determine σ1, σ2, σ3, and assess any potential 
vertical variations of these components, examining the implications for the stimulation phase of 
the project. 
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Figure 1. Stratigraphic column of formations intercepted by the ESH No.1 with a borehole casing diagram. 

 

2. Stress Orientation 
We use oriented geophysical logs for describing the borehole's shape and the presence of borehole 
breakouts (BBS) to estimate the orientation of horizontal stress at various depths. Breakouts in 
boreholes are a common stress indicator. According to Zoback et al. (1985), they are classified as 
zones of compressive failure brought on by the concentration of stress along the wall of an initially 
cylindrical borehole. Equation 1 describes the stress concentration that leads to borehole breakout 
generation ('tangential' stress (Sθθ' ) along the borehole walls for a vertical borehole). 
 
 
 𝑆𝑆𝜃𝜃𝜃𝜃′ = 𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚 + 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 − 2(𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 − 𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚)𝑐𝑐𝑐𝑐𝑐𝑐2𝜃𝜃 − 2𝑃𝑃𝑝𝑝 − Δ  (1) 

where effective stress is denoted by the ' symbol; Pp,  𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻′  and  𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚′ correspond to formation 
pore fluid pressure and the maximum and minimum effective horizontal stresses correspondingly; 
𝜃𝜃 represents the azimuth angle measured from the 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 direction and ∆𝑃𝑃 represents the 
difference between the borehole fluid pressure Pmud and the formation pore pressure Pp. 

Within CUBO's bottom section, a 4-arm caliper and ultrasonic imaging data were primarily used 
to examine borehole breakouts. Figure 2 depicts a sample of this analysis.  

The interpretation of the borehole breakout orientation along the open hole section is shown in 
Figure 3.  Twenty-seven pairs of borehole breakouts are identified between 7809 and 9790 ft deep 
and have vertical depth-continuous feature pairings found in borehole image logs, mostly in 
ultrasonic image logs. 
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With an azimuth uncertainty of 10°, borehole breakouts have a favored orientation of 138° between 
7800 and 9400 feet of depth, and they are orientated 145° from 9400 to 9710 feet in the crystalline 
basement. 

These observations indicate crystalline basement and sedimentary deposits having a 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 
orientation between N48°E and N55°E, respectively. The average 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 direction for the open 
hole section is shown in Figure 3 for each geological formation. 

 
Figure 2. Example of breakout features found in borehole images logs. Depths, borehole profile, caliper 

difference, acoustic borehole image log, and borehole cross-section modelled from caliper data are 
displayed from left to right. An illustration of a borehole breakout pair is shown by the pink boxes in the 
acoustic image.  

 

 

Figure 3. Bottom section borehole breakouts. In the columns from left to right: Geological units in the CUBO 
bottom section, azimuth of breakouts from boreholes measured with calipers and image logs (BHI), 
verage breakout orientation for each geological unit, and interpretation of the 𝐒𝐒𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 orientation 
(perpendicular to the breakout's azimuth). 
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3. Stress Magnitude 
We use direct measurements and indirect estimations based on geophysical observations to 
estimate the magnitude of the vertical stress Sv and the horizontal stresses 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 and 𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚. 

First, the magnitude of Sv is assumed to result solely from the integrated weight of the overlying 
formations acting on a horizontal plane (Zoback, 2007):  

 

𝑆𝑆𝑣𝑣 = ∫ 𝜌𝜌(𝑧𝑧) 𝑔𝑔 𝑑𝑑𝑧𝑧       (2) 

 

where ρ(z) is the bulk density of the rock, which can vary as a function of depth z, and g is the 
acceleration due to gravity with a value of 9.8 m s-2. Density values in CUBO are obtained from 
CUBO’s geophysical logs or from similar rocks in wells close to CUBO where density logs are 
available. 

Micro-hydraulic fracturing (minifrac test or Modular Formation Dynamic Tester- MDT) is used 
to identify the least principal stress. Repeated hydraulic fracturing cycles in a single area of the 
borehole that generate a fracture are used in the stress test analysis (Hickman et al., 1983). Figure 
4 shows the pressure changes over time as a result of the test's several pressurization cycles. 
Breakdown pressure (Pb), propagation pressure, instantaneous shut-in pressure (ISIP), fracture 
closure pressure (FCP), reopening pressure (rebound pressure), and other parameters are obtained 
(Figure 4) (Flemings, 2021). 

The least principal stress on the fracture is best measured by the closure pressure (FCP), however, 
it is frequently challenging to resolve. ISIP values are used here since they are a conservative 
upper-bound estimation.  Subsequent ISIP values found in later injection and shut-in repeat cycles 
are generally regarded as accurate predictions of the actual normal stress exerted on the induced 
fracture (Zoback, 2007). 

 

Figure 4. Two pressurization cycles (horizontal axis) are shown in a schematic representation of a minifrac test, 
for which the vertical axis shows pressure fluctuations over time and the terminology used for significant 
points in the pressure response. 
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The test was conducted in CUBO at three different depths (7885 ft, 8695 ft, and 9360 ft), with 
image logs prior to and following the minifrac test. However, only the location in the middle, at 
8695 ft, is interpreted to measure the horizontal stress. Figure 5 compares the ISIP at the three 
depths. For two primary reasons, we interpret that the tests performed at 7885 ft and 9360 ft 
evaluate the vertical stress. First, the ISIP values are similar to the vertical stress at those depths 
(Figure 5, curve Sv) and, second, horizontal beds are visible in the Borehole Image Logs within 
the interval pressurized during those two tests. Additionally, no indications of new fractures in 
those intervals due to the test are noted in the post-test image log. We interpret that horizontal 
bedding surfaces were opened during the mini-frac pressurization of the shallowest and deepest 
test zones. 

As a result, it is assumed that 𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚, was only measured at 8695 feet, with a magnitude of 56.6 
MPa. 

 

 

Figure 5. Stress profile showing the ISIP for all three stations of the minifrac test. Note that the ISIP values are 
close to the vertical stress curve (Sv). The pore pressure Pp is considered to be hydrostatic. 

 

The maximum horizontal stress 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 is frequently determined using theoretical analysis (e.g., 
Schmitt & Zoback, 1989), as shown in Equation 2, which is a subform of Equation 1, in which T 
is the rock's tensile strength. 

𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻′ = 3𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚 − 𝑃𝑃𝑏𝑏 − 𝑃𝑃𝑝𝑝 + 𝑇𝑇     (3) 

 

𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 is calculated using the parameters estimated during the minifrac test at 8685 feet. The 
approximation of T is obtained by subtracting the breakdown pressure (Pb) from the first cycle 
from the re-opening pressure obtained in the second cycle (Moos & Zoback, 1990). 
 
Table 1 and Figure 6 summarize the three principal normal stresses.  The stress magnitudes were 
found to be arranged in the following order by CUBO's analysis: 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  > Sv > Shmin. The vertical 
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stress is the intermediate principal stress. Anderson's fault kinematics classification (Anderson, 
1905) indicates a strike-slip geological regime at this depth. 
 

Table 1. Summary of stress measurements in CUBO at 8695 ft 

  
Station 
Depth 
 

Hydrostatic 
Pore 
Pressure 
 
 

Breakdown 
Pressure 
 

In -Situ 
Tensile 
Strength 
 

ISIP 
 

𝑆𝑆ℎ𝐻𝐻𝑚𝑚𝑚𝑚 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 Sv 
 

ft  MPa MPa MPa MPa MPa MPa MPa 
8695 (2650 m)  26.6 75.6 14 56.6 56.6 81.5 68.4 

 

 

 
Figure 6. At 8695 ft depth, values of 𝐒𝐒𝐇𝐇𝐇𝐇𝐇𝐇𝐇𝐇 and 𝐒𝐒𝐡𝐡𝐇𝐇𝐡𝐡𝐡𝐡 are plotted, which reveal the relationship among stresses 

of  σHmax > σv > σhmin. 

 

4. Regional context 

The strike-slip faulting regime documented within CUBO's deeper formations aligns with the 
observations made in regional offset wells, such as the Auburn Geothermal well and the Bale well 
(Hickman et al., 1985, Plumb & Hickman, 1985, and JMC Cayuga Inc, 1993). 
 

Regarding the orientation of 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻, Figure 8 illustrates the locations compiled as well as a graphic 
representation of the direction of 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 in regional wells. A color scale is used to represent the 
average depth at which each data point was measured (JMC Cayuga Inc., 1993; Hickman et al., 
1985). Triangular shapes on the map indicate stress orientation in wells provided by the New York 
State Museum and Seneca Resources, while circular shapes indicate wells from Plumb & Cox 
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(1987). For CUBO, the 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 orientation of N48°E for sedimentary formations and N55°E for the 
crystalline basement, roughly northeast – southwest, is consistent with other indicators within the 
region (Plumb & Cox, 1987). 
 
 

 
Figure 7. Map with 𝑺𝑺𝑯𝑯𝑯𝑯𝑯𝑯𝑯𝑯 orientation for offset wells in the area. 

 

5. Conclusions  

According to this study, the maximum horizontal stress orientation is highly uniform with 
sedimentary formations typically exhibiting an N48°E direction and the crystalline bedrock 
exhibiting a N55°E orientation. 

Regarding the magnitude, the stress values at 8695 ft (Figure 6) (Table 1) indicate that the 
overburden stress acts as the intermediate principal stress, denoted as σ2, suggesting a strike-slip 
regime at this specific depth in CUBO.  

This study marks a significant milestone in the CUBO project and geothermal exploration within 
the Appalachian Basin, as it crucially characterizes the conditions at potential reservoir depths. 
These findings are essential for designs of subsequent wells, a reservoir, and stimulation. 
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ABSTRACT 

In late 2022, Eavor Technologies Inc. successfully completed an 18,000 ft-TVD deep, hard rock, 
closed-loop geothermal demonstration well in southwest USA (Eavor-DeepTM). The objective of 
Eavor-Deep was to prove certain hard rock drilling capabilities, as well as collect data on the 
temperature gradient, rock properties, in-situ stress, and pore pressure. Eavor-Deep targeted the 
crystalline basement rock of the Basin and Range Province in New Mexico. Geomechanics, 
including in-situ stress estimation, is important in Eavor-LoopTM designs to evaluate wellbore 
stability, determine the mud weight window for drilling, and optimize wellbore orientations. 

Eavor-Deep was drilled in a data-sparse environment, with no offset well data below ~7,000 ft-
TVD. Shallow offset data were used where applicable but, due to the lack of suitable geophysical 
data and deep well control in the area, the pre-drill geomechanical parameters were estimated using 
physical principles and the geologic context. The data collected while drilling Eavor-Deep reduced 
the uncertainty on the stress tensor. The program included a series of XLOT/FITs and open-hole 
wireline logs (including caliper, density, and sonic logs along with micro-resistivity and acoustic 
images). This paper presents the pre-drill stress estimates along with the post-drill estimates after 
the uncertainty was reduced using the data acquired during drilling. 

1. Introduction 
Eavor Technologies Inc. is a closed-loop geothermal energy company founded in Calgary, Alberta, 
Canada in 2017. Multilateral closed-loop systems are innovative geothermal solutions for power 
generation and district heating. The key technical differentiator is the use of a subsurface closed-
loop geo-exchanger that relies only on conductive heat transfer, as opposed to convection or fluid 
flow like in a conventional geothermal system. A full-scale prototype of the first-generation 
closed-loop system was successfully built and tested at the “Eavor-LiteTM” facility in 2019, in 
sedimentary rock in Alberta.  
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In late 2022, Eavor successfully completed a demonstration well for a deep, hard rock, closed-loop 
geothermal system in southwest USA. The 18,000 ft-TVD deep well, Eavor-DeepTM, is the topic 
of this paper. The objective of Eavor-Deep was to prove certain hard rock drilling capabilities, as 
well as collect data on the temperature gradient, rock properties, in-situ stress, and pore pressure. 
The project was completed in Animas Valley, New Mexico, within the producing/operating field 
of a known geothermal resource area (KGRA) with support from the local power plant owner. 

1.1. Offset Well Summary and Data Collection Overview 
Prior to drilling, the geologic and geomechanical prognoses had a large amount of uncertainty 
because there were few basement-penetrating offset wells and a lack of quality deep geophysical 
data available. The nearest offset well was a geothermal well in the KGRA, well 17-7, which is 
~500 ft away from Eavor-Deep and drilled to a depth of ~6,200 ft-MD. The deepest offset well in 
the geothermal field was well 55-7, which is ~3,000 ft away from Eavor-Deep and drilled to a 
depth of ~7,000 ft-MD. Both were near-vertical wells.  

The Eavor-Deep well drilled through a shallow section consisting predominantly of alluvium, 
clastics, volcaniclastics and conglomerates, down to ~4,000 ft-TVD. The well then intersected a 
series of carbonates before ultimately entering the Proterozoic basement at ~6,700 ft-TVD. The 
extensively fractured Animas Valley fault zone was encountered from ~4,000 – ~12,000 ft-TVD. 
The fault zone is interpreted to be a late quaternary series of normal faults associated with the 
Basin and Range development (Vincent and Kreider, 1997). A detailed overview of the 
encountered geologic formations is described in Liston et al. (2023).  

 
Figure 1: Map showing Eavor-Deep, 17-7, 55-7 and the Animas Valley fault surface trend (Liston et al., 2023). 

Eavor-Deep targeted the crystalline, predominately granitic, basement rock. The casing program 
was designed to isolate the shallower sedimentary rock and any fractured basement rock. The final 
casing point was placed at ~13,500 ft-TVD, within competent basement rock. The original 
wellbore was then drilled open-hole to ~16,700 ft-TVD. To test Eavor’s cased-hole, hard-rock 
multilateral capability, the well was then sidetracked at ~13,400 ft-TVD and drilled to a total depth 
of ~18,000 ft-TVD. Both the original wellbore (also referred to as the main hole) and the sidetrack 
were near-vertical wells with a slight inclination of ~10° – 15°.  
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Most of the geoscience data was collected in the 12-1/4” open-hole (OH) section, which was drilled 
from ~6,600 ft-TVD to ~13,500 ft-TVD. At the top of the section, an extended leak-off test 
(XLOT) was completed following the method in Wallis et al. (2020). Before casing the completed 
section, a series of open-hole wireline logs were run. The first logging run included a caliper, 
spectral gamma, neutron porosity, density, sonic, and bulk resistivity. The second run included 
two borehole image (BHI) log tools consisting of a micro-resistivity borehole image (MBI) and an 
acoustic borehole image (ABI). The wireline program concluded with sidewall coring. 

 
Figure 2: Geologic formations and the fault zone encountered at Eavor-Deep, shown in depth. Open-hole (OH) 

and cased-hole (CH) well sections are depicted along with data collection depths. Figure adapted from 
Liston et al. (2023).  

1.2. Stress Tensor Determination 

The in-situ stress tensor consists of six independent variables, which includes the three principal 
stresses and their orientations. It is reasonable to assume that one of the principal stresses is near-
vertical and referred to as the overburden stress (Sv; Moos and Zoback, 1990). The other two 
principal stresses are perpendicular horizontal stresses, a minimum (Shmin) and a maximum (SHmax). 
Only the magnitudes of Sv, Shmin and SHmax and the azimuth of one of the horizontal stresses must 
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be approximated to determine the representative stress tensor. Both the magnitude of the stress 
tensor and the azimuth of the components can vary laterally and with depth. The stress tensor plays 
an important role in wellbore stability prediction, defining drilling pressure limits, and cement 
program design.  

This paper will focus on the workflows used to determine the stress tensor at Eavor-Deep. Due to 
differences in the available data, separate approaches were used before and after drilling to 
approximate the stress tensor. Before drilling, the stress tensor was estimated primarily using 
physical principles and the geologic context. After drilling, the stress tensor was derived from an 
analysis of the data collected in the Eavor-Deep well. 

2. Results 

2.1. Stress Tensor Estimation Before Drilling 
Prior to drilling, the stress regime, overburden stress magnitude, and horizontal stress magnitudes 
and azimuth were predicted using regional data, limited offset well data and stress equations from 
literature.  

2.1.1. Stress Regime 
The most likely regional stress regime was evaluated using the nearest World Stress Map (WSM) 
data points (Heidbach et al., 2018; Heidbach et al., 2016) and regional Aϕ values (Lund Snee, 
2020; Lund Snee and Zoback, 2020). Aϕ represents the relative stress magnitudes and the style of 
faulting (normal faulting, strike-slip, or reverse faulting), and can be used to quantitatively define 
the stress regime (Simpson, 1997). Based on these data, the Eavor-Deep site was expected to be in 
a normal faulting regime (Sv>SHmax>Shmin) with a relatively high SHmax magnitude (Aϕ ~ 0.6-0.9, 
average 0.75). This was derived from the mean Aϕ values surrounding the drilling location. 
However, due to the uncertainty in the closest data to the drilling location, a weak strike-slip 
(SHmax>Sv>Shmin) scenario was also considered (Aϕ ~ 1.1).  

2.1.2. Horizontal Stress Azimuth 
The horizontal stress azimuth was constrained prior to drilling by using borehole image log data 
from offset wells and the WSM. The local operator had collected BHI in several of the wells in 
the geothermal field. However, these provided limited information on stress since there were only 
very minimal borehole breakouts and few drilling induced tensile fractures. Despite the sparse 
drilling induced damage, the BHI indicated that local stress field variation is likely, both laterally 
and with depth, perhaps due to recently active faults. This kind of variation is expected. In their 
global review, Heidbach et al. (2007) determined that geologic structures influence stress at the 
0.01 – 10 km scale. 

From the BHI collected in the offset wells, the average field wide SHmax azimuth was interpreted 
to be 6°/186°, where SHmax azimuth is defined as clockwise from true North. However, the nearest 
offset well, 17-7, had an interpreted SHmax azimuth of 167°/347°, although this was based on low-
confidence features in the image log. Additionally, the WSM was reviewed, and the nearest four 
data points had a mean SHmax azimuth of 14°/194°. To reflect this uncertainty, the pre-drill estimate 
of the SHmax azimuth at the Eavor-Deep location was carried as 0°/180° +/- 15°.  
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2.1.3. Overburden Stress Magnitude (Sv) 
Sv was calculated using a combination of offset well density log data, which only applied to the 
shallow section, and the expected densities for rock types in Eavor’s geologic prognosis. For the 
latter, basement rock densities were based on measurements from representative samples of 
outcrop. Equation 1 was used to integrate the measured and expected densities (ρ), over depth (z), 
where 𝑔𝑔 is the gravitational constant.   

Equation 1: Overburden stress (Sv) equation 

𝑆𝑆𝑣𝑣 = � 𝜌𝜌(𝑧𝑧)𝑔𝑔𝑔𝑔𝑧𝑧 =  � 𝜌𝜌𝑖𝑖𝑔𝑔∆𝑧𝑧
𝑛𝑛

𝑖𝑖=1

𝑧𝑧

0
 

Three cases of Sv were calculated based on the uncertainty in the expected top depths in the 
prognosis. Variation in the top depths did not have a large effect on the Sv estimation, and this led 
to a small range in the pre-drill prediction. The average expected overburden gradient was 
calculated to be 1.06 – 1.07 psi/ft. This is only slightly greater than 1 psi/ft, which is commonly 
used as an onshore rule-of-thumb for Sv. The expected pre-drill Sv gradients with depth are shown 
in the Eavor-Deep stress tensor plot (Figure 9). 

2.1.4. Minimum and Maximum Horizontal Stress Magnitudes (Shmin and SHmax) 
Although there were existing wells in the geothermal field, there was no testing that constrained 
Shmin (e.g., minifracs or XLOT). Using a combination of a stress polygon approach (Zoback, 2010) 
and the expected Aϕ values described above, potential ranges for Shmin and SHmax were determined.  

Equation 2 to Equation 4 were used to calculate Shmin and SHmax, depending on which stress regime 
was being modeled. The limiting ratio for effective stress (Equation 2) uses a critically stressed 
crust assumption. When both sides of Equation 2 are equal, this represents a situation where a 
critically oriented fault is at the frictional limit and will fail (Jaeger and Cook, 1979). It can then 
be assumed that the stresses in the earth cannot exceed this frictional limit, since the crust would 
not be stable (Townend & Zoback, 2000). For most areas of the world, it is uncertain if the earth 
is critically stressed. However, calculated Shmin values determined using the critically stressed crust 
assumption have been found to agree with measured values in conventional geothermal fields 
(Wallis et al., 2020), likely because permeability in these systems is maintained by recent fault 
rupture. Given the proximity to a conventional geothermal field, this limiting value (equality of 
Equation 2) was thought to be a reasonable assumption for the Eavor-Deep drilling location. 

As inputs to these equations, the coefficient of sliding friction is fixed (µs, Byerlee, 1978) and Sv 
was derived from expected formation depths and densities, as described above. The likely pore 
pressure (Pp) was calculated from a temperature dependent hydrostatic model. As discussed 
previously, end members representing both normal and strike-slip faulting were used for Aϕ. With 
two equations (Equation 2, Equation 4) and two unknowns (Shmin and SHmax), these equations could 
be used to estimate expected pre-drill ranges in the horizontal stresses. 
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Table 1: Variables to calculate Shmin and SHmax 

 Normal Strike-slip Reverse 
𝛔𝛔𝟏𝟏 𝑆𝑆𝑣𝑣 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  
𝛔𝛔𝟐𝟐 𝑆𝑆𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻  𝑆𝑆𝑣𝑣 𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛 
𝛔𝛔𝟑𝟑 𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛  𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛 𝑆𝑆𝑣𝑣 
𝒏𝒏 0 1 2 
𝑨𝑨𝛟𝛟 0-1 1-2 2-3 

 

Equation 2: Limiting ratio for effective stress 
σ1 ∗
σ3 ∗

 ≤ [(𝜇𝜇𝑠𝑠2 + 1)
1
2 + 𝜇𝜇𝑠𝑠]2 

The region was expected to be critically stressed, so Equation 2 was assumed to be equal when 
calculating the stress magnitudes. 

Equation 3: Effective stress  

σ𝑛𝑛 ∗ =  σ𝑛𝑛 − 𝛼𝛼𝛼𝛼𝑝𝑝 

Here the Biot coefficient (𝛼𝛼) is assumed to be 1, which is appropriate for failure conditions.  

The Aϕ parameter can be used to calculate relative expected stress magnitudes based on the 
faulting regime. The variable n is an integer based on the expected fault type (Table 1).  

Equation 4: Aϕ based on expected fault type 

𝐴𝐴ϕ = (𝑛𝑛 + 0.5) + (−1)𝑛𝑛(ϕ − 0.5) 

ϕ = (σ2 − σ3)/(σ1 − σ3) 

The stress polygon below (blue polygon, Figure 3) depicts the horizontal stress ranges determined 
using Equation 2 to Equation 4, assuming a constant Sv, Pp and µs. In this case, the polygon was 
constructed for Sv = 1.07 psi/ft (base-case, average overburden stress), Pp = 0.41 psi/ft (base-case, 
average, temperature-dependent pore pressure), and µs = 0.6 (Zoback, 2010). Stress values outside 
of the stress polygon boundary (i.e., the limit for frictional failure) are not permissible due to the 
constraints in Equation 2 and SHmax > Shmin. The red lines and shaded area represent the admissible 
SHmax and Shmin values that are based on the expected end member Aϕ values of 0.75 and 1.1. 
Figure 3 demonstrates that, with these inputs, the Aϕ value can be used to minimize the potential 
range of SHmax, but the possible range in Shmin is still the full width of the stress polygon assuming 
a normal or strike slip faulting regime. 

Due to the changing Sv and Pp with depth, the horizontal stress gradients are not constant. However, 
this diagram is useful to check on the range of possible average values. From this, and assuming a 
critically stressed crust, the base-case, average SHmax and Shmin gradients estimated pre-drill were 
0.96 – 1.1 psi/ft and 0.62 psi/ft, respectively.  
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Figure 3: Average pre-drill stress gradients calculated for Eavor-Deep, given a normal or strike-slip faulting 

environment. The red lines and shaded area in the figure represent the admissible SHmax and Shmin values 
based on the critically stressed crust assumption and the expected end member Aϕ values (0.75 and 1.1).  

2.2. Stress Tensor Estimation After Drilling 
The post-drill stress tensor was estimated by evaluating an XLOT, density log, and BHI data that 
were acquired in the Eavor-Deep 12-1/4” section.  

2.2.1. Horizontal Stress Azimuth 
The azimuths of SHmax and Shmin were determined from drilling-induced damage observed in the 
Eavor-Deep BHI (Figure 4). Drilling induced tensile failure and borehole breakouts are direct 
indicators of the horizontal stress azimuths because the borehole is near-vertical (Mastin, 1998; 
Peška & Zoback, 1995). From the image log data, the SHmax azimuth was estimated to be ~10°/190° 
(NNE-SSW). The SHmax azimuth was relatively consistent over the logged interval in the 12-1/4” 
section (from ~6,600 to ~13,000 ft-TVD, Figure 4). Borehole breakout between ~9,500 and 
~11,100 ft-TVD has a wider azimuthal range than above and below, but the average is similar 
throughout. No BHI was collected in the 22” or 17-1/2” open-hole sections, so it is unknown if the 
stress rotated across the Animas Valley fault zone.  

The SHmax azimuth from drilling induced failure observed at Eavor-Deep was compared to offset 
well data and the WSM, which were used for the pre-drilling prediction (Section 2.1.2). The Eavor-
Deep results are more aligned with the WSM prediction than the nearest offset well BHI. The 
SHmax azimuth from the nearest offset well (17-7) was interpreted to be ~167°/347°, which is a 25° 
discrepancy from Eavor-Deep. The difference may be due to the low confidence stress indicators 
in the 17-7 BHI or the local effects of recently active faulting. These findings highlight the 
importance of looking at regional trends while also considering the impact of local variation when 
forecasting stress azimuths (Heidbach et al., 2007). 
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Figure 4: Summary of drilling induced damage azimuths in the Eavor-Deep 12-1/4” section, indicating likely 

Shmin and SHmax azimuth from ~6,600 ft-TVD – ~ 13,000 ft-TVD. 

2.2.2. Overburden Stress (Sv) 
Similar to the pre-drilling estimate, the post-drilling overburden stress was calculated from 
Equation 1 (Section 2.1.3). However, the post-drill calculation included improved constraints on 
rock types and their depths as well as the direct density log measurements collected in the Eavor-
Deep 12-1/4” section. For the sections shallower and deeper than the wireline log, densities were 
calculated based on the mineral assemblages seen in the cuttings, and by measuring the bulk 
density of additional representative outcrop samples. After incorporating the post-drilling density 
data, the average Sv was 1.09 psi/ft down to 18,000 ft-TVD. This is slightly higher than the average 
pre-drill estimate range of 1.06 – 1.07 psi/ft. 

Before drilling, the average density for the basement granite rock was expected to be ~2.55 g/cm3. 
This was based on the density of samples collected in the field. However, the post-drilling analysis 
yielded an average basement rock density of ~2.75 g/cm3. It is likely that the pre-drill density was 
low due to the weathered nature of surface samples, where opening of pre-existing fractures may 
have decreased the density of the sample as compared to the equivalent subsurface rock. The 
density difference before and after drilling is <10%, but it had a notable impact on the overburden 
stress calculations. The post-drilling overburden gradient plot is shown in the Eavor-Deep stress 
tensor plot (Figure 9). 

2.2.3. Minimum Horizontal Stress Magnitude (Shmin) 
In both normal and strike-slip faulting regimes, the fracture gradient is equivalent to the far field 
Shmin. A two-cycle XLOT was planned both at the 18-5/8” shoe and later at the 13-3/8” shoe to 
estimate the fracture gradient. The XLOTs were completed following the method in Wallis et al. 
(2020), and the interpretation of the pressure-time curves followed White et al. (2002). The fracture 
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gradient was defined as the pressure required to propagate or re-open a tensile fracture (Wallis et 
al., 2020). The instantaneous shut-in pressure and fracture closure pressure, which are typically 
the best measures of Shmin, are often challenging to interpret and they may be impacted by residual 
mud in the system. 

The XLOT conducted at the 18-5/8” shoe (~1,500 ft-TVD) was executed safely but it is unlikely 
to have measured the fracture gradient. The test was conducted in a sandy conglomerate formation 
with a higher-than-expected clay content. An increase in ductile shale out of the 18-5/8” casing 
shoe was reflected in the Methylene Blue analysis (24% Smectite). It appears that this test was 
influenced by ductile deformation of the clay, and it may have also been impacted by the 9.1 ppg 
mud used for testing. As shown in Figure 5, pressure increased during the pumping phase of the 
test to an apparent leak-off pressure (LOP) at ~500 psi at the wellhead. This equates to a 0.81 psi/ft 
fracture gradient, which is ~0.2 psi/ft higher than was estimated prior to drilling. Wallis et al. 
(2020) have had similar findings, where high apparent leak-off pressures have been recorded from 
testing around the clay cap of conventional geothermal systems. As pumping in the XLOT 
continued, the pressure departed from linearity but never plateaued. The absence of a stable 
propagation pressure may be because of ductile deformation in the clay or due to drilling mud 
inside the fracture that buffered the transmission of pressure. Given these observations, a second 
cycle was not completed and the 18-5/8’’ XLOT was not used for stress estimation.  

 
Figure 5: Raw results from the Eavor-Deep 18-5/8” XLOT. This test is likely not valid due to possible ductile 

deformation of the clay-rich formation and pressure buffering caused by the 9.1 ppg mud. 

The two-cycle XLOT at the 13-3/8” shoe (~6,600 ft-TVD) successfully estimated the fracture 
gradient (Figure 6). The test was conducted in a granitic formation, close to an unconformity where 
the rock appeared to be weathered or re-worked. The drilling fluid system had been displaced to 
be ~75% water and ~25% mud (8.7 ppg).  
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The first cycle had a clear leak-off pressure (LOP) and fracture breakdown pressure (FBP) but, 
likely due to the residual tensile strength, it did not reach stable fracture propagation (i.e., pressure 
was still declining when pumping ceased), so this could not be used to interpret the fracture 
gradient. The second cycle more resembles the classic curve shape. During this cycle, the fracture 
reopening pressure (FRP) and the fracture propagation pressure (FPP) are the same, which means 
there was no residual tensile strength of the rock. As a result, the first cycle leak-off pressure (0.64 
psi/ft) and second cycle fracture re-opening pressure (0.62 psi/ft) are the best estimates of the 
fracture gradient in this multi-cycle XLOT. 

The consistency between the fracture gradient determined from the first and second cycles 
indicates that this test did not weaken the formation, and the repeatability increased the confidence 
in the fracture gradient interpretation. A range in fracture gradient from 0.62 to 0.64 psi/ft is small 
and expected. In a four-cycle XLOT, White et al. (2002) observed that the first cycle has a higher 
fracture propagation pressure than following cycles, which was seen in the 13-3/8” XLOT. Similar 
repeatability between cycles were observed in conventional geothermal wells drilled in oil and gas 
(White et al., 2002), volcanic-hosted geothermal systems (Wallis et al., 2020), and deep-circulation 
geothermal systems (Hickman et al., 1997; Wallis et al., 2023). The fracture gradient successfully 
measured from the second cycle, 0.62 psi/ft, was thought to be the most representative of Shmin, 
and was carried as a reference point for the maximum pressure during drilling operations. 

  
Figure 6: Raw results from the Eavor-Deep 13-3/8” XLOT with interpretations for the first cycle (leak off 

pressure and fracture breakdown pressure), and the second cycle (fracture reopening pressure and 
fracture propagation pressure). Both the Wellhead Pressure (WHP) and Total Pump Output are shown. 

The measured fracture gradient (0.62 psi/ft) agrees with the Shmin magnitude estimated prior to 
drilling (0.62 psi/ft) (Section 2.1.4). This suggests that the Eavor-Deep site is critically stressed 
and is in either a normal faulting or strike-slip regime, as would be expected given the geologic 
setting. 
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Lastly, a formation integrity test (FIT) was safely completed at ~13,500 ft-TVD, below the 9-5/8” 
shoe, to confirm the maximum mud weights for operations. The maximum pressure achieved was 
0.61 psi/ft with no leak-off. This is aligned with the XLOT conducted at the 13-3/8” casing shoe 
above and indicates there was no significant decrease in fracture gradient with depth. The final 
Shmin curve in depth was anchored to the XLOT at the 13-3/8” shoe (~6,600 ft-TVD) at 0.62 psi/ft. 
The post-drill Shmin plot is shown in Eavor-Deep stress tensor plot (Figure 9). 

2.2.4. Maximum Horizontal Stress Magnitude (SHmax) and Stress Regime  
AspenTech’s Aspen Geolog™ Software (Geolog) was used for post-drill geomechanical 
modeling. The goal of the modeling was to replicate the observed borehole damage in the Eavor-
Deep well and to minimize the uncertainty of SHmax in the 12-1/4” section. Baker Hughes ran a 
combined 6-arm micro-resistivity and acoustic borehole image tool in the openhole 12-1/4” section 
from ~6,600 ft-TVD to ~13,000 ft-TVD. This was used to evaluate the borehole stability of the 
section. Both Baker Hughes and Geological Geothermal Group Inc. completed detailed 
interpretations of the image log data. In general, there was more breakout and less tensile failure 
encountered in the 12-1/4” section than typically observed in conventional geothermal wells (e.g., 
Wallis et al., 2020). The breakout and tensile failure trends can also be seen in Figure 4. The follow 
observations were made from the BHI: 

Borehole Breakout: 
• Borehole breakouts were observed in the Eavor-Deep well, with the shallowest observed 

at ~8,200 ft-TVD. They were intermittent between ~8,200 and ~10,850 ft-TVD, and then 
consistent from ~10,850 ft-TVD to the logging TD at ~13,000 ft-TVD.  

• There was a weak correlation between borehole breakout width and TVD, but there did not 
appear to be a correlation between breakout width and rock type.  

• The borehole breakout picks were made to the maximum width visible in the static 
normalized amplitude of the acoustic image log. Consequently, these picks were used as 
an upper bound for width in the wellbore stability modeling.  

• The azimuth of the borehole breakout was consistent with the expected Shmin (~100°/280°). 
Drilling Induced Tensile Failure:  

• Drilling induced tensile fractures were more limited in extent than borehole breakout. The 
fractures were observed in the shallow section from ~7,000 to ~9,000 ft-TVD and then 
were intermittent to ~10,000 ft-TVD.  

• Parting on foliations on the tensile side of the borehole was observed in the image but not 
systematically quantified in this study. These features may also be indicators of tensile 
hoop stresses at the borehole wall. 

• The azimuth of the induced tensile failure was consistent with expected SHmax (~10°/190°). 

Table 2 lists the inputs required for the wellbore stability modeling. The equations used to 
calculate the wellbore stresses are shown in Equation 5 and Equation 6 (Moos and Zoback, 1990; 
Tang and Luo 1998; Zoback, 2010). 
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Table 2: Geolog wellbore stability modeling variables 

Variable Description Variable Description 

𝜎𝜎𝜃𝜃𝜃𝜃 Hoop stress (tangential) 𝐸𝐸 Young’s Modulus 
𝜎𝜎𝑧𝑧𝑧𝑧 Axial stress 𝑇𝑇𝑓𝑓 Wellbore fluid (mud) temperature 
𝜎𝜎𝑟𝑟𝑟𝑟  Radial stress 𝑇𝑇𝑟𝑟 Rock temperature 
𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚  Drilling fluid (mud) pressure 𝜈𝜈 Poisson’s Ratio 
𝛼𝛼𝑃𝑃 Pore pressure 𝛼𝛼𝑇𝑇 Linear coefficient of thermal expansion (CoTE) 
𝜃𝜃 Direction around the well, from SHmax µi Internal coefficient of friction 
𝛼𝛼 Biot coefficient 𝑈𝑈𝑈𝑈𝑆𝑆 Unconfined compressive strength of the rock 
𝜎𝜎∆𝑇𝑇 Thermal stress 𝑇𝑇0 Tensile strength of the rock 

 
 

Equation 5: Hoop, axial and radial stress 

Hoop: 𝜎𝜎𝜃𝜃𝜃𝜃 =  (𝑆𝑆𝐻𝐻𝑚𝑚𝐻𝐻𝐻𝐻 ∗ +𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛 ∗) − 2(𝑆𝑆𝐻𝐻𝑚𝑚𝐻𝐻𝐻𝐻 ∗ −𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛 ∗) cos 2𝜃𝜃 − ∆𝛼𝛼 +  𝜎𝜎∆𝑇𝑇 

Axial: 𝜎𝜎𝑧𝑧𝑧𝑧 = 𝑆𝑆𝑉𝑉 ∗ −2𝜈𝜈(𝑆𝑆𝐻𝐻𝑚𝑚𝐻𝐻𝐻𝐻 ∗ −𝑆𝑆ℎ𝑚𝑚𝑖𝑖𝑛𝑛 ∗) cos 2𝜃𝜃  +  𝜎𝜎∆𝑇𝑇 

Radial: 𝜎𝜎𝑟𝑟𝑟𝑟 =  𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚 −  𝛼𝛼𝛼𝛼𝑃𝑃 =  ∆𝛼𝛼 

Effective Stress: σ𝑖𝑖𝑖𝑖 ∗ =  σ𝑖𝑖𝑖𝑖 − 𝛼𝛼𝛼𝛼𝑝𝑝 (where 0 < α < 1) 

Equation 6: Thermal stress 

𝜎𝜎∆𝑇𝑇 =
𝛼𝛼𝑇𝑇𝐸𝐸(𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑟𝑟)

1 − 𝜈𝜈  

Thermal stresses are linearly related to ΔT = (𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑟𝑟), which is defined as the difference between 
the wellbore fluid temperature and the undisturbed rock temperature. Equation 6 assumes that the 
system has reached steady state temperature and does not include a time component. The 
importance of time-dependence in thermal stresses, particularly for geothermal wells, would be a 
valuable topic for future research. 

For the modeling, the failure criteria described in Equation 7 and Equation 8 were selected for 
breakouts and tensile failure, respectively. For the borehole breakouts, a Mohr-Coulomb failure 
criterion was assumed (Geolog User Guide, 2021). Note that compression is defined as positive, 
and tension is negative, which is standard geologic notation. 

Equation 7: Mohr-Coulomb failure criterion for borehole breakouts 

𝜎𝜎1 −  ��𝜇𝜇𝑖𝑖2 + 1 + 𝜇𝜇𝑖𝑖�
2

𝜎𝜎3  ≥ 𝑈𝑈𝑈𝑈𝑆𝑆,𝜃𝜃 = 90° 

At the stresses and temperatures encountered by Eavor-Deep, 𝜎𝜎3 =  𝜎𝜎𝑟𝑟𝑟𝑟 and 𝜎𝜎1 =  𝜎𝜎𝜃𝜃𝜃𝜃. 

Equation 8: Tensile failure criterion 

𝜎𝜎θθ < 0 𝑎𝑎𝑛𝑛𝑔𝑔 |𝜎𝜎θθ| ≥ 𝑇𝑇0,𝜃𝜃 = 0°  

 

 

 

656



Rogers et al. 

Table 3 summarizes information about the values for the input variables used in the wellbore 
stability modeling. After drilling, there was relatively high confidence in the values for Sv, Shmin, 
Pp, SHmax azimuth and the rock properties, so these are fixed inputs. In contrast, there remained 
significant uncertainty in the SHmax magnitude (and therefore, Aϕ), the extent of possible swabbing, 
and the thermal stresses. This leads to a non-unique wellbore stability model, so multiple scenarios 
were considered. 

Table 3: Geolog wellbore stability modeling inputs 

Parameter Varying Input? Value/Comment 
Sv No • Calculated from the post-drill geology density model 

Shmin No • Critically stressed crust assumption 
• Stress magnitude anchored to the 13-3/8” shoe XLOT at ~6,600 ft-TVD 

SHmax Yes • Calculated based on Aϕ of 0.75, 0.90, 0.99, 1.01, 1.1 and 1.2 
• SHmax Azimuth: 10°/190° 

Pp No • Temperature dependent hydrostatic pore pressure model 

Pmud Yes 

• The drilling fluid was water: 1.0 SG was used as a base-case with limited 
ECD 

• For potential swabbing effects, a 0.25 – 1 ppg reduction in mud pressure was 
considered. Mudweights of 0.88, 0.95, 0.97 and 1.0 SG were used as inputs 

Rock 
Properties No 

• Constant values were assumed for most rock properties in the basement 
• A curve for unconfined compressive strength (UCS) was calculated from 

wireline logs 

ΔT = 
(Tf – Tr) 

Yes 
 

• For the wellbore fluid temperatures, two end members were used: 
o Cold case (while circulating/drilling) 
o Warm case (while TOOH/on surface) 

 
To capture the input uncertainties defined in Table 3, 14 wellbore stability model scenarios were 
tested (Table 4). The stress regime (Aϕ), swabbing pressure, and ΔT = (𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑟𝑟) were varied until 
the wellbore stability model matched the observed drilling induced damage. It was assumed that 
drilling induced tensile failure is more likely to occur when the wellbore fluid was the coldest 
(circulating/drilling) and borehole breakout was more likely to occur when the wellbore fluid was 
the hottest (TOOH/on surface). The borehole breakouts and the drilling induced tensile failure 
were matched separately.  
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Table 4: Geolog wellbore stability modeling results for tensile failure (TF) and borehole breakouts (BO) 

# Aϕ ΔT 
(𝑇𝑇r−𝑇𝑇f) 

Swab 
Pressure BO/TF Geolog Modeling Observations Fit? 

1 
N

O
R

M
A

L
 

0.75 ΔT min 0.4 ppg swab BO No BO Poor 
2 0.75 ΔT max No swab TF Intermittent TF from top to ~8,400 ft Fair 

3 0.90 ΔT min 0.4 ppg swab BO Intermittent BO from ~11,300 ft - 
~12,700 ft, then continuous to base Fair 

4 0.90 ΔT min 1 ppg swab BO Intermittent BO from ~11,000 ft - 
~12,200 ft, then continuous to base Fair 

5 0.90 ΔT max No swab TF Continuous TF from top - ~9,500 ft, 
then intermittent to ~11,200 ft Best Fit 

6 0.99 ΔT min 0.4 ppg swab BO Intermittent BO from ~11,000 ft - 
~12,200 ft, then continuous to base Good 

7 0.99 ΔT max No swab TF Continuous TF from top to base Poor 
8 

ST
IK

E
-S

L
IP

  

1.01 ΔT max No swab TF Continuous TF from top to base Poor 

9 1.1 ΔT min 0.25 ppg swab BO Intermittent BO from ~9,800 ft - 
~11,000 ft, then continuous to base Best Fit 

10 1.1 ΔT min 0.4 ppg swab BO Intermittent BO from ~9,800 ft - 
~11,700 ft, continuous to base Good 

11 1.1 ΔT min 1 ppg swab BO Intermittent BO from ~8,800 ft - 
~11,000 ft, continuous to base Fair 

12 1.1 ΔT max No swab TF Continuous TF from top to base Poor 

13 1.2 ΔT min 0.25 ppg swab BO Intermittent BO from ~8,800 ft - 
~11,000 ft, then continuous to base Fair 

14 1.2 ΔT min 1 ppg swab BO Continuous BO from ~8,800 ft to base Poor 
 
In general, observed breakouts are best predicted by a strike-slip stress regime (Aϕ ~ 1.1, Figure 
7) and observed tensile failure is best predicted by a normal faulting regime (Aϕ ~ 0.9, Figure 8). 
The normal faulting regime tends to underpredict the number of breakouts whereas the strike-slip 
regime overpredicts the tensile failure. It was challenging to match both the widths and the TVD 
of the interpreted borehole breakouts. Due to interpretation uncertainty (i.e., the use of maximum 
width) and BHI resolution, the depths at which borehole breakout was predicted was given higher 
priority than the modeled widths. Aside from the input values defined in Table 3, sources of 
uncertainty include localized swabbing, changes in rock properties, parting on foliations, or rock 
fabric variation that were not captured in the model.  
 
The wellbore stability model scenarios show that the stress tensor is likely to be transitional 
between normal faulting and strike-slip (SHmax ≈ Sv and Aϕ ~1.0 +/- 0.1). This is a larger SHmax 
magnitude than was expected prior to drilling based on the regional trends. This transitional stress 
state partially accounts for the higher prevalence of borehole breakout in the 12-1/4” section than 
was expected. The general trends of the wellbore stability are captured by the modeling, and this 
increases the confidence in the post-drilling stress tensor prediction. The final SHmax gradient in 
depth was calculated from Equation 2 to Equation 4, assuming the transitional regime and with Sv, 
Shmin, and Pp as inputs (displayed in Figure 9). 
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Figure 7: Borehole breakout models (red) from Geolog, compared to static acoustic borehole image (ABI). 

 

  
Figure 8: Tensile failure models (blue) from Geolog, compared to static acoustic borehole image (ABI). 
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3. Discussion 
Figure 9 plots the base-case, or most likely, estimates of Pp, Shmin, SHmax and Sv made pre-drill 
(faded lines) and post-drill (dashed lines). A comparison is also provided in Table 5, with values 
averaged over depth. Note that the full pre-drill uncertainty range in Shmin spanned to Sv, as 
described in Section 2.1.4. Figure 9 displays the most likely Shmin assumed before drilling, 
calculated from the critically stressed crust assumption. 

Comparison of the predictions shows that below the top of the basement, the post-drill Sv estimate 
beings to deviate from the pre-drill estimate because the basement rock density was greater than 
forecasted. These results show that a wide density range should be considered when estimating Sv 
prior to drilling. The error in the Sv prediction also affected the SHmax calculation. The most likely 
estimates made before and after drilling for Pp and Shmin are very closely aligned. 

 

 
Figure 9: Eavor-Deep Stress Tensor Plot: The pre-drill (faded lines) and post-drill (dashed lines) stress and 

pore pressure base-case estimates are displayed with XLOT/FIT data. The pre-drill estimates account 
for uncertainty in top depths, temperature, pore pressure and stress regimes. Casing shoe depths (grey 
dots) and formation tops (brown dots) are shown. Note the 8-1/2” MH and ST are openhole. 
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After the successful data collection program at Eavor-Deep, the uncertainty in the stress tensor 
values has decreased. Prior to drilling, there was uncertainty in if the field was critically stressed 
and if Eavor-Deep was in a normal faulting (NF), or a strike-slip faulting (SS) regime. After 
analyzing the data collected during drilling, there is higher confidence the well is in a critically 
stressed transitional normal/strike-slip regime. For all parameters in the stress tensor, the relative 
accuracy of the predictions made prior to drilling demonstrates the robustness of the approach 
described in this paper.  

Table 5: Summary of pre-drill and post-drill geomechanical estimates 

Parameter Pre-Drill Prediction (base-case) Post-Drill Prediction (base-case) 

Stress Regime (Aϕ) 
0.75 (base-case) – 1.1 1.0 +/- 0.1 

NF (base-case) to weak SS Transitional NF/SS 
SHmax Azimuth ~N (0°/180° +/- 15°) NNE/SSW (10°/190°) 

Sv (mean) 1.06 – 1.07 psi/ft 1.09 psi/ft 
Shmin (mean) 0.62 psi/ft 0.62 psi/ft 
SHmax (mean) 0.96 – 1.1 psi/ft 1.05 – 1.14 psi/ft 

4. Conclusions 
Eavor-Deep was drilled in a data sparse environment, yet most stress tensor parameters were 
predicted with a relatively high accuracy. Acquiring data while drilling Eavor-Deep ultimately 
reduced the uncertainty of stress tensor values. The similarity between the pre-drill and post-drill 
estimates increases the confidence in the geomechanical workflow described in this paper.  

The pre-drilling estimates of the stress tensor were accurate in this project. However, if there were 
substantial fault stress shadows or if the area was not critically stressed as expected, this may not 
have been the case. Additional uncertainty is introduced through the pore pressure and rock 
property prediction inputs, such as the basement density issue described. The study shows that it 
is important to identify a reasonable uncertainty range prior to drilling. It is also better to describe 
confidence levels on the stress tensor values than to precisely define the values, as understanding 
likely end members has important implications on well design. 

Knowledge of the stress tensor plays an important role in wellbore stability prediction, drilling 
pressure limits, and cement design. This work demonstrates the value of using physical principles 
and the geologic context to predict the stress tensor prior to drilling, especially in data sparse 
locations. The World Stress Map and Aϕ reginal maps were valuable inputs, as were the geologic 
formation and density prognosis from outcrop studies The stress tensor estimates could then be 
validated, and the uncertainty reduced, through acquisition of data during drilling including density 
log measurements, extended leak-off tests, and borehole image logs.  

Table 6 provides a summary of how the stress tensor components were estimated for the Eavor-
Deep project, both before and after drilling. This workflow may provide a useful example for 
future projects in similar geologic contexts. The geomechanical workflow described here is likely 
applicable for other hot, hard rock drilling projects in data sparse environments. It is also relevant 
for geothermal areas that are critically stressed (or near so) and have normal to strike-slip 
conditions, such as the US Basin and Range (Dickinson, 2002) and the Taupō Volcanic Zone, New 
Zealand (Rowland and Sibson, 2004).  
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Table 6: Summary of Eavor-Deep pre-drill and post-drill workflows for geomechanical stress estimates 

Sv 

Pre-Drill 
(Section 2.1.3) 

The overburden stress was calculated from the integration of the formation 
densities (Equation 1). The uncertainty in the top depths and the densities 
were considered. Pre-drill, density can be estimated from offset well logs, 
representative outcrop samples or estimations based on minerology. 

Post-Drill 
(Section 2.2.2) 

Equation 1 was also used for post-drill prediction. Wireline log density data 
was highly valuable in minimizing the uncertainty in Sv. For the sections 
without log data, the density for each formation was calculated from the 
minerology of the cuttings or was measured from outcrop samples. 

Comments 
It was found that the uncertainty in pre-drill top depths did not have a large 
effect on the Sv estimation. However, density had a larger impact, and a 
range should be carried, especially when estimated from outcrop samples. 

Shmin 

Pre-Drill 
(Section 2.1.4) 

The horizontal stress magnitudes were predicted from Aϕ regional maps, 
the World Stress Map (WSM), and a combination of the critically stressed 
crust assumption and the Aϕ formula (Equation 2 - Equation 4). 

Post-Drill 
(Section 2.2.3) 

During drilling, an extended leak-off test (XLOT) was used to measure 
Shmin. This was highly valuable once in competent rock and away from any 
expected ductile formations. 

Comments 

The critically stressed crust assumption will estimate a lower bound for 
Shmin. For pre-drill well design, understanding the most likely smallest 
value of Shmin is the most important end member, since in a normal or strike 
slip regime this represents the limiting fracture gradient for drilling 
operations. 

SHmax 

Pre-Drill 
(Section 2.1.4) See: Shmin Pre-Drill. 

Post-Drill 
(Section 2.2.4) 

Image logs were used to minimize uncertainty in SHmax. The image log 
observations were compared to numerical wellbore stability models to 
identify likely values of the SHmax magnitude. 

Comments 

Before drilling, predicting the possible range in SHmax is important for 
understanding the possibility of breakouts and tensile failure. SHmax is often 
difficult to determine, and observations from image logs were important for 
calculating the most likely range in SHmax post-drill. 

SHmax 
Azimuth 

Pre-Drill 
(Section 2.1.2) 

Both offset well image logs and the WSM were used to approximate the 
SHmax azimuth. 

Post-Drill 
(Section 2.2.1) 

Image logs were used to approximate the SHmax azimuth. However, this is 
only useful for azimuth prediction if breakouts or tensile failure are 
observed. 

Comments 

The post-drill SHmax azimuth was more aligned with the WSM regional 
trends than the closest offset well image log interpretation. This could have 
been due to low confidence data in the offset well or a stress rotation due to 
faulting. Both the regional trends and immediate offset wells should be 
evaluated to determine the possible azimuth range. 
This was a near-vertical well, so the azimuth of SHmax had little impact on 
the wellbore stability, however, for wells with higher inclinations, this 
would be important. Additionally, the azimuth of the stress tensor is a key 
input to modeling fracture and fault stress sensitivity (Barton et al., 1995). 
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ABSTRACT 

Geothermal plant performance is bounded by the second law efficiency, which accounts for the 
quantity of exergy that can be converted into useful work. This, in turn, is dependent on the 
geothermal resource temperature and the temperature of the heat sink (i.e., the ambient 
temperature). In this study, we show that ambient temperature variability on a diurnal and seasonal 
basis can affect performance and cost estimations for geothermal plants. We have utilized the 
updated System Advisor Model (SAM) to assess nine geothermal sites with existing resource 
capacities across three climate zones. Our analysis shows that both evaporatively-cooled flash and 
air-cooled binary cycle plants are affected by temperature, with a slightly higher effect in enhanced 
geothermal system binary sites. By assuming an ambient (wet bulb) temperature baseline of 15.6°C 
(60°F) and comparing baseline results to those from site-specific data, we observe up to 15% 
underestimation of plant performance and up to 20% overestimation of cost. These results make a 
case for the inclusion of location-based weather data as inputs to supply curves that are used in 
capacity expansion models for the prediction of future geothermal deployment scenarios. 

1. Introduction  
Geothermal energy for electricity generation is a growing market in the United States. With 
intensifying research, development, and demonstration, and enabling policies around enhanced 
geothermal systems (EGS) as well as closed-loop and superhot rock technologies, there is an 
anticipated upsurge in geothermal energy utilization for both electricity generation and direct-use 
applications (Robins et al., 2021; Augustine et al., 2023). Like all thermo-electric power cycles, 
the performance of a geothermal power cycle is limited by the first and second laws of 
thermodynamics. The first law determines how much thermal energy can be extracted from the 
subsurface. The first law does not account for the interaction of the system with the external 
environment, which can limit energy conversion reversibility.  The second law efficiency accounts 
for this interaction via the entropy term, and further constrains how much convertible energy (i.e., 
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exergy) can be extracted from a geothermal fluid to drive a turbine generator for a given resource 
temperature and the sink temperature (Mines, 2016). This, in turn, defines the gross plant power 
output per unit mass flow of produced geothermal fluid, i.e., the brine effectiveness, an important 
parameter in geothermal plant design. In many thermodynamic and thermoeconomic analyses, the 
sink temperature of the cycle (i.e., the ambient temperature) is assumed to be a constant. Although 
this could be valid if a single location is assumed, it does not hold for regional- and national-scale 
analyses, nor does it account for daily and seasonal changes in ambient temperature. In the western 
United States, where existing geothermal power plants are situated, ambient temperatures vary 
diurnally and seasonally due to climatic differences and topography. Ambient temperatures 
changes have a more pronounced impact on air-cooled power systems than on wet or evaporatively 
cooled plants.  

Previous studies that investigated the effect of ambient temperature dynamics on plant 
performance have been exergoeconomic studies and power cycle optimization modeling for a 
single plant and two-plant comparisons (e.g., Michaelides and Michaelides, 2010; Sohel et al., 
2011; Kahraman et al., 2019; Pons, 2019; Sukra et al., 2023). Michaelides and Michaelides (2010) 
performed an exergy analysis of plants running on flash-based cycles. They reported that 
temperature variations could lead to power output fluctuations between 24% in single-flash and 
22% in dual-flash cycles, respectively (Michaelides and Michaelides, 2010). Kahraman et al. 
(2019) determined from a single-plant (binary cycle) analysis that an ambient temperature increase 
from 5°C to 35°C causes a 6.8-MW decrease in power generation resulting from a drop (54.9% to 
36.7%) in second law efficiency (Kahraman et al., 2019). These studies reveal that ambient 
temperature variation affects plant performance. However, they do not make comparisons across 
technologies and multiple sites. 

In this work, we use the updated “Geothermal” model in the System Advisor Model (SAM) to 
determine the effect of diurnal and seasonal variability in ambient temperature on geothermal plant 
performance and costs. This updated model incorporates the legacy cost and performance 
calculations in the Microsoft Excel-based Geothermal Electricity Technology Evaluation Model 
(GETEM) with the unique capabilities of SAM to create a more robust bottom-up model. We apply 
this model to both flash and air-cooled binary plants driven by geothermal fluids from 
hydrothermal and EGS resources. We make case study runs for nine locations in California, 
Nevada, and Oregon for each resource-technology pair within different climate zones in western 
United States. SAM is used to access the historical multiyear weather data from the National Solar 
Radiation Database (NSRDB) for each location. The multiyear hourly temperatures are averaged 
to a single-year time series and then used to calculate the hourly brine effectiveness and generated 
power. These parameters are used to determine the location-adjusted annual power generation, net 
capacity factor, capital cost, and levelized cost of electricity (LCOE) for the selected sites. The 
results derived from this analysis will inform whether location-based weather data needs to be 
accounted for in the supply (cost versus capacity) curves that are used as inputs to capacity 
expansion models for the prediction of future geothermal deployment scenarios. This will, in turn, 
support stakeholders in the decision-making process for future investments in geothermal projects. 
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2. Methodology 
We used SAM, developed by the National Renewable Energy Laboratory (NREL), to perform 
bottom-up estimations of the system performance and costs for selected geothermal sites. The 
Geothermal model in SAM has recently undergone significant improvements to better match the 
outputs from the legacy GETEM used widely by industry. These changes were discussed in a 
webinar held on January 19, 2023 (https://sam.nrel.gov/geothermal.html). In addition, existing 
capabilities in SAM are being harnessed to further increase the accuracy and representativeness of 
simulation results. One of these capabilities is the inclusion of ambient weather conditions that 
affect modeling outcomes. Originally, in the GETEM model, users could only use the default 10°C 
ambient temperature for binary systems and the 15.6°C (60°F) wet bulb temperature for flash 
systems. In the next SAM release, users will be able to apply the ambient temperatures from actual 
weather files in their simulations. 

In this work, we used the updated Geothermal model in SAM to determine the effect of diurnal 
and seasonal variability in ambient temperature on geothermal plant performance and costs. We 
applied the updated SAM model to both flash and air-cooled binary plants driven by geothermal 
brine from hydrothermal and near-field EGS resources. To assess this, we have selected nine sites 
with existing geothermal resource capacity. Table 1 shows the site descriptors including the site 
number, name, geolocation (i.e., latitude and longitude), resource temperature, depth, and other 
properties. All sites are located within western United States—California, Nevada, and Oregon—
where significant geothermal development has occurred over time. 
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Table 1. Site Characteristics for the Selected Geothermal Resources in the Western United States 

Site 
Code Site Name State Latitude Longitude Köppen 

Climate Zone 

Site 
Elevation, 

m 

Reservoir 
Temperature, 

°C 

Reservoir 
Depth, m 

Resource-
Technology 

Pair 

Annual Avg. 
Ambient 

Temperature, 
°C 

Annual Avg. 
Wet Bulb 

Temperature, 
°C 

EM East Mesa CA 32.78 -115.25 

BWh-
Subtropical 
desert -19 170 

                         
2,000  EGS Binary 23.2 13.8 

LVM 

Long 
Valley 
(Mammoth) CA 37.64 -118.91 

Csb- Warm-
summer 
Mediterranean, 1,258 175 

                             
2,000  EGS Binary 6.1 1.4 

BM 
Blue 
Mountain NV 41.00 -118.13 

BSk-Mid-
latitude steppe 1,258 175 

                             
2,000  EGS Binary 10.5 4.7 

COSO Coso Area CA 36.05 -117.77 
BSk-Mid-
latitude steppe 1,322 250 

                             
2,500  EGS Flash 14.4 6.6 

SS 
Salton Sea 
Area CA 33.20 -115.60 

BWh-
Subtropical 
desert -67 250 

                             
2,500  EGS Flash 23.6 14.1 

HI Heber I CA 32.72 -115.53 

BWh-
Subtropical 
desert 0 170 

                             
1,219  

Hydrothermal 
Binary 23.3 13.6 

HII Heber II CA 32.72 -115.53 

BWh-
Subtropical 
desert 0 205 

                             
1,219  

Hydrothermal 
Flash 23.3 13.6 

MHS 
Mickey Hot 
Springs OR 42.35 -118.35 

BSk-Mid-
latitude steppe 1,492 170 

                             
1,067  

Hydrothermal 
Binary 7.9 3.4 

FLV 
Fish Lake 
Valley NV 37.86 -118.05 

BSk-Mid-
latitude steppe 1,306 205 

                             
1,524  

Hydrothermal 
Flash 14.2 6.5 
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Figure 1: Geospatial map of western U.S. locations of selected sites and their Köppen-Geiger climate zones. 

 

Figure 1 reveals the geolocation of the selected sites on a spatial map of the western United States. 
The sites cut across three Köppen-Geiger climate zones, including BWh - Subtropical desert, Csb 
- warm-summer Mediterranean, and BSk - Mid-latitude steppe. Each climate zone is characterized 
by distinct surface mean temperatures and precipitation patterns that vary diurnally and seasonally 
during the course of a year. For example, as illustrated in the time series in Figure 2, the hourly 
temperatures experienced at Salton Sea with a subtropical desert climate (at -67-meter elevation) 
are on average more than 15°C higher than those in the Mediterranean-climate Long Valley site. 
Five of the sites have been identified as having resources for both hydrothermal and near-field 
EGS. Only Fish Lake Valley and Mickey Hot Springs are strictly hydrothermal. 

We have classified the surface power blocks as either flash steam cycles or binary cycles. Flash 
plants typically run on either wet steam or saturated water. During flashing, the inlet geofluid 
undergoes a pressure drop, which results in a two-phase (steam and saturated water) system. The 
saturated water at the bottom of the vessel can undergo multiple flash stages to increase the amount 
of latent heat that can be extracted from the geofluid to drive the turbine. However, practically no 
more than three flashing stages are implemented in geothermal plants. This is because of a 
diminishing returns effect of cost versus efficiency gain (Harvey & Wallace, 2016; Fallah et al., 
2018). In this work, we compared the performance and cost for single and dual flashing stages. 
We also applied the flash-to-binary threshold at a resource temperature of 200°C, just as in the 
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NREL Annual Technology Baseline (NREL, 2023). Therefore, a geothermal (hydrothermal or 
EGS) resource at a temperature below 200°C is tied to a binary cycle at the surface, while one with 
a resource temperature at or above this threshold is paired with a flash technology-based steam 
cycle. 

 
Figure 2: An annual time series showing ambient temperature variation for Long Valley and Salton Sea.  

An overview of the methodology applied to this study is shown in Figure 3. As a first step, we 
used the “Ambient Conditions” module in SAM to download weather files from 1998–2020 from 
the NSRDB for each site using their latitudes and longitudes. Each weather file (in .CSV file 
format) contains the ambient (dry bulb) temperature, relative humidity, and dew point, among 
other variables for each hour in a single year. The multiyear hourly data was averaged to a single-
year time series in Excel and then uploaded back into SAM. Examples of ambient temperature 
time series from the multiyear hourly data are shown in Figure 2. Afterward, the SAM input file 
was initialized by specifying the input variables for each site. Input variables are categorized as 
those that define (1) the geothermal resource (e.g., resource temperature, depth, resource 
potential), (2) plant operations (e.g., net power output/power sales, plant type—flash or binary, 
geofluid production rate, ambient weather conditions), (3) field installation costs (e.g., number of 
exploration wells, pump unit cost, drilling success rate), (4) operating cost, and (5) financial 
parameters (e.g., discount rate, tax rate, depreciation). A list of the input variables and their values 
can be found in Table 2. The model was then simulated for each site-resource-technology pair. 
Two simulations were implemented per site-plant technology pairs. The first uses a baseline wet 
bulb temperature of 15.6°C, while the second simulation uses the site-specific wet bulb 
temperature calculated from the weather data. 
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Figure 3: An overview of the methodology applied in this study. 

 

Table 2: Input variables used in the SAM simulations for the four resource and plant technology pairs. 

 Hydrothermal EGS 
Plant technology Flash Binary Flash Binary 

Cooling technology Evaporative 
(Wet-cooled) 

Air-cooled 
(Dry-cooled) 

Evaporative 
(Wet-cooled) 

Air-cooled 
(Dry-cooled) 

Power output (power sales), MW 30 30 30 30 
Production rate per well, kg/s 80 110 40 40 
Pressure drawdown, psi/1,000 lb/h 0.4 0.4 4 4 
Annual temperature decline 0.5% 0.5% 0.5% 0.5% 
Drilling cost curve (U.S. DOE, 2019) Baseline Baseline Baseline Baseline 

Well/Completion type (Lowry et al., 2017) Vertical -
open hole 

Horizontal - 
deviated 
liner 

Vertical -
open hole 

Horizontal - 
deviated 
liner 

Well diameter (Lowry et al., 2017) Small Large Small Large 
Number of successful exploration wells 3 3 5 5 
Fixed operating cost, $/kW-yr (NREL, 2023) 113.62 151.06 202.55 452.52 
Discount rate (nominal) 7% 7% 7% 7% 
Federal income tax rate 20.1% 20.1% 20.1% 20.1% 
State income tax rate 7% 7% 7% 7% 
Property tax rate (% of total installed cost) 1% 1% 1% 1% 
Insurance rate (% of total installed cost) 0.50% 0.50% 0.50% 0.50% 
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3. Results and Discussion 
The results of the SAM runs for each site are shown in Table 3. All sites are compared to a baseline 
that assumes a constant wet bulb temperature of 15.6°C (i.e., 60°F) as used in the GETEM model. 
The results reveal that the second law efficiency—defined by the brine effectiveness—is a strong 
function of the wet bulb temperature for both flash and binary systems. The significance of this 
effect differs by power cycle type (flash versus binary and single versus dual flash) and location 
(i.e., climate zone and topography) of the resource. In the following subsections, we discuss the 
impact of each factor in detail. 

Table 3: Results from the SAM simulations for all nine sites. 

Site 
Code Site Name Classification 

Calculation 
Type 

Brine 
Effectiveness 
(w-h/lb) 

Pump Work 
(MW) 

Gross Output 
From (MW) 

Net Capital 
Cost per 
Watt ($/kW) 

LCOE 
($/MWh) 

EM East Mesa EGS Binary 
Baseline 8.79 37.55 67.55 6023 462 
Actual Site 
Data 8.93 36.31 66.31 5967 437 

LVM Long Valley 
(Mammoth) EGS Binary 

Baseline 8.94 36.23 66.23 5962 444 
Actual Site 
Data 9.86 29.51 59.51 5594 344 

BM Blue 
Mountain EGS Binary 

Baseline 8.94 36.23 66.23 5962 444 
Actual Site 
Data 9.66 30.77 60.77 5665 360 

COSO Coso Area 

EGS (Single) 
Flash 

Baseline 11.68 13.37 43.37 5062 149 
Actual Site 
Data 12.77 11.72 41.73 4802 136 

EGS (Dual) 
Flash 

Baseline 13.77 10.32 40.32 4598 128 
Actual Site 
Data 14.80 9.33 39.33 4425 120 

SS Salton Sea 
Area 

EGS (Single) 
Flash 

Baseline 11.68 13.37 43.37 5062 149 
Actual Site 
Data 11.86 13.06 43.07 5017 146 

EGS (Dual) 
Flash 

Baseline 13.77 10.32 40.32 4598 128 
Actual Site 
Data 13.94 10.14 40.14 4568 127 

HI Heber I Hydrothermal 
Binary 

Baseline 5.97 6.44 36.44 2437 70 
Actual Site 
Data 6.07 6.32 36.32 2418 69 

HII Heber II 

Hydrothermal 
(Single) Flash 

Baseline 6.63 2.18 32.18 2203 50 
Actual Site 
Data 6.86 2.11 32.11 2170 49 

Hydrothermal 
(Dual) Flash 

Baseline 8.87 1.56 31.56 1939 46 
Actual Site 
Data 9.09 1.53 31.53 1921 45 

MHS Mickey Hot 
Springs 

Hydrothermal 
Binary 

Baseline 5.90 6.67 36.67 2272 68 
Actual Site 
Data 6.47 6.04 36.04 2182 64 

FLV Fish Lake 
Valley 

Hydrothermal 
(Single) Flash 

Baseline 6.63 2.24 32.24 2496 54 
Actual Site 
Data 7.63 1.99 31.99 2342 51 

Hydrothermal 
(Dual) Flash 

Baseline 8.87 1.61 31.61 2180 49 
Actual Site 
Data 9.84 1.49 31.49 2083 47 
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3.1 Flash Power Cycle 

The results for the sites with flash steam cycles (Table 3) show that the brine effectiveness is better 
optimized in the dual flash than in the single flash systems. The move from single to dual reduces 
the parasitic load required for geofluid pumping, thereby decreasing the capital cost and LCOE. 
The degree of cost reduction is more prominent in EGS flash systems than in hydrothermal flash 
due to the significant decrease in the number of pumped production wells required for flow and 
pressure sustenance and heat transfer within the power cycle. Figure 4 compares the performance 
and cost parameters for the actual temperature data to the baseline inputs for hydrothermal flash 
sites—Heber II (HII-A and HII-B) and Fish Lake Valley (FLV-A and FLV-B) and EGS flash - 
Coso (COSO-A and COSO-B) and Salton Sea (SS-A and SS-B). The letters “A” and “B” represent 
“single” and “dual” flash, respectively. Generally, the percentage difference from the baseline is 
more prominent in the single flash case than in the dual flash. This suggests that the single flash 
system is more sensitive to changes in the ambient temperature compared to the dual flash system. 
By comparing across geothermal resources, it is evident that sensitivities to ambient weather 
conditions do not vary based on resource type (EGS versus hydrothermal) but on-site location. For 
example, the Salton Sea EGS flash experienced similar sensitivities to ambient temperature as the 
Heber II hydrothermal flash.  

 
Figure 4: Percentage difference of performance and cost outputs between the baseline and actual data for 

flash-based power cycles.  
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3.2 Binary Power Cycle 

The majority of binary cycle plants in operation in the United States have an air-cooled condenser 
system. These condensers operate on the principle of forced convection of ambient air to cool the 
turbine outlet working fluid. GETEM and SAM assume an air-cooled binary cycle consisting of a 
turbine generator, an air-cooled condenser, heat exchangers, and working fluid pump. In this study, 
we have paired lower temperature geothermal resources (<200°C) with binary cycles. Hence, the 
available energy (i.e., exergy), which is a strong function of the reservoir temperature (and the 
ambient temperature), is less than in the flash case. Therefore, for the same net power output (30 
MW), a binary plant will require a higher wellfield flow rate into the heat exchanger unit to 
maximize conversion (first law) efficiency. On the other hand, higher brine effectiveness (and 
second law efficiencies) can be achieved compared to flash systems. However, this must be 
optimized against cost. This is because at high brine effectiveness, the cost of installed plant 
equipment increases (Mines, 2016). Each SAM simulation is preceded by a binary plant 
optimization simulation to determine the brine effectiveness that minimizes cost. Therefore, binary 
systems may be cost-optimized to lower brine effectiveness compared to the unconstrained flash 
systems. These factors together with significant parasitic pumping requirements cause binary plant 
costs to be significantly higher than those of flash plants. A typical example is the comparison of 
Heber I hydrothermal-binary and Heber II hydrothermal-dual flash, at the same location and 
resource depth, with a baseline LCOE of 70 $/MWh and 46 $/MWh, respectively. For the same 
location, the binary system seems to be characterized by similar levels of sensitivities to changes 
in ambient temperature compared to the flash system. This is shown in Figure 5, for Heber I 
hydrothermal-binary (HI) and Heber II hydrothermal-flash (HII-B). Although there is a higher 
sensitivity on the performance results for flash, there is a corresponding higher sensitivity on 
LCOE results in the binary case.  

 
Figure 5: Percentage difference of performance and cost outputs between the baseline and actual data for the 

Heber I hydrothermal-binary power cycle (HI) and Heber II hydrothermal-dual flash cycle (HII-B). 
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3.3 Climate Zone Effect 

We have established three climate zones among the selected sites: (a) BWh - Subtropical desert, 
(b) BSk - Mid-latitude steppe, and (c) Csb - Warm-summer Mediterranean. The subtropical desert 
climate sites are described by high average temperatures (~ 23°C) compared to sites in the other 
zones. Therefore, coupled with their low relative humidity, the wet bulb temperatures for BWh 
sites are close to the baseline wet bulb temperature (15.6°C) used in this study. Therefore, as shown 
in Figure 6, they appear to be less sensitive to the change in the baseline temperature irrespective 
of resource type or conversion technology. To understand the effect of location and climate zone, 
we discuss the results for the EGS-binary and hydrothermal-flash cases. For the EGS-binary case, 
we assess results from the East Mesa (Subtropical desert climate), Long Valley (Warm-summer 
Mediterranean climate), and Blue Mountain (Mid-latitude steppe climate) sites. These sites are 
characterized by similar resource temperatures and depth but with varying ambient temperatures. 
From Table 3, it is evident that the Long Valley site has the least LCOE (344 $/MWh) compared 
to Blue Mountain and East Mesa. This is because the Long Valley EGS-binary cycle is 
characterized by a higher brine effectiveness and less parasitic pumping needed at lower ambient 
temperatures, resulting in the lowest gross power output among the three sites. Also, as shown in 
Figure 6, the use of the baseline temperature assumption instead of the actual site data can result 
in more than 20% overestimation of the LCOE in the Long Valley EGS-binary case. Similar 
observations are also made for hydrothermal-binary and hydrothermal-flash plants. For example, 
by looking at Mickey Hot Springs (BSk - Mid-latitude steppe) with a comparable resource 
temperature and depth as the Heber I site (BWh - Subtropical desert), there is a more significant 
overestimation of the pump work and LCOE in the former than in the latter. Thus, not accounting 
for site-specific ambient temperatures and their variability could propagate errors in large-scale 
models. 
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Figure 6: Percentage difference of performance and cost outputs between the baseline and actual data for sites 

across multiple climate zones. 

4. Conclusion 
In this study, we assessed the effect of ambient temperature variability on geothermal performance 
and cost estimations. Nine geothermal sites with existing resource capacities were selected based 
on type of resource (hydrothermal versus EGS), conversion technology (flash versus binary), 
geolocation, and climate zone. The results show that temperature variability from a constant 
baseline wet bulb temperature of 15.6°C typically assumed for geothermal systems can result in 
close to 15% underestimation of plant performance and up to 20% overestimation of cost, within 
the context of the case study sites. The severity of this error propagation may be more significant 
in larger-scale studies. Therefore, it is necessary that future regional and national geothermal cost 
estimations and projections account for site-specific ambient temperatures and their variability. 
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ABSTRACT 

Geothermal exploration in the Asal Rift began in the 1970s.  Early exploration activities included 
geoscientific surveys, temperature gradient holes, and 6 deep exploration wells drilled in the late 
1980s.  In the mid-2000s, an international developer did some additional exploration, environmental 
studies and development planning for a geothermal power project in Fiale Caldera.  However, the 
developer did not proceed after the financial crisis of 2008. In 2013, the Government of Djibouti 
(GoDj) secured an initial US$31.23 million in funding through a consortium of 7 investment bank 
groups (including in-kind matching from the Government of Djbouti).  The original project funding 
consisted of “blend terms” of both grant and loan financing.  The plan was to drill, and test 4 deep 
directional exploration wells in the Fiale Caldera.   

The project funding was backed by a World Bank commissioned Project Appraisal Document 
(PAD), which laid out the financing terms, project description, implementation strategies, key risks 
and mitigation factors, and project completion expectations.  A Geothermal Consulting Contractor 
(GCC) Geologica Geothermal Group, Inc, was contracted in August 2015, an integrated Drilling 
Service Contract (DSC) Iceland Drilling Company, was signed in May 2017, the first well was spud 
in July 2018, drilling of the final (third) well was completed in February 2019, and well production 
testing began in April 2019 and was completed in December 2021.  A power generation feasibility 
study was completed in late 2022, concluding the current phase of exploration at Fiale.  

During the course of project implementation, a number of challenges were encountered which 
impacted major project goals outlined by the original PAD, requiring significant changes to the 
overall program.  Issues related to project planning, financing and accounting, and procurement in 
a remote location required modification to well design, number of wells, project financing, and 
reservoir testing requiring adjustment of stakeholder expectations.  This paper will discuss the key 
positive and negative impacts encountered while undertaking a geothermal exploration drilling 
program with a wide array of project stakeholders and a multi-donor financing format. 
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1. Introduction  
Djibouti is a small east-African country surrounded by Somalia to the south, Ethiopia to the west, 
Eritrea to the North and the Indian Ocean to the east.  The country is a strategic shipping point in 
the region, located on the Gulf of Tadjoura where the Red Sea and Indian Ocean meet (Figure 1).  
The major shipping ports under recent development and expansion offer the primary source of 
economic drive for the small country, however, the existing infrastructure is only in the early phases 
of upgrade and are still well below typical first-world standards.  The country is located at the 
northern continental terminus of the East African Rift zone, offering active seismicity, recent (<100 
year) volcanic events, and shallow <6km magmatic heat.   

Geothermal exploration in the Asal Rift began in the 1970s.  Early exploration activities included 
geoscientific surveys, temperature gradient holes, and 6 deep exploration wells drilled in the late 
1980s.  In the mid-2000s, a potential international developer did some additional exploration, 
environmental studies and development planning for a geothermal power project in Fiale Caldera.  
However, the developer did not proceed after the financial crisis of 2008. In 2013, the Government 
of Djibouti (GoDj) secured an initial US$31.23 million in funding through a consortium of six 
development banks and funds (World Bank, African Development Bank, ESMAP, OFID, French 
Development Agency, GEF) and in-kind matching from the GoDj.  The original project funding 
consisted of “blend terms” of both grant and loan financing.  As the project implementation 
proceeded, additional budget-gap funding was provided directly by EDD in order to address 
unanticipated costs and delays in achieving project goals.  The plan was to drill 4 deep (~2500m) 
directional exploration wells in the volcanic basalts and trachytes within the Fiale Caldera.  Testing 
of the wells would provide confirmation of the temperatures, expected to range from 230-350oC, as 
well as critical information related to unknown permeability and suitability of fluid chemistry for 
commercial development.  The technical and financial basis of the project was backed by a World 
Bank commissioned Project Appraisal Document (PAD), which laid out the financing terms, projet 
description, implementation strategies, key risks and mitigation factors, and project completion 
expectations.  The project funding and all contractual obligations would be managed through 
Electricite de Djibouti (EDD), the semi-autonomous Government-backed utility.  A Project 
Management Unit (PMU) was set up at EDD to manage and oversee the various international 
contractors that would be engaged to support the project.   

 

Figure 1: Location map of Fiale Caldera project site (red) relative to Djibouti City (yellow) where the main 
shipping port is located. Inlay includes regional setting of Djibouti in East Africa. 
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A Geothermal Consulting Contractor (GCC), Geologica Geothermal Group, Inc (along with a team 
of subcontractors including Veizades & Associates, Panorama Environmental, and Steve Pye 
Consulting), was contracted in August 2015, an integrated Drilling Service Contract (DSC) Iceland 
Drilling Company was signed in May 2017, the first well was spud in July 2018, drilling of the final 
(third) well was completed in February 2019, and production testing of each well began in April 
2019 and ended in December 2021 (delayed by COVID).  A Power Generation Feasibility Study 
was completed in late 2022, concluding the current phase of exploration at Fiale.  

Several technical and financial hurdles impacted the progress at various stages of the project.  
Technical inconsistencies in the PAD, created some delays in the early planning stages.  Once 
implementation of the exploration drilling program began, evolving conditions on the ground 
required adaptations to goals and expectations set in place years prior.  Financial structures and 
expectations required significant adaptation as well.  Preliminary estimates and allocated budgets 
proved substantially below present-day realities, driven partially by changing cost structures within 
the industry and partially by the sheer lack of existing industry-related infrastructure associated with 
the project area. 

This paper discusses various problems and resolutions which allowed the project to proceed.  

2. Discussion 
2.1 Technical Hurdles 
The Fiale Deep Reservoir Exploration Drilling Project (Fiale) includes several project goals, laid 
out in the World Bank funded PAD, that were difficult to meet while following geothermal industry 
exploration, planning, well design, and engineering best practices.  Over the course of the project, 
multiple situations arose in which data indicated that best practice would dictate a modification of 
project goals and expectations, such as targeting shallower wells, or reducing the scale of a potential 
development.  Modifying goals and expectations likely would have ultimately saved money and 
increased the probability of success in advancing geothermal development in Djibouti.  However, 
the general understanding from the stakeholders was that the PAD could not easily be modified nor 
should the program deviate from the original goal, to explore for a deep reservoir within Fiale.     

2.1.1 Conceptual Model and Well Planning 

The pre-feasibility study conducted by REI in 2010 presented a preferred conceptual model that 
formed the basis of the project outlined by the PAD.  During the initial data review phase of the 
Fiale project, the GCC identified notable gaps and uncertainty in much of the data, which was not 
sufficiently accounted for or acknowledged in the REI conceptual model.  While the PAD does 
acknowledge the inherent risk in geothermal exploration drilling, it did not consider alternate 
conceptual models in outlining the next phase of exploration, instead proposing a project that 
assumed the REI conceptual model represented the subsurface reservoir.   

Drilling risk is considered in the PAD in the form of a cost benefit analysis related to well design 
selection (casing sizes) and overall exploration approach (multi-zone testing).  However, the PAD 
did not seem to consider the broader cost implications associated with reducing risk and increasing 
probability of success by closing these data gaps prior to drilling full-sized wells.  Typical best-
practice exploration includes eliminating uncertainties and reducing risks through a phased 
exploration approach, beginning with the lowest cost activities, and ending with the most expensive, 
i.e. full-size well drilling.  While the cost-benefit analysis in the PAD acknowledged exploration 
risk, it failed to account for the scale of the risk related to the uncertainties included in the REI 
conceptual model and the relatively low cost of addressing that risk with additional exploration.   As 
part of the preliminary review and well targeting phase, the GCC recommended additional 
exploration activities to address data gaps and uncertainty prior to final full-size well targeting, such 
as additional surface studies, temperature gradient surveys, and additional MT processing.  
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Unfortunately, project funding and schedule constraints did not allow for any additional pre-drilling 
geoscience activities prior to proceeding to the design phase. 

2.1.2 Well Design 

During the well design and bid specification phase, some confusion around ambiguous language in 
the PAD resulted in costly delays and eventual redesign of the well and revisions in the bidding 
phase.  The Terms of Reference identified a stakeholder goal of “drilling of four wells in 9 5/8 
inches” (The World Bank, 2013), optimized through a cost-benefit analysis conducted in a previous 
phase to provide the maximum flow.  However, conflicting language made it unclear whether this 
expectation referred to the diameter of production casing or the diameter of the slotted liner, created 
confusion in the well design phase of the project.  Therefore, it was assumed for the initial well 
design and bid documents that the production liner must have a diameter of 9 5/8”.  After receiving 
drilling bids that far exceeded available project funding (~150-200%), the decision was made to 
redesign the well to a 9 5/8” production casing with a 7” slotted liner.  While this change ultimately 
allowed for a lower cost well, the change further delayed and increased the cost of the procurement 
phase of the project.   During the preparation of the PAD a probability analysis was completed on a 
3 well program.  The decision was made to increase to 4 wells to increase the probability without a 
change in budget.  Clarification of the expectations for well design and probability of success 
described by the PAD may have avoided delays and additional costs associated with revising number 
of wells, designs and drilling programs. 

Another design and functionality requirement presented in the PAD, calls for multi-step drilling and 
production testing of each well.  “In order to further test the “shallow” (~250-600m) reservoir, wells 
and drilling programs must be designed so as to stop and conduct reservoir production testing on the 
shallow reservoir, prior to continuing drilling to the targeted “deep” (~2500m) reservoir” (The 
World Bank, 2013).  This expectation presents multiple complications in both the engineering and 
drilling phases of the project.  Achieving the depth intervals identified in the PAD require design 
that is atypical for geothermal exploration.  While not impossible, the engineering necessary to meet 
this goal requires more materials, such as casing strings, in order to remain consistent with 
international safety standards (NZS:2403, 2015; AU Code, 2016).  More engineering and more 
materials contributed to higher overall drilling costs compared to a more traditionally designed well.   

During the drilling phase, the intervals identified in the PAD meant drilling ahead in open hole after 
shallow reservoir test would put higher risk of drilling problems, such as hole instability or delays 
from lost circulation.  In the case of Fiale-1, instability possibly attributed, at least in part, to shallow 
reservoir testing, resulted in hole collapse that required recompletion at a later date.  Multi-purpose 
wells provide a certain appeal, in that they can provide extra data about multiple targets at a 
seemingly reduced cost.  However, the design and drilling of such a well, poses substantially higher 
risks, particularly given unknown drilling conditions and more.  Perhaps a hybrid multi-well 
program is a better approach, where the first well focuses on the primary target (deep reservoir), 
while subsequent wells, completed after drilling conditions are better known, can provide an 
opportunity for multi-purpose exploration. 

2.1.3 Impact of Project Schedule on Technical Expectations 

In the case of Fiale, a substantial period (5+ years) elapsed between development of the PAD and 
mobilization of the drilling rig for SPUD of the first well.  By the time funding sources were utilized, 
loan and grant agreements were several years old.  In addition, as the project progressed, a gap 
developed in the technical program, such as well design, drilling and testing programs, and number 
of wells (discussed later).  These evolutions were driven primarily by the realities of current drilling 
costs, evolving understanding of optimal well targets, and the very real limitations associated with 
exploration-phase activities in a relatively remote and under-developed region.  As conditions on 
the ground and drilling and testing programs shifted, the project team struggled to maintain 
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consistency with some of the originally stated goals and expectations in completing the evolving 
program.   

2.1.4 Deep Exploration Goals and Project Feasibility  

The World Bank PAD identified two key goals for the Fiale Caldera Deep Geothermal Exploration 
Drilling Project: 1) Conduct deep (~2500m) reservoir exploration drilling program within the Fiale 
Caldera; 2) Prepare a power generation feasibility study for a 20 to 50MW development project 
based on the subsequent results of the drilling and testing, which can be used to tender an 
International Power Producer (IPP).  In the end, these two project goals ended up being at odds with 
each other and created a road block for dynamic, data driven decision-making in real-time and 
ultimately a limitation of data available for the subsequent feasibility study.   

As discussed in 2.1.2 above, the original intention of multi-purpose wells became impractical to 
implement, thereby removing the shallow zone testing opportunity in deep targeted wells.  As the 
project progressed, it became clear that the initial results of deep drilling were not particularly 
supportive of a conventional 20-50 MW geothermal project from the “deep” reservoir.  Limited data 
(short-term injection, temperature heat-up) collected within the shallow hot zone (~600-1000m MD) 
indicated the presence of heat (~200oC) and potentially higher permeability (relative to deep).  After 
drilling both the first and second wells, recommendations were made to target a subsequent well 
into this zone for more rigorous production testing, sampling of fluids, etc.  Extensive discussions 
occurred among the interested parties about whether to complete a well within the shallow zone and 
include testing and evaluation within the current program. In the end the decision was made to follow 
the primary project goal laid out in the PAD and drill a third well in exploration of a deep reservoir, 
leaving shallow reservoir exploration for future activities.  Results of the third well were like those 
of the first two and the team proceeded with a feasibility study for a significantly scaled back 
potential development.   

The shallow zone, as it is currently defined, represents a potential upside for future development, 
however the lack of viable testing within this zone resulted in a high degree of uncertainty.  As a 
result, production from a potential shallow reservoir was not included in the current feasibility study 
nor confirmed as a viable target for future project development.  Significant additional exploration, 
including drilling, testing, and reservoir characterization is required before commercial viability can 
be confirmed.  In the end, the stated PAD goal that the project must first and foremost explore a 
deep reservoir hindered the wholistic evaluation of geothermal potential within Fiale Caldera, 
thereby limiting the opportunities to de-risk development and attract an experienced IPP. 

2.2 Contractual and Financial Hurdles 
The Fiale Exploration Project encountered several financial and contractual difficulties that were 
not anticipated in early project conception and required significant adjustments to find acceptable 
resolution.   

2.2.1 Contracting Expectations: Multiple Contract Templates 

Each funding source required a different type of procurement process and contract.  For the banks, 
the contract was between EDD and the contractor and funded by a bank.  In one instance, a service 
contract, successfully used and funded by one of the banks, was not immediately accepted by another 
bank, causing the project uncertainty and delay.  While the contract was eventually accepted, the 
associated delays and uncertainty injected unnecessary instability and uneasiness to the relationship 
with the contractor. 

During the drilling phase in particular, choices related to drilling or testing preparations required 
rapid decision-making on the ground.  In these instances, obtaining “non-objection” to a contract 
amendment from some of the banks was only practically feasible after the work was completed, 
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otherwise risking progress delays or even costly standby fees.  If the amendment was funded by a 
different bank the payment terms sometimes even required additional negotiations with the 
contractor.  This post-work review and non-objection process often further delayed payment for the 
services.  Further complicating the situation, some funding sources accepted post-work approval if 
the work was justified, while others did not.  These contractual inconsistencies added to the 
complicated decision-making process on the ground.  Budget reallocation planning and sometimes 
even real-time exploration decisions required more emphasis on administrative concerns than data-
driven findings.  A consistent structure in payment terms and contractual expectations could have 
minimized decision-making delays and facilitated a purely data-driven approach to decision-
making.  

2.2.2 Funding Flexibility 

The structure of the project financing presented some unexpected logistical hurdles as the drilling 
and testing activities advanced. While multiple donors may increase the budgetary bottom line for a 
project it created a more complex funding structure for the project.  In a more traditional, developer-
controlled exploration and development project, early phases are often conducted by a project owner 
or lease-holder.  Investors may be involved in major decisions, but funding sources are generally 
pooled into a single project budget and the developer is given some discretion to adjust budget 
allocations as needed, depending on the evolving conditions on the ground.  Even in cases where 
the financing groups are more directly involved, the management structure or even board of directors 
are focused on project advancement and therefore available to address rapidly changing conditions.  
For the Fiale project, some delays in the review and approval process from funding agencies 
suggested that the same level of focus and attention was not present.  In some cases, the 
infrastructure and administrative processes delayed payments to contractors, in other cases, key 
decision points regarding contract amendments and budget reallocations were held up for such an 
extended period that the drilling company decided to go on contractually obligated standby time for 
more than a week, while a decision was awaited from one of the Banks, risking hundreds of 
thousands of dollars in costly fees not otherwise budgeted for the project.  In some cases, the delays 
were related to multiple levels of review, while other times the delay was related to the extended 
absence of a single case manager.  While some decisions require diligent and methodical review, 
others can be avoided with more organized, engaged, and backup approval authority at the banks. 

The structure of grant and loan agreements between the grantee (EDD) and grantors meant that, in 
some cases, individual funding agencies provided financial support to discrete items within the 
larger overall exploration budget.  This structure meant that, as the project evolved, moving funds 
from a line item that might be underbudget, or entirely unutilized (such as televiewer surveys, coring, 
or backoff explosives) into a separate line item that required additional funding (such as drilling 
mud, cement, or rig time) was more complicated and required additional levels of review and 
approval prior to acceptance.  In a novel exploration drilling and testing environment managed 
entirely by foreign-based equipment and staff, where drilling rigs and multiple crews are on site and 
rapid decisions must be made, this level of administrative processes can prove time consuming and 
costly to the project.    

The remote and under-developed nature of the project site proved an even greater drain on project 
funding then was originally estimated.  Given the lack of resources and drilling-related infrastructure 
in-country, a significant volume of spare parts and contingency inventory had to be procured prior 
to beginning drilling.  In addition, once drilling began, any unanticipated materials or services not 
already on site had to be procured from out of country.  In order to minimize costly drilling delays 
or standby, these materials often required airfreight or expedited shipping, further impacting the 
budget.    
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2.2.3 Payment Structures: Industry Expectations vs. Investment Bank Realities 

A common theme emerged as various services were procured for the Fiale project.  There is a 
significant difference in expectations regarding payment terms and payment schedules between the 
service contractor industry and the banking and investment groups.  Service contractors operate in 
the private sector under terms that include payment schedules typically ranging from 15-30 days 
after completion of service.  These payment structures reflect the typically short turnaround of 
service periods as well as the high cost of consumable materials (labor, fuel, transportation, etc.) 
required to conduct these services.  In the banking sphere, there are multiple layers of review and 
approval that must occur before funds are distributed and we witnessed a significant variation 
between banks and Djibouti funding sources.     

In a format where the bank offers a loan or grant to a developer, but the developer has the discretion 
to distribute these funds as necessary, this model is efficient.  At Fiale, the financing is structured 
such that while financing is in the form of a loan or grant held by Djibouti, the financing bank still 
controls and distributes the funds directly to the service provider.  This structure required multiple 
paper reviews and up to 12 signatures (service contractor, GCC, PMU, EDD, Minister of Finance, 
Minister of Budget, and multiple bank signatures) on every invoice prior to payment.  In many cases 
this payment structure resulted in pay periods often exceeding the contractual 60 day pay period, 
risking accrual of costly interest fees and other penalties to the project.   

3. Observations and Conclusions   
The following observations and conclusions were made based on experience with the Exploration 
Drilling Phase of the Fiale Geothermal Project: 

1. More detailed technical investigation completed prior to the planning phase, may have 
helped to lower risk in project planning and well targeting and provide more detail for the 
drilling design, procurement, and drilling stages, reducing uncertainties, and better defining 
project budgets ahead of procurement. 
 

2. Better definition in the expectations for well design and probability of success may have 
avoided delays and additional costs associated with revising number of wells, designs, and 
drilling programs. 
 

3. Multi-purpose wells can provide extra data about multiple targets at a seemingly reduced 
cost.  However, the design and drilling of such a well poses substantially higher risks, 
particularly given unknown drilling conditions and more.   
 

4. Broad project goals, intended to capture all data in one effort, ended up in conflict with each 
other, when considering practical application. As a result, the goals created limitations on 
how the project could evolve over time and removing opportunities for data-driven decision-
making. 
 

5. The structure of the project financing presented some unexpected logistical hurdles as the 
drilling and testing activities advanced. 
 

6. Individual funding agencies provided financial support to discrete items within the larger 
overall exploration budget.  As the project evolved, moving funds from a line item that might 
be underbudget into a separate line item that required additional funding was more 
complicated and required additional levels of review and approval prior to acceptance. 
 

7. Each funding source required a different type of procurement process and contract.  Some 
funding sources accepted post-work approval if the work was justified, while others did not. 
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8. There is a significant difference in expectations regarding payment terms and payment 

schedules between the service contractor industry and the banking and investment groups. 
 

9. The payment structure required multiple paper reviews and up to 12 signatures on every 
invoice prior to payment.  In many cases this payment structure resulted in pay periods often 
exceeding the contractual 60 day pay period, risking accrual of costly interest fees and other 
penalties to the project. 

4. Recommendations 
Based on lessons learned through project implementation at Fiale, the following conclusions and 
recommendations are offered for consideration in future projects of similar scope: 

1. If the project is based on a PAD-style document, sponsor a “peer review” with experts to 
ensure the expectations are achievable prior to publication.  When implementing the PAD, 
the first task of the GCC is to refresh the PAD based on changes in 
time/budget/implementation realities.  Assure that the initial conceptual model and project 
expectations are in line with best-practice procedures prior to publication of the updated 
PAD.  
 

2. Increased flexibility within the project goals to allow for data-driven decision-making in real 
time and adjust the exploration and/or development program based on findings as the project 
is implemented may increase the overall probability of success for project implementation.   
 

3. If the project is being funded by multiple stakeholders, structure the funding so that it is 
managed through a single central account where budgets can be adjusted and reallocated 
more fluidly.  Multiple stakeholders should agree on a single contractual template with 
consistent terms and schedules and appoint a key group of funding managers and decision-
makers that are highly engaged with project progress and have the resources available to 
provide rapid review and approval of change requests.  
 

4. Structure project budgets and funding to align more consistently with industry expectations, 
such as payment structures and contract terms. 
 

5. Reallocation of budgets at the line-item level should be allowed, even for work already 
completed, so long as the work is justified and consistent with the project goals and 
adjustments are shown to have no significant impact to the overall project budget.   
 

6. Structure an overall project contingency that helps alleviate the impact of some the delay 
issues.  The contingency can include a series of controls that trigger use of contingency, but 
access to contingency remains a formal process. 
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ABSTRACT  

This paper presents a stochastic economic analysis of an Enhanced Geothermal System (EGS) in 
terms of the customary yardsticks of Net Present Value, Return on Investment, etc. The analysis 
includes the distribution of outcomes for the yardsticks and the sensitivity of the investment 
relative to the importance of each factor. The results are therefore subject to the uncertainty 
introduced in the form of probabilistic distributions.    

A financial model used to evaluate the economic benefits of a traditional oil & gas development 
was converted to one that could be applied to a power plant running off an EGS heat exchanger. 
This model was used to provide a deterministic model basis for the stochastic modeling needed to 
quantify the impacts of input uncertainties of variables associated with an EGS development. This 
allows a sensitivity analysis to determine the relative impact of the various factors such as well 
costs, initial fluid flow and decline rate, OPEX, pricing, etc. on the ultimate economic returns.  The 
most important factor in the EGS economics is the initial power capacity of the system, which is 
driven by deliverability of the induced fractures and the total heat exchange drainage volume 
(HEDV). The second factor is the decline rate of the system power generation over time. The 
power generation decline rate is driven by the conformance control of circulating water in the 
system and the avoidance of water short-circuiting, which would result in premature cooling of 
water delivered to the power plant. First, this paper examines the relative effects of the initial 
system production rates, decline rates, development efficiency, and price variability on the 
financial metrics of an EGS project. Second, the paper illustrates the usage of a stochastic model 
to determine the development path for an EGS project and the relative contributions of the various 
factors on the project economics. 
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1. Introduction  
Enhanced Geothermal Systems (EGS) are systems that inject water into wells that create 
subsurface heat exchangers. The water then travels through the reservoir and harvests heat from 
the hot rock. The resulting hot water is brought to the surface through a production well. This paper 
examines the economics associated with the development of EGS using stochastic methods. Until 
FERVO Energy’s recent EGS pilot in Nevada, multi-stage stimulation techniques in horizontal 
wells have been applied successfully to reduce costs in unconventional oil and gas wells, but not 
in geothermal wells. This is due to temperature limitations and casing size limitations. An EGS 
system of two or more horizontal wells that are connected by fractures, is depicted in Figure 1.  

 
Figure 1: GeoThermOPTIMAL (Fleckenstein et al. 2021) 

In EGS, at least two wells will be connected through several networks of both induced and natural 
fractures. In EGS reservoirs with little natural fracturing, most heat exchange would need to be 
accomplished through the induced fractures, so to achieve the required flow rates for an economic 
EGS project, the multistage fracturing method must be rapid and inexpensive.  The horizontal 
injectors and producers must then be used for long term production with conformance control to 
optimize the heat recovery. The system design parameters are dependent on the size of the 
subsurface heat exchanger that is created, the temperature of the resource rock, and the heat 
exchange rates achieved in the system with required rates of 125 l/s or 68,000 BWPD per well. 
These rates are a typical per-well generation capacity in the hydrothermal industry and are a good 
benchmark for an EGS project in today’s market (Olson, 2015). 

The system performance must be maintained with acceptable heat recovery for 20-30 years. To 
achieve these long-term rates and heat recovery, the heat exchange drainage volume (HEDV) of 
the reservoir must be considerably larger than those in previous EGS projects. Previous EGS 
systems prior to the FERVO wells drilled in Nevada in 2023 were vertical or directional wells, 
which necessarily have smaller areal drainage and injection and production footprints per well.  
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For example, the Los Alamos Hot Dry Rock EGS system used directional injecting and producing 
wells, with fingering of injection water in a relatively small, fractured volume between them.  The 
HEDV of the EGS reservoir can be increased using approximately parallel horizontal wells linked 
with multiple fractures. This creates more induced fracture networks between horizontal wells with 
multistage fracturing techniques or may access larger volumes of natural fractures or porosity 
systems. However, the “short-circuiting” phenomenon must be avoided. 

To prevent the fluid from short circuiting between the injector and producer wells, flow and 
temperature needs to be detected and diverted to ensure that the heat is harvested from the entire 
volume of hot rock. This minimizes thermal decline in the produced water and maintains the rates 
and fluid temperatures needed for the electrical generation plant. Additional hot fluid can be added 
to the system with a natural gas heated system, such as a binary power plant used in co-generation 
electrical generation plants, to provide sufficient additional heat and overcome the normal decline 
in heated water production from an EGS project. A somewhat similar system was used by FutEra 
Power Corp at Swan Hills, Alberta, and is expected to have a capacity of up to 21 megawatts. At 
least 25 per cent of this capacity will be from geothermal heat and waste heat recovery.  The 
combination of geothermal heat with other heat will increase the carbon emission of a single EGS 
system but lower the overall unit emissions for the power generated and increase the cost 
competitiveness of the EGS system, particularly as experience is gained and cost and resource 
optimizations occur. This could accelerate the system adoption and speed up the energy transition.   

2. Enhanced Geothermal Systems (EGS) History  
Enhanced Geothermal Systems evolved from the hot dry rock concept (HDR) project implemented 
by Los Alamos National Lab at Fenton Hill in 1977. The results demonstrated that heat could be 
extracted from a hydraulically stimulated region of low-permeability hot crystalline rock. The 
history of EGS is chronicled, with a thorough list of references, in the paper “Enhanced 
Geothermal Systems (EGS): A Review” (P. Olasolo, 2016). Unlike conventional geothermal 
reservoirs that are dominated by hydrothermal convective heat transport, the HDR concept is 
dominated by conduction only. The strategy of EGS has evolved to the creation of subsurface 
geothermal reservoirs in practically impermeable hot granitoid rock.  This reservoir would be 
created by inducing hydraulic fractures and opening pre-existing natural fractures and fissures 
resulting in a subsurface heat exchanger. Water or other liquids with lower boiling points could be 
used as an injectant into the subsurface fracture network, to extract thermal energy from the 
surrounding rock. Hot water would be produced to generate electrical power at the power plant. 

Multi-stage fracturing of horizontal wells for geothermal completions has been described in 
several publications (Eustes et. al, 2018) and is a well-known concept. A review of previous 
attempts to use shale development techniques in EGS can be found in "Review of Recent 
Unconventional Completion Innovations and their Applicability to EGS Wells" (Gradl et al. 2018). 
More recently, a paper by Guinot and Meier, 2019, described the unsuccessful efforts to develop 
an EGS at the Basel Deep Heat Mining (DHM) project, and reviewed concerns over induced 
seismicity, as well as multi-stage stimulation in the oil and gas industry and its applicability to 
future EGS projects. Several EGS projects have been commercially operating; Soultz (1987-
present) in France, Landau (2004-present) and Insheim (2008-present) in Germany, and the 
Pohang Project in South Korea.  These projects are limited by the HEDV possible by using vertical 
or directional injection and production wells, which was a similar limitation to shale development.  
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Shale development was only economic when long horizontal wells were completed with multi-
stage hydraulic fracturing to increase the Stimulated Reservoir Volume, or SRV, an analogy to an 
EGS HEDV.  This is a key to better EGS economics.    

3. Conformance Control and GeoThermOPTIMAL System 
High rates of fluid injection into single fractures cools the produced water quickly since the heat 
transfer cannot keep up – “short-circuiting” as depicted below (Fleckenstein, 2022).  Ideally one 
would like to limit each fracture to 1,000 – 2,500 BWPD, which requires many individual fractures 
connecting injectors to producers and a means to control the fluid movement.   

 
Figure 2: EGS Conformance Control (Fleckenstein, 2022) 

This flow conformance must overcome variability in fracture conductivity by the deployment of a 
conformance control system similar to the GeoThermOPTIMAL system that has been previously 
described (Fleckenstein 2021) and is being developed as part of the DOE funded Utah FORGE 
program. Conformance control methods close off or use back pressure to accomplish a uniform 
injection profile along the length of the injection well. Oilfield waterfloods have experience with 
conformance control (Smith, 2023). GeoThermOPTIMAL uses “next generation” multi-purpose 
sleeves, and single sized, large dissolvable balls during multi-stage stimulation operations. The 
cement encapsulates the casing and the sleeves for annular isolation allowing thermal axial stresses 
to be resisted by the cement sheath.   

A tractor using modular capabilities to allow various tools and sensor packages to be attached for 
flow conformance control is being built and tested. The original hydraulic tractor concept using 
coiled tubing was replaced with an electric wireline tractor design to improve operating costs. To 
address the wellbore conditions reaching 225°C, an innovative flask design was devised to protect 
the critical electronic components. This design eliminates the requirement for water circulation to 
cool the electronics. The high-temperature tractor is based on an electric wireline design that 
incorporates a fluid survey capability for the detection of fluid injection and production, allowing 
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for the precise opening or closing of the sleeve to achieve conformance control. It is contemplated 
that future tools are expected to incorporate a feature that enables choking of fluid flow through 
the sleeve, regardless of the conductivity of the fracture. The sleeve and tractor are currently 
undergoing final development and testing at 225°C, which would provide a TRL-6. The field 
demonstration at FORGE in the summer of 2024 would result in a TRL-8.  

4. EGS Prior Economic Models 
Stochastic and deterministic economic models have been developed for EGS. In deterministic 
models, the output of the model is “determined” by the single values chosen for each variable in a 
series of equations.  Stochastic modeling uses random sampling of parameters or inputs to explore 
the behavior of a complex system or process. Stochastic modeling, sometimes called “Monte Carlo 
Simulation” quantifies the uncertainty in a model by converting single value independent variables 
to distributions, with values chosen for that variable by the random, weighted sampling of 
distributions. These models will lead to an ensemble of different output ranges and can quantify 
the impact of changes in various factors and allow optimization for investments needed to effect 
these changes. A benefit of stochastic modeling is the quantification of the relative impacts of 
various individual factors in discounted cash flow models that influence the project economics.  

The concept of Levelized Cost of Energy (LCOE) measures lifetime costs which are divided by 
energy production. In its simplest form, LCOE gives a metric that allows the comparison of the 
capital costs, O&M, performance and fuel costs of a power plant. This calculates the present value 
total cost of building and operating a power plant. The LCOE allows a calculation of the minimum 
price of energy for an energy project to achieve a given economic metric. The use of LCOE allows 
the cost comparison of different energy generation technologies such as wind, solar, natural gas 
etc, of unequal life spans, different project sizes, capital costs, risk, and varying capacities. LCOE 
comparisons are useful to the comparison of the value of a project in a portfolio approach. 

The Geothermal Electric Technology Evaluation Model (GETEM) was originally developed for 
the Department of Energy’s Geothermal Technologies Program (GTP) as an Excel-based tool for 
estimating the levelized cost of energy for definable geothermal scenarios. GETEM provides both 
a method for quantifying the power generation cost from geothermal energy, and a means of 
assessing how technological advances might impact those generation costs. Electrical power 
generation is the sole geothermal use considered by GETEM and can evaluate either conventional 
hydrothermal or EGS system using either a flash-steam or binary power plant.   

GEOPHIRES (Beckers et al. 2013, 2014) is an economic model that simulates the subsurface 
reservoir, wellbore, and surface plant with either internally defined or user defined models. 
GEOPHIRES, resulted from models developed after the Fenton Hill Hot Dry Rock (HDR) project 
at Los Alamos National Laboratory (Tester et al. 1979) culminating in the HDR Model described 
in “Heat Mining” by Armstead and Tester (1987). This model became the MIT-HDR model 
(Tester and Herzog 1990), and in the 1990s, that model evolved into the MIT-EGS model (Tester 
et al. 2006). Beckers and others at Cornell University developed GEOPHIRES, which provides 
estimates of the reservoir production temperature and provides surface plant direct heat and/or 
electricity production. GEOPHIRES applies levelized cost models to relate investment and 
levelized cost of electricity and/or heat (LCOE and LCOH).  
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The BICYCLE Levelized Life Cycle Cost model was developed at Los Alamos National 
Laboratory (Hardie 1981). It allows for accounting for variable debt/equity return rates, a variety 
of tax rates, and accounts for an investment tax credit. 

Each of these models have taken into consideration a variety of variables and assumptions, linking 
the reservoir performance to economic performance, and some have included stochastics elements 
in the models or analysis.  

5. Proposed Stochastic Model of EGS 
An examination of the models described above can provide insights and a foundation for building 
a useful stochastic model needed to make technology decisions when designing an EGS project. 
Since EGS development is experimental in nature, these design decisions will come with varying 
amounts of uncertainty. Hence, a stochastic economic model is presented which allows the 
evaluation of design choices using probabilistically distributed variables to see a range of possible 
outcomes. This allows for decision-making under uncertainty: a key step for companies that are 
considering taking on such a project. As technology continues to develop, understanding the 
economic risks and rewards of design variables is key for EGS to be economically implemented. 

Well construction and economies of scale improvements reflecting those in shale development 
were incorporated in the analysis to examine EGS economics under similar conditions.  Drilling 
cost estimates were made with modifications of an existing model (Finger, J. 2023) that allows for 
an examination of cost differentials with changes in drilling performance and design.  This allowed 
the assessment of the impact on the EGS economics of changes in economic parameters, such as 
improved rate of penetration (ROP) with polycrystalline diamond compact PDC bits and 
mechanical specific energy (MSE) techniques, but also changes in well construction design, such 
as the use of monobores and open hole completions.  It is important to note that both drilling, and 
completions costs are also highly dependent on availability of oil field service company equipment 
with the resultant cost efficiencies of the equipment that can be used for both geothermal and 
oilfield development, such as drilling rigs and stimulation equipment.   

5.1 Model cost estimates 

Estimates of costs were made based on estimates for the historical improvements in shale 
development wells. As horizontal shale drilling has become better understood and researched, 
adjustments in drilling and completions strategies have been implemented to improve profitability. 
Although drilling and stimulating longer laterals incurs larger upfront cost, the economic benefit 
has been proven in the oil and gas industry. Figure 3 below shows the history of one operator’s 
total well cost vs. estimated ultimate hydrocarbon recovery in the Bakken/Three Forks (R. Rankin 
et al, 2010). As the length of the lateral sections was extended with the incorporation of more frac 
intervals, the total well cost increased dramatically. However, the project economics and the 
estimated ultimate recovery significantly increased with longer laterals and more fracture stages. 
As seen below, a well with a 4500’ shorter lateral will still produce more hydrocarbons if 
completed with more frac stages, as the induced fractures contact a much larger volume of 
reservoir rock than the wellbore itself. Improvements in EGS economics follow a similar trend. 
Similar step change improvements are seen in drilling rates at FORGE with instantaneous ROP 
increased over 400% and footage per bit was increased over 200% (Dupriest 2022).  
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Figure 3. Improvements in shale well economics through adjustments in completions and drilling strategies (R. 

Rankin et al, 2010). 

 

5.2 System Characteristics 

The base EGS well flowrate of 125 l/sec or 68,000 BWPD was based upon Enhanced Geothermal 
Shot Analysis for the Geothermal Technologies Office (Augustine 2023) for the Technology 
Improvement (TI) scenario described in the GeoVision study (DOE 2019).  This starting point 
relies upon the GETEM input parameters that can be used as input distributions based upon the 
perceived impact of recent and projected technology advances. The installed capacity relies 
heavily on the fractured volume, temperature, and flow rate of the system. The base case of this 
stochastic model uses an approximate power capacity per well of 5 MW which can be aggregated 
up to 100 MW for a single power plant using pad drilling to drive efficiencies of scale. This relates 
to a stimulated volume needed to support an EGS (Butler et al. 2007). There are many factors that 
influence this power capacity. Fractures may close over time and the temperature of the reservoir 
is diminished.  However, there is also research that indicates the thermal contraction of rock may 
lead to fracture conductivity enhancement over time (Butler et al. 2007). The initial power capacity 
uncertainty impacts on project economics will be examined within the model. 

The thermal decline, defined as the decrease in produced fluid temperature over time, can be 
optimized with effective injection fluid conformance. The best case with lowest thermal decline 
results from injection water distributed evenly in the induced fractures as shown in Augustine’s 
(2016) analysis of induced fractures using Gringarten et al. (1975) model, shown in Figure 4 below. 
The heat maps show the effects of water pumped through fractures of varying spacing and aperture 
and the resultant cooling.  The first heat map shows a perfect distribution of fluid in each fracture, 
on the graph to the right, which is the top curve with the slowest thermal decline of the system – 
that is perfect flow conformance. The dashed curves on the graph are alternative states of flow 
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conformance seen in the heat maps to the left. The green arrow represents the uplift in heat 
production possible if one achieves optimal conformance control and the ability to stop the highly 
conductive fractures from short-circuiting from the injector to the producer – this is the economic 
benefit possible with flow control devices, similar to oil field waterfloods, and has a tremendous 
ROI for the additional cost of the conformance system.   

In Augustine’s (2016) analysis, the thermal decline difference between a uniform spacing and 
aperture scenario vs. a variable spacing and aperture scenario is notable. After 20 years, the 
uniform case experiences a decline of only 3°C. where the worst variable case experiences nearly 
27°C of additional thermal decline in production temperatures or 900%. This is the economic 
benefit of conformance control, similar to oil field waterfloods, and has a tremendous ROI for the 
specific flow control system if the base thermal decline is significantly higher without it.  

 
Figure 4: Figure 2 of Augustine’s (2016) analysis of induced fractures using Gringarten et al. (1975) 

 
Figure 5: Gringarten et al. bilinear model for fractured hot dry rock. Nomenclature: 2b = fracture width, 2xe 

= fracture spacing, h = fracture height  
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5.3 Reservoir Modeling 

A 3D numerical model has been developed which closely addresses the use of hydraulic fractures 
connecting either an injection-production well pair or one injection well and two producers to 
improve heat extraction and reduce well-system development cost. 

The heat transfer equations in the x-y-z domain (x the horizontal coordinate parallel to the fracture 
face, y the horizontal coordinate perpendicular to fracture face, and z the vertical coordinate 
parallel to the fracture face) are given below. 
 
Heat balance within each hydraulic fracture—advection-conduction heat flow without leak-off: 

//
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Heat balance in the rock surrounding hydraulic fracture: 
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Inlet velocity boundary condition: 
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The following figure is the current idealized configuration of injection-production wells connected 
by three hydraulic fracture stages in the Utah FORGE field research location. In the figure the 
injection-production wells appear to have been placed at the same depth; however, in the actual 
case the producing well is directly above the injection well. 
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Figure 6: 3D idealization of injection-production wells connected with three hydraulic fracture stages for heat 

extraction form the hot and dry Utah FORGE field research location. 

 

5.4 Presented Stochastic Economic Model 

The presented model uses stochastic modeling @RISK software to evaluate the variables present 
in an EGS development in an efficient, concise manner. The common financial yardsticks of NPV 
and ROI can be used with Monte Carlo Simulation to understand the economic opportunities and 
risks associated with such an investment. A 30-year cashflow model was constructed using Excel, 
and the stochastic add-in @Risk examined the EGS economics of the specific design 
considerations and opportunities for economies of scale to reduce costs in a hot dry rock EGS, 
using the conditions at the Utah FORGE project as a model. Two cashflow models were 
constructed; a “Base” case of an EGS system constructed with three wells using cased and 
cemented laterals approximately 10,000’ using multi-stage fracturing in each well using Plug and 
Perf completion methods.   

A second cashflow model, “Change”, was created that was nearly identical to the first, but was 
adjusted to reflect changes to the EGS well construction and operating practices consistent with 
the installation of an EGS system capable of conformance control to improve thermal decline, such 
as the dual purpose frac sleeve developed as part of the DOE Funded Utah FORGE project, called 
the GeoThermOPTIMAL system. This system, described in (Fleckenstein 2022), allows both the 
multi-stage fracturing necessary to create the EGS system, and later during the productive life of 
the system, uses a high temperature wireline tractor, for conformance control of the EGS system 
and the prevention of a “short circuit” between the injector and the producer. The second cashflow 
model allows additional factors’ variability to be included and analyzed for economic impact, such 
as higher drilling rates, inclusions of open hole vs. cased hole completions, power pricing, carbon 
pricing, flow rates, thermal decline rates, etc.   

The difference between the two cashflow models is the economic value of change in operating 
condition, like the use of conformance control, such as the GeoThermOPTIMAL system, but also 
can be used for the evaluation of other capital expenditures and operating practices such as the use 
of a hybrid binary power plant to use natural gas to continue to operate a power plant at a constant 
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temperature regardless of thermal decline of the system. Key components of the model include the 
typical variables in an EGS economic model including drilling and completion costs, system flow 
rate, thermal decline rate, cost of conformance control system such as GeoThermOPTIMAL, initial 
plant development costs and additional capex, such as power lines, roads etc., initial operating cost 
with cost inflation rate, and energy prices with price inflation rates as well as carbon pricing and 
discount rates. 

High rates of fluid injection into single fractures cools the produced water quickly since the heat 
transfer can’t keep up – “short-circuiting”. Fractures should be spaced in a manner to ensure that 
fluid velocity from the injector to the producer does not exceed the thermal transfer capacity of the 
rock.  Well spacing will depend on the fracture morphology which is defined as the number of 
fractures propagated in the far-field divided by the number of fractures initiated at the wellbore. 
The fracture morphology is a key metric for the spacing of coupled horizontal wells and is 
described in Cipolla, 2022. A variety of methodologies are used to quantify fracture morphology, 
such as sealed wellbore monitoring techniques as described in Haustveit, 2020.  

Wholesale power prices for different regions in the United States vary greatly in all locations of 
the year. As shown in Figure 7, the cost of energy varies greatly depending on the time of year. 
This is the result of greater energy demand variability during summer and winter weather extremes. 
This highlights one of the benefits of geothermal energy; the base load deliverability remains fairly 
consistent regardless of wind and solar conditions, providing needed power deliverability.  EGS is 
particularly attractive in California due to increasing Renewable Power Standards and the 
worsening of the mismatch of power demand and solar and wind deliverability. Consequently, 
California has the most installed geothermal capacity. In 2021, 5.7% of California’s in-state power 
generation came from geothermal energy at 11,116 GWh (California Energy Commission, 2021).  

 

Figure 7: Regional Range of Wholesale Energy Prices in the United States (EIA, 2022) 

Electricity generated from wind and solar energy is typically sold under power purchase 
agreements (PPA), which are long-term (about 20 year) contracts with prices that are either fixed 
or indexed to the power purchaser’s “avoided” power costs (i.e., the cost the purchaser would have 
incurred itself had it produced the electricity it is purchasing from third parties). Wind and solar 
power producers sign these long-term PPAs with corporate clients (which want to reduce their 
carbon footprint) or with integrated utilities that deliver the renewable electricity to their 
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customers. Similarly, electricity from geothermal power plants is currently mostly sold under these 
PPAs, which reduce the price volatility and increase the revenue visibility for the geothermal 
power producer. However, future geothermal projects may opt to sell the produced electricity 
without long-term PPAs as “merchant facilities” into the electricity spot or forward market, which 
increases the project’s market volatility.  

For this model, we assume that the produced electricity is sold under long-term PPAs at an average 
PPA price of $95 per MWh used as the starting point. This average PPA power price also appears 
reasonable when compared to the range of wholesale electricity prices in the USA in Figure 7.  
The power price uncertainty is driven by the success or failure of a variety of energy initiatives 
and can be quantified by stochastic distributions. Both the cost per MWh and its inflation rate can 
be adjusted from the base case in the model using an input distribution.   

Our stochastic model also calculates the distribution of the levelized cost of electricity (LCOE) for 
our “base case” and “change case” cash flow models. The LCOE represents the estimated costs to 
build and operate our EGS plant and to generate the total electricity over the lifetime of the 
geothermal power plant (which is 30 years for our cash flow model). It is calculated as the NPV 
of the total costs (capex plus OPEX) relative to the NPV of total electricity produced in MWh 
(megawatt hours) and expressed in USD/MWh.   

The LCOE can also be calculated for other technologies and is useful for comparing the production 
costs of generation power from different technologies to determine their relative cost 
competitiveness. The EIA provides an overview in the Annual Energy Outlook 2023 for the most 
current LCOE Projections for 2028 in the figure below for different power generation technologies 
in 2022 dollars.  Given technological advancements, the 2028 LCOE has significantly declined for 
all technologies over the recent years, but in particular for onshore wind and solar PV, but also 
including geothermal. This requires significant technology driven reductions in costs, which is 
reflected in the lower boundaries of stochastic models in the @Risk cost distributions.  

 
Figure 8: Annual Energy Outlook 2023 for the most current LCOE Projections for 2028 (EIA, 2023)  
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6. EGS Stochastic and Deterministic Economic Modeling Results 
Multiple stochastic simulation runs were made using the cashflow model with representative 
deterministic and stochastic model variables and results in Tables 1 & 2. The base case was made 
with a three well EGS system, with three long horizontals, cased, and cemented wells using “Plug 
and Perf” multi-stage stimulation. One of the horizontal wells is an injector and two are producers, 
taking advantage of the bi-wing induced fractures. The second case also has two producers, but 
these are openhole producers, with stimulation only being done on the injection well, which is also 
equipped with conformance sleeves.     

Investment Parameters Base Case 
Conformance Control 

With Openhole Comp. 
Drilling Costs ($) 1 injector, 2 producers 12,231,817                   9,570,394  
Completion Costs ($) 15,000,000  5,000,000  
Initial Plant Development Costs ($)  12,000,000  12,000,000  
Addition Capex -Power Lines, Roads, etc. ($)  12,000,000   12,000,000  
Conformance Control Capex ($)     3,000,000.00  
Total Initial Investment ($)  51,231,817                  41,570,394   

   
Flow Rate (BWPD) (125 l/sec equals 68,000 BWPD) 68000 68000 
Annual Thermal Decline (%) 3.0% 2.0% 

Annual O&M Cost ($/kW-yr) 
                         

175  
                                   

175  
Initial Monthly Operating Cost ($)  93,417.48   93,417.48  
Monthly Operating Cost Inflation Rate (%) 5% 5% 
Hypothetical 10-Year Workover Cost ($) 1,000,000   1,000,000  
Hypothetical 20-Year Workover Cost ($) 2,000,000   2,000,000  
Initial Wholesale Energy or PPA Price ($/MWh)  95.00   95.00  
Wholesale Energy Price Inflation Rate (%) 4% 4% 
Discount Rate (%) 7% 7% 

   
Levelized cost of energy ($/MWh)                           144                                      132 
NPV (BFIT) @10%            23,514,643                      37,374,965 
ROI (BFIT) @10%                       0.46                                     0.90  

 

Table 1. Representative deterministic model variables and results 

The stochastic model variables in Table 2 for example used triangular distributions for thermal 
declines with a most likely value of 3% but varied from 1% to 5%, as shown in Figure 10 below 
with other variables using similar distributions. The sensitivity analysis presented in Figure 9 for 
the base case reveals the three most important factors for a higher EGS NPV: the system thermal 
decline, the flowrate of the system, and the power prices. The conformance control value improved 
with the greater thermal decline of the system, and from the Figure 9 results one can conclude that 
the larger thermal decline of the base system the more important the conformance control.  
Conversely, if there is little thermal decline in the system, conformance control has little value.  
However, the LCOE is high in both cases due to the high capital requirements required for drilling 
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and completing of the wells, power plants, and associated expenditures. The sensitivity analysis of 
the system economics indicates that if economies of scale are possible that are similar to shale 
development, with longer laterals approaching 20,000’, and the shale well manufacturing 
processes can be adopted to EGS, a step decrease in LCOE is possible. 

 

 
Figure 9: Sensitivity analysis of NPV of EGS System and of the ROI of conformance control example using the 

GeoThermOPTIMAL system being developed as part of the Utah-FORGE Project 

If one considers the distributions below for the three factors with the largest impact on the NPV in 
the base case project the system values needed for the most improvement can be predicted and 
designed to achieve optimal economics. These distributions are randomly sampled around the most 
likely value, with a bias towards the best estimate, but the ranges of the distribution accounting for 
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the impact of higher and lower values in the thermal decline has the largest impact on both the 
NPV of the EGS project described in the table above, and also the value of the conformance control 
system to reduce the thermal decline. The thermal decline of the conformance control system only 
reduces the thermal decline from a most likely value of 3% annually in the base case to 2% in the 
conformance control case, with much higher NPV and ROI the larger the base case thermal 
decline. In other words, the lower the base case thermal decline, the lower the value of remediating 
it.  In oilfield waterflooding experience, the least expensive solution to conformance control is the 
use of pre-installed mechanical systems that can be activated with non-rig workovers.    

 

Figure 10: Representative triangular distributions for Thermal Decline, Flow Rate and Power Pricing 

The value of the conformance control is captured in the probability distribution of the difference 
is NPV generated by the base case and conformance control with a small improvement in thermal 
decline with a 90% confidence factor of a positive NPV outcome. The large upside gives incentive 
to attempt new technologies and well construction practices, like open hole completions in 
producers to receive connecting fractures initiated from the injection wells.  The individual well 
risks are covered by the uplift in value from the improved conformance control for the entire EGS.   

 

Figure 11: Probability distribution of the NPV of conformance control and openhole producers 
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The wide range in the probability distribution of Figure 11 and the high impact of the thermal 
decline uncertainty on the project NPV provides a roadblock to project investment. The 
combination of natural gas with geothermal produced water provides a mechanism to limit the 
thermal decline, and provides an uplift in the project economics with the use of lower cost natural 
gas as a thermal source. The natural gas provides insurance against premature thermal decline of 
the system, while the overperformance of the EGS system provides upside by minimizing the cost 
of natural gas, moving the system NPV to the higher side of the probability distribution curve. The 
value of carbon avoidance will motivate operators to improve the performance of the EGS to 
minimize and eventually eliminate the use of natural gas as a contributing factor to higher 
operating costs.  Other technological improvements may be used to limit thermal decline, including 
thermal solar and energy storage using injection water heated by excess electricity during 
imbalances between peak demand and solar power generation as described by the “Duck Curve”.    

Economics were relatively insensitive to drilling rate increases, but step rate improvements in well 
construction such as openhole completions, monobores, or other unforeseen technology 
improvements such as composite and later dissolvable bridge plugs, top drives and friction 
reducing technologies in shale development, are predictive of reduced costs and improved LCOE 
for EGS. In the following table, these economies of scale are investigated, with the sensitivity 
analysis for the NPV of EGS under a technology advance and economies of scale scenario 
presented in Figure 12. The importance of high flowrates, resulting from improvements in lateral 
lengths and low thermal declines are also key economic drivers.  Cuts in operating costs and lower 
capital costs are key to reducing the EGS LCOE to the levels envisioned by the The Enhanced 
Geothermal Shot™.        
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Investment Parameters Base Case 
Technology Advance 

Economies of Scale 
Drilling Costs ($) 1 injector, 2 producers 12,231,817    9,570,394  
Completion Costs ($) 15,000,000  5,000,000  
Initial Plant Development Costs ($)  12,000,000  6,000,000  
Additional Capex -Power Lines, Roads etc. ($)  12,000,000   6,000,000  
Conformance Control Capex ($)    3,000,000  
Total Initial Investment ($)   51,231,817                  29,570,394   

   
Flow Rate (BWPD) (125 l/sec equals 68,000 BWPD) 68,000 140,000 
Annual Thermal Decline (%) 3.0% 2.0% 

Annual O&M Cost ($/kW-yr) 
                         

175  
                                   

100  
Initial Monthly Operating Cost ($) 93,417   109,902  
Monthly Operating Cost Inflation Rate (%) 5% 5% 
Hypothetical 10-Year Workover Cost (%) 1,000,000   1,000,000  
Hypothetical 20-Year Workover Cost (%)  2,000,000   2,000,000  
Initial Wholesale Energy or PPA Price ($/MWh)  95.00   95.00  
Wholesale Energy Price Inflation Rate (%) 4% 4% 
Discount Rate (%) 7% 7% 

   
Levelized cost of energy ($/MWh)                           144                                      68 
NPV (BFIT) @10%            23,514,643                      150,479,875 
ROI (BFIT) @10%                       0.46                                     5.09  
 
   

Table 2. Representative stochastic model variables and results 
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Figure 12: Sensitivity analysis of NPV and LCOE of EGS system with Economy of Scale improvements 
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7. Conclusions 

1. EGS systems require significant economies of scale to become investible and scalable as 
a function of system flowrate, power pricing, and thermal decline rate; however, thermal 
decline has the biggest economic value impact if significant.  The levelized cost of 
energy (LCOE) was impacted by the operation and maintenance (O&M) costs as well as 
thermal decline, power plant and associated capital investment requirements. 

2. Regardless of other factors, the low thermal decline is necessary for economically viable 
enhanced geothermal systems (EGS). Furthermore, conformance control systems are 
needed to address potential subsurface heat loss resulting from flow channeling of the 
circulating fluid when it occurs.   

3. Natural gas use for makeup heat generation should provide a solution to unexpected EGS 
thermal decline to overcome capital investment hesitancy until economies of scale of the 
innovations, similar to the early days of the “shale revolution, reach a self-sustaining 
level. The probable natural gas usage for heat generation makeup will have a small 
imprint on the carbon emission levels because it can be sequestered in the vicinity of the 
thermal project.  

Nomenclature 

wρ = Density, lbm/ft3 

fc =  Heat capacity of water in fracture, Btu/lbm.oF 

Rc =  Heat capacity of matrix rock, Btu/lbm.oF 

h =  Fracture height, ft 

wq =  Water injection rate, ft3/hr 

t = Time, hour 

m RK K= =  Heat conduction coefficient in matrix rock, Btu/ft.hr.oF 

fT = Fracture temperature, oF 

mT =Matrix temperature, oF 

wu =  Water velocity in fracture, ft/hr 

, ,x y z = Cartesian coordinates, ft 

fw =  Hydraulic fracture width, ft 
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ABSTRACT 

This paper details a five-phase linear workflow to develop a geothermal greenfield power project 
from an initial conceptualization phase, through multiple exploration phases, a confirmation phase, 
and ending with the completion of a geothermal field development.  The purpose is to provide 
investors and stakeholders with a critical path for multiple project scenarios, allowing 
transparency, highlighting risk management, and creating decision-making tools.  Each of the five 
phases has key inputs, processes, results, and decision points.  This workflow is compatible with 
current risk mitigation funding strategies and is suitable for non-greenfield scenarios such as O&G 
(Oil and Gas) transitioning to geothermal energy, or existing fields seeking expansion.   

1. Introduction  
This paper will present a five-phase linear sequence of actions required to advance a geothermal 
power project from an initial concept to a completed project.  Modeled around key decision points, 
this workflow provides a full path of required inputs, processes, and results.  Designed for power 
generation projects, the workflow incorporates industry standard data analyses and specialized 
resource testing and modeling.  The five Phases are: 

I. Conceptualization 
II. Pre-Feasibility 

III. Feasibility 
IV. Confirmation 
V. Completion 

A flowchart using conventional shapes organizes the workflow where ovals represent a start or 
end, arrows show the path between actions, trapezoids symbolize an input or output, rectangles 
denote a process, rhombi signify decisions, and stacked-document symbols mean key multi-
disciplinary reports or plans.  This workflow commences at a point where some or no legacy data 
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exists.  The critical path iteratively gathers information through processes of data analysis, 
acquisition, testing, and modeling.  Each process or set of processes will produce reports or plans 
that will provide the stakeholders with key information for go/no-go decision points before 
proceeding to the next Phase. It builds on the scheme set out by Hickson and Yehia (2014) based 
on their development experience. Figure 1 below shows the flowchart for the five-phase 
geothermal workflow. 

 
Figure 1: A five-phase linear workflow for geothermal power project development shows a process with only 

legacy data as an input, building iteratively from an initial concept to a completed project.  

2. Conceptualization Phase 
The first Phase, headed by Roman numeral I, is the Conceptualization Phase, which begins with 
an initial concept for a geothermal power project at a specific site that may or may not have 
associated data.  Whatever data does exist goes through geoscientific analysis and into a Legacy 
Data Report, which includes a data-gap analysis section, the document also includes Surface 
Exploration Plans, which prioritize the data-gaps as objectives, and provide details of geoscientific 
studies with time and cost estimates.   

2.1 Legacy Data Review 

Existing data is the only key input assumed for this workflow—that would likely be the case for 
an unexplored, or “greenfield”, project.  Public and published data serve as a main source that does 
not require any field-related activities.  If prior exploration or modeling has taken place at the site, 
the resulting documents may provide value after review for data quality and accuracy.  Overall 
legacy data review vets, organizes, and selects key data inputs for the next step of baseline 
geoscientific analysis.  Figure 2 shows Phase I. 
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Figure 2: The set of actions for Phase I shows the path from initial concept to the first decision point. 

2.2 Geoscientific Analysis 

In this process, the summarized review of selected key inputs (if any) is analyzed by a multi-
disciplinary team of geoscientists and engineers with experience in characterizing and assessing 
geothermal resources.  Specialized personnel such as geologists, geochemists, geophysicists, 
environmental specialists, hydrologists, petrophysicists, review the data for quality and reliability.  
Geoscientists review maps, stratigraphy columns, chemical analyses, survey reports, and other 
studies to delineate areas of interest—areas that show evidence of a geothermal reservoir—and to 
highlight voids in data that need to be acquired in the next phase of development.  Environmental 
specialists focus on existing conditions of the site and consider impacts of initial exploration for a 
subsequent formal Environmental Social Impact Assessment (ESIA). Hydrologists review 
meteorological data, watersheds, rivers, lakes, and collaborate with geoscientists and 
environmentalists to delineate areas of exploration interest.  Petrophysicists and other wellbore-
related specialists (engineers, drillers, etc.) focus on data such as offset well logs, drilling reports, 
and well schematics, to interpret subsurface characteristics.  

2.3 Data Report and Surface Exploration Plans 

This desktop study results in an initial geo-prognosis of the site area that can include but is not 
limited to, area(s) of interest, a conceptual model, or even first order resource estimate(s)—all 
depending on the breadth of available data.  The analysis also identifies what is missing from the 
data set and prioritizes the gaps in order to formulate exploration operations designed to acquire 
the lacking data.  These operations are typically the first set of data acquisition campaigns in 
geothermal development.  Plans are recommended and budgeted in Phase I (Conceptualization) to 
execute in Phase II (Pre-Feasibility), if the developer agrees to move forward. 
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The Surface Exploration Plans are the least-invasive and least capital intensive, as they require 
limited personnel and equipment—when compared to drilling and power plant construction.  
Surface explorations include but are not limited to geologic field studies such as mapping, LiDAR 
surveys, rock sampling, and subsequent interpretation.  Geochemical field studies include gas 
sampling, liquid sampling, air quality sampling, and laboratory analyses for interpretation. 
Geophysical field studies may include a magneto telluric (MT) resistivity survey, gravimetric 
survey, and a magnetic survey.  Each data acquisition plan has a timeline, team, and cost, these 
provide the developer an idea of the commitments required to execute these plans. 

2.4 Decision Point 1  

This point of the workflow is the developer’s opportunity to clarify interpretations in the Data 
Report or the Surface Exploration Plans.  Typically, the key considerations for the developer are 
budget, security, logistics, and time; all development plans have inherent risk, and even the most 
thorough plans can incur delays or incompletion.  If a “go” decision is given and the project moves 
forward, Phase II (Pre-Feasibility) commences, after completing the final version (after feedback 
and revisions) of the Surface Exploration Plans.  

 3. Pre-Feasibility Phase 
The second Phase, headed by Roman numeral II, is the Pre-Feasibility portion of the workflow.  
Beginning with data acquisition processes for geology, geochemistry, and geophysics, the results 
lead to a Geoscientific Report with Recommendations, the guiding document for the developer at 
Decision Point 2.  After Phase II is complete and the developer wants to continue delineating the 
resource by investing in Phase III (Feasibility) to reduce risk by in-situ data acquisition from the 
subsurface (drilling), Phase III (Feasibility) can commence.  Figure 3 below shows Phase II. 

 
Figure 3: Phase II shows the path from geoscientific data acquisitions to the second decision point. 
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3.1 Data Acquisition Campaigns 

Phase II workflow focuses on the resource investigation through surface campaigns planned at the 
end of Phase I (Conceptualization).  The geological, geochemical, and geophysical studies are 
iteratively completed, or in parallel, depending on each plan’s scope and the site’s limitations.  The 
assumption in these three data acquisition processes is that new field studies fill data-gaps; these 
studies can also confirm, update, or expand known data sets. 

3.2 Geoscientific Report and Recommendations 

The final product, after the completion of three geoscientific surface exploration processes, is a 
report with recommendations for Phase III (Feasibility).  Given that the next Phase focuses on the 
first tranche of drilling activities, the report would highlight key items such as: 

• Resource Model – a geothermal conceptual model that hypothesizes resource type, 
contextualizes major features, and integrates acquired surface exploration data to provide 
a first order estimate of area and depth.   

• Resource Estimate – a first order revised estimate of the geothermal resource in MW, 
done via modeling such as a heat-in-place estimate. 

• Sites of interest – locations for well sites along with target depths for Phase III exploratory 
drilling. 

• Cost Estimates – key costs and time estimates for exploratory drilling in Phase III. 
• Gaps/Needs – the identification of unattainable data in Phase II still deemed necessary to 

proceed with Phase III; acquisition either requires further investigation with changes in 
season (weather), methodology (un-manned equipment for safety), logistical obstacles 
(customs or permitting), or other parameters. 

3.3 Decision Point 2  

This go/no-go decision point for the developer is now well beyond the initial legacy data and 
integrates new surface exploration, with a delineated site or several sites to consider for Phase III 
(Feasibility Study).  The conceptual model integrates geoscientific data (geology, geochemistry, 
and geophysics) for a revised dimension of the potential resource and an estimate of potential 
power generation (MWe).  The costs associated with these three geoscientific campaigns are an 
order of magnitude less than a multi-site drilling campaign.  Surface exploration studies (geology, 
geochemistry, and geophysics) run in the hundreds of thousands of dollars; Phase III Thermal 
Gradient (TG) drilling and deep slimhole drilling estimates are in the low (1-3) millions of dollars 
based on international disclosure-protected projects in the past 5 years.  

Risk mitigation funding in certain regions—particularly emerging markets such as Latin 
America—provide reimbursable grant funding for Phase I and Phase II.  The Geothermal 
Development Facility (GDF) is a particular fund that can provide up to 600,000 € or 40% of the 
budget in funding for the activities described in Phase II and drilling in Phase III.  Although there 
is inherent risk in Phase III drilling, Phase II scientific campaigns reduce risk by assessing the site 
beyond legacy data with specialized teams and equipment. 
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4. Feasibility Phase 
Where pre-feasibility studies are early-stage analyses of a project, (Phase II), feasibility studies 
build on those results and go into deeper study of many of the same subjects.  In terms of 
geothermal resource identification, surface studies provide a regional to site-scale delineation of a 
potential reservoir, with a conceptual model of its possible behavior; feasibility studies aim to 
confirm this model by integrating in-situ (subsurface) data.   

 
Figure 4: Phase III shows the path from Subsurface Exploration Plans to the third decision point. 

 

4.1 Subsurface Exploration Plans 

The Phase III exploration campaigns center around drilling plans which are focused on a specific 
set of goals laid out by the recommendations in the end of Phase II (Pre-Feasibility).  Specifically, 
drilling targets are given for TG drilling, and a deep slimhole well(s) to acquire subsurface in-situ 
data gathered from coring, laboratory analysis, downhole logs (pressure, temperature, and flow), 
and formation tops and bottoms.  These drilling plans consist of well schematics, well sites, target 
depths, drilling plans, and after initial engineering plans are completed, a final design document is 
used to lead the drilling campaign. These plans also go beyond typical drilling and logging and 
include downhole geophysical surveys such as gamma probes or resistivity.  All plans are 
accompanied by cost and time estimates to guide the project; phases, tasks, and key milestones 
help measure progress against a set of expectations. Project management for drilling should be 
performed in a manner that acknowledges the importance of communication and given the 
complex and expensive nature of drilling provides an opportunity for input from beyond the 
drilling management team, e.g. Bailey et al. (2012).  This input is often best acquired from project 
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stakeholders whose specialized skills and knowledge can supplement the program and ease the 
path of change, as conditions dictate, during the life of the project, e.g., Bailey et al. (2012). 

4.2 Drilling and Geoscience Follow-Up 

Thermal gradient (TG) drilling is designed to construct vertical boreholes—typically between 
200m and 800m true vertical depth (TVD) per McKenize et al. (2017)—for logging which can 
provide a geothermal gradient (temperature with depth, as shown below in Figure 5) and better 
calibrate subsurface modeling.  TG boreholes are not pumped (production or injection), their 
casings are cemented and filled with water and multiple thermal gradients (from various TG 
boreholes) are spatially interpolated into subsurface modeling to delineate elevated gradients 
within a site.  Deep slimhole wells can be as deep as 2,000m TVD and obtain similar information 
as TG holes but are designed to intersect the production zone using the same type of infrastructure 
associated with TG hole drilling, according to McKenzie et al., (2017).  A discussion of the pros 
and cons of slimhole drilling can be found in White et al.   

 
Figure 5: A conceptual graph of a temperature gradient, plotting temperature with corresponding depth. 

 

4.3 Resource Report and Recommendation 

The resulting Resource Report from this Phase refines the conceptual model with downhole 
parameters used in reservoir analysis such as temperature, pressure, lithological column (at the 
site), geochemical and geophysical properties from the subsurface.  The resulting integration of 
these data is the foundation for a specialized geothermal expert team to provide recommended 
target sites for confirmation drilling.  Per international risk mitigation funding developer 
requirements, such as the Geothermal Development Facility (2022), confirmation drilling is 
production size well construction suitable for reaching and confirming the geothermal reservoir 
potential, as well as power production.  The well construction must abide by appropriate 
production zone casing diameters such as 6” to 10” e.g., Beckers and Young, (2018); similarly per 
GDF requirements > 5” diameter in the last casing or liner is considered apt for confirmation 
drilling (2022).  
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4.4 Decision Point 3 

Completing Phases I through III takes anywhere from 12 – 24 months depending on the size of the 
area, logistical considerations, and permitting requirements; however, during this period from 
concept to feasibility, a robust geothermal reservoir model has been constructed and refined with 
various iterations of increasing accuracy, significantly de-risking any further involvement.  This 
workflow model segments the pre-feasibility from the feasibility by dividing exploratory drilling 
from surface exploration; and then further divides drilling from smaller diameter less cost-
intensive drilling from full-size more expensive production drilling.  These distinctions allow the 
developer to invest in phases while maximizing reservoir model development, creating a cost-
efficient path through exploration.  This decision point is the go/no-go transition from investing 
less than 5 million dollars to investing tens of millions of dollars to confirm the resource.  The 
developer now has 3-D subsurface modeling, refined power generation estimates based on 
reservoir parameters directly from exploratory drilling and can better assess their financial model 
(power generation market, return on investment, structured financing considerations, and other 
factors).  When feasibility, both technical and financial, is confirmed, the developer signals the go-
ahead onto Phase IV, the Confirmation Phase.      

5. Confirmation Phase 
Though feasibility studies have been completed, and a decision has been made to perform 
confirmation drilling, the idea of “bankability” is the key result for Phase IV.  Drilling and well 
testing plans for productions size geothermal wells are created, followed by the actual drilling and 
long-term flow and injection testing of a few wells (depending on risk appetite and budget).  The 
well tests are fed into geothermal reservoir engineering software (such as TOUGH—Transport Of 
Unsaturated Groundwater and Heat—and its suite of programs) that can extrapolate potential 
power generation for decades and provide percentile values such as p10, p50, and p90.  These 
percentiles represent 10%, 50%, and 90% levels of confidence in a statistical estimate—in this 
case MW generated from the reservoir.  If adequate, and long-term power potential is established, 
a sustainability plan is provided in the Resource Potential Report at the end of Phase IV.   
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Figure 6: Phase IV shows the path from Production Size Drilling and Testing Plans to the fourth decision point.  

5.1 Production Size Drilling and Testing Plans 

Confirmation drilling is designed to drill down to the identified geothermal reservoir, then using 
the constructed well, perform long-term flow testing (typically 30 days) to analyze data and 
provide prognostication of 30-year generation potential.  Detailed drilling plans are created to 
provide specifications of required personnel, rig equipment, wellheads, site designs, specialty 
equipment (blowout preventors, bottomhole assemblies, etc.).  These plans are based on the 
recommendations from Phase III and have target depths, formations, or both.  Drilling plans also 
include cost estimates, equipment lead times, and expected days versus depth charts as a 
preliminary progress baseline.  According to Bailey et al. (2012), one of the greatest errors that an 
operator can make is failing to perform sufficient advanced planning which constitutes a trivial 
fraction of the total cost of drilling a well, but the failure to plan properly may result in wells that 
cost millions more than necessary.  

Well testing plans have detailed procedures, equipment specifications and drawings, cost 
estimates, and timelines.  According to the Energy Sector Management Assistance Program 
(ESMAP) Geothermal Handbook (2012), the long-term testing of productive exploration wells 
will define the expected productivity of future wells, as well as yield information on the pressure 
response (drawdown) of the reservoir to fluid production.  Test results from several wells are 
integrated into numerical modeling software to produce probability percentiles that allow for risk 
mitigation of the reservoir’s performance.  

5.2 Confirmation Drilling and Well Testing 

Geothermal drilling is a significant investment with World Bank estimates from over a decade ago 
(2012) range from 2 to 6 million dollars per confirmation well.  However, depending on the 
remoteness of the site, rig availability, and post-COVID supply chain cost increases can increase 
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costs to 7 to 10 million dollars per well.  This would make a 3-well confirmation drilling program 
cost between 20 to 30 million dollars; risk mitigation funding such as the GDF can provide 
contingency grants for up to 10 million euros or 70% of the total cost of drilling and related 
activities (2022).  High enthalpy geothermal reservoirs (best suited for power production) with 
artesian conditions (self-flowing) provide cost savings with regards to pumping equipment, 
shallower depths, and have more cost-effective drilling campaigns with time savings and higher 
projected production estimates.   

5.3 Resource Potential Report 

All the resulting data from drilling and testing is summarized into a Resource Potential Report that 
explains lessons learned from the drilling campaign, final well designs (if they differ from the 
original design due to site conditions), final costs, well testing results and analysis (p10, p50, and 
p90 values), and an overall recommendation from the resource evaluation experts.  The report is 
the key document that allows the developer to analyze the projects’ performance with regards to 
confirming the resource dimensions, bankability, and attractiveness to acquire follow-on financial 
support to develop the geothermal field and construct a power plant, sized to the resource potential. 
This scale of investment—depending on the size of the project—can reach into the hundreds of 
millions of dollars for a 50 MW power project, per ESMAP (2012).  Therefore, a detailed resource 
potential estimate based on long-term flow testing from confirmation wells that have reached and 
produced from the geothermal reservoir are the best tool available to integrate into a project’s 
financial model and determine bankability.   

5.4 Decision Point 4 

The developer’s fourth decision point is the final go/no-go before a project goes into full 
development and officially exits exploration.  Though investment can be in the tens of millions of 
dollars after Phase IV, it is still much less than the hundreds of millions of dollars remaining in 
Phase V (Completion Phase) to complete the project.  Using the Cost vs. Risk graph from the 
ESMAP Handbook (2012) as a guide, and then overlapping the Phases of this workflow, the 
inflection point in cost is shown in Phase V (Figure 7).   
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Figure 7: Phases overlapping World Bank/ESMAP’s Cost and Risk Profile (modified from World Bank, 2012) 

 

6. Completion Phase 
The most cost-intensive phase in the development path, Phase V (Figure 8), entails power 
generation analysis followed by a guiding series of planning documents for production and 
injection drilling, surface facility design (steam gathering systems), and power plant specifications.  
The power estimates are revised as more drilling, testing, and modeling are completed throughout 
the development of the site; over time the specifics of the working fluid are better characterized, 
and the power plant design is updated.  Whether a flash or binary system is installed, the working 
fluid produced from the geothermal wells must be properly understood for reservoir sustainability 
order to fulfill decades-long power purchase agreements (PPAs).  These PPA contracts are the 
main source of revenue for typical power generation projects.  However, in recent years other 
revenue streams are being integrated such as cascaded use of heat for district heating/cooling, 
agriculture, fish farming, and industrial processes.  Geothermal working fluid itself can be used as 
a source for rare-earth minerals such as lithium in addition to power generation, yielding additional 
revenue.   
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Figure 8: Phase V shows the path from Power Generation Analysis to a completed project. 

6.1 Power Generation Analysis  

Knowing what reservoir characteristics exist, including long-term well performance forecasts, a 
power generation analysis is performed.  The analysis provides a secondary review of what 
reservoir engineering and modeling has concluded, from a team of power plant specialists.  The 
power plant specialists use the modeling expectations and use that as the data inputs for modeling 
the appropriate power plant characteristics, size, generation type, surface facilities, scale (MW), 
etc.  Other key aspects include a design to minimize impacts, maximize potential, and extend the 
life cycle of the system.  A common method for studying impact and performance is a Life Cycle 
Analysis (LCA) which is a powerful approach to analyze systems overarching the complete life 
cycle of a system (from cradle to grave) which is necessary when considering the substitution of 
fossil fuels with renewables e.g., Basosi et al., (2020).   

6.2 Power Plant Design & Field Development Plan 

The design and field development are parallel documents that outline the well sites, designs, and 
estimated potential generation (individually per well, and overall, as a project).  Each individual 
production and injection well will have its own design, drilling, and testing plan, and results of 
drilling will be integrated into the master plan for the field development.  As each well is 
completed, the numerical model of the overall resource is updated, and these updates are integrated 
into the power plant design.  When a confidence threshold—decided by the experts in reservoir 
engineering, power plant design, and drilling management—is crossed, construction contracting 
begins.  In some cases, power plant construction is done in parallel with the latter stages of 
production and injection well drilling, which requires a high degree of confidence in the 
expectations of the geothermal field.  It can also save time as power plant construction can take 
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years depending on the size and site complexity of the project.  The field development and power 
plant design plans are living documents that are adjusted accordingly.  Logistic and supply chain 
delays, permitting obstacles, and even subsurface complications are factors that can change plans 
in real-time, to gage these risks, a risk register should be performed for the drilling phase and be 
coupled with iterative milestones.  According to Bailey et al., (2012) an ideal drilling plan should 
incorporate the following inputs, tools, and outputs: 

• Inputs 
o Well Proposal 
o Working drafts of the Drilling Procedure and Risk Registry 
o Service company-provided procedures for special operations 
o Iterative goals  

• Tools and Techniques 
o Expert judgment 
o Delphi technique—per Cline (2000) 
o Drill-on-Paper exercise 

• Output  
o Drilling Procedure(s) 

Several drilling procedure documents for production and injection wells constitute a wellfield 
development plan.   

Power plant design will incorporate temperature, flowrate (artesian or pumped), geochemistry of 
the fluid, ambient temperature, sustainable power generation estimates (MW), costs, times, 
dimensions, fluid gathering systems, substations, environmental impacts, PPA requirements, and 
other factors.  Costs can range into the hundreds of millions of dollars, in fact a 2020 public 
estimate of a 110 MW power plant project was estimated at nearly 400 million dollars by the Asian 
Development Bank President and Board of Directors (2020). The locations were for 55 MW in 
Central Java (Dieng), and 55 MW in West Java (Patuha), Indonesia where geothermal power has 
been successfully developed for several decades using high enthalpy systems (Figure 9).   

 
Figure 9: Cost Estimate in Indonesia for two 55 MW geothermal plants from Asian Development Bank (2020).  
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7. Conclusion 
The purpose of a workflow is to delineate key steps in a critical path.  Geothermal power projects 
are inherently risky and are typically planned according to each site.  This paper presents a 
common and critical set of inputs, processes, and documents that lead to key decision points for 
decision makers such as developers, financiers, and stakeholders all while adhering to industry 
standard practices and current international financing expectations.  The five phases: 
conceptualization, pre-feasibility, feasibility, confirmation, and completion, are organized in a way 
that allows iterative investment of capital, while mitigating risk, in order to best delineate true 
reservoir performance and appropriate project design.  This five-phase workflow can be applied 
and adjusted to projects that already have completed portions or entire phases, as well as sites that 
have had no prior research or exploration completed.   
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ABSTRACT 
Hydrogen (H2) is a carbon-free energy carrier, storage medium, fuel, and chemical feedstock, 
probably essential for the rapid and profitable transformation of the total human enterprise from 
fossil to renewables -- especially for transportation fuel, steelmaking, N-fertilizer, feedstock.  
Safe, profitable, long-term pipelining of clean gaseous hydrogen (GH2) from diverse, dispersed, 
Greenhouse-Gas-emission-free sources via extant underground NatGas or other steel pipelines and 
systems -- as H2 either blended with NatGas or as high purity H2 -- may be unlikely because of 
hydrogen embrittlement (HE) and hydrogen corrosion cracking (HCC) of the pipeline steel, and of 
CAPEX for repurposing these pipelines by re-lining them with novel, HE-resistant linepipe.   
Attempting total decarbonization via the electricity grid, alone, will be technically and economically 
suboptimal, causing dangerous delays in arresting global climate change. 
Therefore, we urgently need to engineer and proliferate extraction of clean energy via Deep Hot Dry 
Rock Geothermal (DHDRG) Advanced Geothermal Systems (AGS) energy systems, to:  
 (a) Achieve "hydrogen anywhere", via "geothermal anywhere", via closed-loop AGS with bored 
rather than Enhanced Geothermal Systems (EGS) fracked stimulated reservoirs; 
 (b) Eliminate the need for GH2 transmission pipelines, relying on distribution pipelines only; AGS 
DHDRG systems are the ultimate in Distributed Energy Resources (DER); 
 (c) Provide total Energy + Industrial Feedstocks [E+IF] for the entire human enterprise from a 
proliferation of AGS-based DHDRG energy plants, loosely interconnected at distribution voltage 
and via hot water pipelines in a synergistic network of micro- and mini-grids for resilience and 
redundancy. Enables geothermal "clean" growth; obsoletes distant, large, wind and solar plants. 
We need to focus this Research, Development, and Demonstration (RD&D) on AGS, with progress 
expected soon to bored heat exchanger and small pumping cost, rather than on EGS, with fracked 
heat exchanger and large pumping cost. Figs. 1, 2 
 
1.  Introduction   Costs and potential dangers in attempting to move large quantities of H2 in extant 
NatGas pipelines motivates our acceleration toward profitable, ubiquitous, DHDRG energy 
production, to eliminate the need for GH2 gathering and transmission pipeline systems and 
networks. Attempting total de-carbonization and elimination of all GHG emissions, for all Energy 
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plus energy-derived Industrial Feedstocks [E+IF] for the entire human enterprise, via the electricity 
grid alone: 
• Will be technically and economically suboptimal vis-a-vis [hydrogen (H2) + electricity] in 

integrated, optimized systems; 
• Will tragically delay the urgent and necessary transformation of total global [E+IF]. 
At humanity-transforming scale, "clean" H2 fuel, produced from GHG-emission-free sources like 
wind, solar, and geothermal, must be gathered and transmitted to points-of-use or produced at, or 
near, markets from DHDRG energy plants harvesting energy from directly beneath them.We wish 
to replace long-distance transmission with local distribution of both electricity and hydrogen. 

Rather than relying on free energy storage via packing extant NatGas pipelines with compressed 
GH2, up to maximum allowed operating pressure (MAOP), we will enjoy free energy storage by 
leaving the heat in the DHDRG strata until needed. 

Therefore, we now need to accelerate RD&D in boring technologies and system integration to 
enable the proliferation of profitable DHDRG energy plants to (a) achieve the above vision, and (b) 
prevent short-outlook investments in electricity Grid transmission and energy storage infrastructure, 
which will soon become stranded, a tragic misallocation of capital. We will also thereby accelerate 
the obsolescence of large, costly, often distant, wind and solar plants and their need for land, 
infrastructure permitting and investment, and energy storage. 

We will discuss: 
 1. The difficulties in repurposing extant steel NatGas pipelines for gathering, transmission, 
"packing" storage, and distribution of "clean", GHG-emission-free hydrogen energy; the likely costs 
of overcoming these difficulties, via several strategies; 

 2. Why these difficulties present an opportunity for a proliferation of DHDRG plants locally 
harvesting energy from this ubiquitous resource, to obviate the need for transmission of any kind;  

 3. Why ubiquitous DHDRG-source hydrogen fuel might allow the Pacific Northwest Hydrogen 
Hub (PNWH2Hub) to supply ~ 10 TWh of "clean" hydrogen fuel, or hydrogen-sourced fuel, to the 
~ 40 cruise ships in the 4.5-month-long Southeast Alaska cruise ship season, without needing to 
pipeline it to Puget Sound for bunkering the ships; 

 4. The nascent demand for converting these cruise ships to "clean" fuel via the "Green Corridor" 
movement, for (3), thus presenting an opportunity for "ring of fire" based DHDRG plants on Puget 
Sound, WA, as an exemplary case. 
 

2.  We would Pipeline Hydrogen in order to: 
a. Bring clean, renewables-source energy from distant, large, rich resources to markets: 

transmission, at high pressure and capacity, as "blended" with NatGas or high-purity; 
b. Distribute "clean", GHG-emission-free GH2 to nearby users, at lower pressure, < 50 bar; 
c. Provide lower gathering and transmission cost than does the electricity Grid: 

i. Energy transmission at large scale ( > 5 GW), long distance ( > 800 km) 
ii. At high pressure  > 100 bar 

iii. Potential "free" energy storage by pipeline "packing" 
iv. Enables off-Grid H2 production; opens large land areas without new Grid transmission   
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d. Transform world’s largest industry from fossil to diverse renewables   
e. Total de-carb, de-GHG-emission, of entire human enterprise 
f. H2 is  Carbon-free energy carrier, storage medium, fuel, chemical feedstocks 
g. Replace extant systems:  H2 via NatGas to Steam Methane Reformer to refineries 
h. Perhaps:  Blending H2 in NatGas pipelines 
i. Global, long-term commitment to prevent catastrophic Global Climate Change 
j. Optimize “Whole system”: gather, transmission, storage, distribution, end-use: 

i. Resilient, slow time constant: compressed H2 gas inherent short-term storage 
ii. Potential “free” storage by “packing”  

iii. Pipelines are underground:  safer, low O&M 

 

Figure 1.  "Advanced Geothermal System" 
(AGS), with bored deep heat exchanger.  
Source:   Eavor 

 

 

Figure 2.  "Enhanced Geothermal System" (EGS), with fracked 
deep heat exchanger.  Source: NREL 

3.  May we Safely, Profitably Move Large Hydrogen Amounts in Extant NatGas Pipelines ? 
Hydrogen embrittles steel, exacerbated by high pressure, varying pressure, and vulnerabilities in 
extant pipelines and systems (2.c, below).  The geothermal industry needs to help quickly advise 
especially the hydrogen, NatGas, and renewable energy industries -- and the entire energy industry 
-- about: 

1. The results of testing the advice and hypothesis presented often by Dr. Chris San Marchi, SNL 
Livermore, that: 

a. Considering moving GH2 in any particular extant steel pipeline -- whether new or in-
service, out-of-service or abandoned -- requires knowing "the condition of that asset", 
and consequently the ability to correct that condition, as necessary, to achieve Fitness 
For Service (FFS) designation with GH2, blended or high-purity, by the appropriate 
regulators; 
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b. A 1 % GH2 concentration (volume) in NatGas pipeline gas causes a two-thirds loss in 
fracture toughness of the linepipe steel, thus questioning the notion that 20% is the safe 
GH2 blending limit for GH2 in NatGas;  1 

c. Pipeline structural integrity depends sensitively on the pipe dimensions, the pipe 
condition, and operating conditions. 

2. Whether safely and profitably moving large amounts of gaseous hydrogen (GH2) in extant steel 
NatGas pipelines is unlikely without: 

a. Limiting the Maximum Allowed Operating Pressure (MAOP) to that equivalent to 30%  
of Specified Minimum Yield Strength (SMYS) of the pipe steel; 

b. Limiting frequency and magnitude of pressure excursions allowed in the pipeline gas, of 
any GH2 percentage; perhaps as an "odometer" limit for P cycles; perhaps eliminating 
"packing" energy storage; 

c. Great improvement in the ability to assess the condition of NatGas, and perhaps other, 
steel pipelines and pipeline systems, such condition including hydrogen embrittlement 
(HE) induced by: 

i. Hard spots in welds 
ii. Flaws in the steel from which linepipe was fabricated; steel "quality" 

iii. Mechanical stresses on the installed pipeline and system; external loading 
iv. Impact damage; dents 
v. Internal and external corrosion 

vi. An operating history -- if known -- of large, frequent pressure fluctuations 
d. The ability to economically and completely repair these flaws, to render the asset FFS 

with any fraction of GH2 concentration, to achieve: 
i. Regulator approval to build and / or operate a particular pipeline or system; 

ii. Long-term safe, profitable operation. 
3. Via a catalog of potential consequences of an unfavorable consensus on (2), i.e. that extant 

NatGas pipelines cannot now, or in the foreseeable future, perhaps ever be used -- without 
substantial modification or pull-in rehab -- for moving "moving large amounts of "clean" 
gaseous hydrogen (GH2)" at high pressure (> 100 bar).  This catalog of consequences might 
include: 

a. Until proven otherwise, declaring all extant steel pipelines and systems suitable for only 
"conduit" service, to host novel "pull-in rehab" linepipe, for pipelines which thereby are: 

i. Very low in through-wall H2 permeability; 
ii. Very high in resistance to hydrogen embrittlement (HE) and hydrogen corrosion 

cracking (HCC); 
iii. Perhaps manufactured in a continuous on-site, in-field process as a polymer-

nonferrous-metal hybrid with FRP outer plies to achieve MAOP; 
b. Acelerating invention, test, and manufacturing process development for such novel 

linepipe(s); 

 
1   See Fig C, Page 10, and Section E, "Pipeining Hydrogen ...", 2022 World Gas Conference 
https://www.leightyfoundation.org/wp-content/uploads/William_Leighty-REVB-13May22-Paper.pdf 
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c. Abandoning prospects for high-power, high-pressure, gathering and transmission 
"moving large amounts of "clean" gaseous hydrogen (GH2) in extant natural gas 
(NatGas) pipeline systems" at any future time; redirecting RD&D;  

d. Advocating accelerated RD&D for commercialization and proliferation of Deep Hot Dry 
Rock Geothermal (DHDRG) (6 - 10 km deep) energy plants, which profitably access the 
ubiquitous Earth heat resource beneath them, as the ultimate in Distributed Energy 
Resources (DER), requiring no GH2 pipeline gathering and transmission. Only low-pressure 
distribution of indigenous electrolytic GH2 is required.  See References 5 - 10. 

4. Via a catalog of potential urgent RD&D projects by which to render extant NatGas pipelines 
safe, profitable, and certifiable for GH2 service: 

a. Novel and / or advanced Non-Destructive Evaluation (NDE) RD&D to develop new 
tech, processes, and protocols by which to assess -- with high fidelity, confidence, and 
acceptable cost -- the "condition of asset" in (1.a).   Commercialize the technology.  Or, 
learn why NDE will not be able to assess "condition of asset", in near-to-mid term, or 
ever. 

b. Novel linepipe manufactured in-field, on-site, in a continuous process, for "pull-in 
rehab" as in (3.a); 

c. Couplings, fittings, valves, meters for (b); 
d. A GH2 scavenging system to return leaked GH2 from the host steel pipeline to the novel 

pulled-in GH2 service pipeline, maintaining low host GH2 partial pressure. 
5. About consensus of the convened group about the validity and relevance of the "San Marchi 

Hypothesis" in (1.a), and therefore the relevance and urgency of (1.b - 4), above. 
6. Whether the Hydrogen, NatGas, and Renewables industries should demur on their current 

RD&D spectrum, trying to "make hydrogen work" in extant NatGas steel pipelines at high 
pressure and power, at any GH2 concentration, to focus on (4).  Whether their current RD&D 
spectrum is based on wishful thinking, motivated by the great incentives to repurpose the world's 
very large hydrocarbon (HC) pipeline assets, thus risking delay or failure to contribute to the 
urgent global energy transformation underway.  

7. Whether to propose an International Renewable Hydrogen Transmission Demonstration Facility 
(IRHTDF), for RD&D on several of these concepts and projects.  See Fig 12, REF (1). See 2010 
NHA conference presentation:    https://vimeo.com/209160500  " Begin Now:  Design and Build 
a Renewables-Source Hydrogen Transmission Pipeline Pilot Plant " 

8. To prevent unnecessary investments in electricity Grid transmission and energy storage, if we 
can expect DHDRG energy plants to quickly proliferate as micro-and mini-grids, loosely 
interconnected at distribution voltage and via hot water pipelines, to profitably supply all 
electricity, electrolytic hydrogen, and low-grade heat energy and energy-derived industrial 
feedstocks, for the entire human enterprise.  See References 5 - 10. 
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3.1  Problems Pipelining Hydrogen    
 
Hydrogen Embrittlement  (HE) 
Hydrogen Corrosion Cracking  (HCC) 
Hydrogen embrittles steel, exacerbated by several factors: 
 

• Independent of steel type 
• Linepipe steel quality: flaws, inclusions 
• Welds: hard spots; how to detect and repair 
• Little variance with GH2 % in blend 
• Asset condition rules  – flaws, damage, external stress more important than alloy 
• Control pressure cycling: know pressure cycling history; apply "odometer" service life 

 
How to inspect legacy pipelines to assess "condition of the asset" to consider whether to certify any 
asset as Fit For Service (FFS) with any H2 concentration, blended in NatGas or high purity ? 
 
How to control Pressure cycling (Magnitude, frequency)  in variable energy resource (VER) (wind, 
solar) service ?  Does this allow pipeline "packing" storage ? 
  
We may need to designate all legacy, extant, steel pipelines only as “conduits” for relining, useful 
for "pull-in rehab", and as low-pressure vessels for containing and scavenging leaked GH2.  

4.  Novel Linepipe Designs Highly Resistant to Hydrogen Permeation, Embrittlement (HE) 

See Figs. 8, 9.  We may be able to design novel linepipe FFS for GH2 in any concentration in the 
pipeline gas, which:   

1. Has very low permeability for H2, probably by placing a thin ply of spiral-wrapped copper or 
aluminum, laser-welded at lap joint, in the pipe wall; 

2. Is highly resistant to HE and HCC because no ferrous metals are used; 
3. Is highly resistant to degradation from pressure cycling; 
4. Might be amenable to energy storage by "packing" to MAOP, unpacking as demand requires; 
5. Is capable of MAOP > 100 bar; 
6. May be manufactured in the field, on-site, in a continuous process, of any length; 
7. Would be ideal for pull-in rehab of extant steel pipelines; 
8. Has a set of available high-performance companion fittings: couplings, valves, meters; 
9. Is available at attractive commissioned CAPEX for linepipe and total system; 
10. Has long service life; low OPEX. 

5.  "Green Corridor" Case   

The Southeast Alaska summer cruise ship industry, which now consumes about 200 million gallons 
of ship fossil fuel plus perhaps another 20 - 50 million gallons of shoreside fossil fuel for shore 
excursions, wishes to reduce its carbon footprint, perhaps ultimately by replacing all ship fuel with 
clean hydrogen, or hydrogen-derived fuel(s), most conveniently from DHDRG plants near enough 
to the home ports of Seattle and Vancouver, BC for bunkering the ships. This would be a major 
market for the PNWH2Hub, below.   Figs. 4, 6, 7 
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5.1  USDOE "Hydrogen Hub" Funding Competition 

USDOE Funding Opportunity Announcement (FOA) # 2779 offers up to $1.25 billion to each of 
four regional hydrogen hubs, or a smaller amount if allocated over a larger number of hubs. Selection 
for negotiation of award, among the 19 applicants, is expected by end of 2023.   

Author Bill Leighty is a member of the Advisory Committee for the Pacific Northwest Hydrogen 
Hub (PNWH2Hub) Full Application; submitted to DOE 6 April 23. He suggested than at least one 
DHDRG plant be included -- at a remote Puget Sound site where H2 fuel could be produced where 
it's needed -- for supplying liquid hydrogen (LH2) or methanol fuels to those cruise ships in the 
Southeast Alaska cruise ship Summer season "Green Corridor", a large potential market.  Figs 6, 7 

Imagine many DHDRG plants, at remote locations on the Puget Sound coasts, producing diverse 
"clean" marine fuels --  H2, ammonia (NH3), methanol -- from clean H2, from geothermal energy 
directly below the plant, delivered to all Puget Sound marine vessels via bunker ships and barges. 
SEATAC (SEA) might also be supplied via a short, low-P, GH2 distribution pipeline.   

NatGas pipelines

 

Figure 3.  USA's very large network of natural gas (NatGas) transmission pipelines, ~ year 2020  Source:   U.S. 
Energy Information Administration 
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• Liquid Pipelines : ► Least expensive 
► High energy density, low pumping energy
► Ammonia (NH3) not considered

• Electrical : >  10 x natural gas
>  90 x oil

Transmission  CAPEX  per  MW – mile,  over 1,000 miles

 

Figure 4.  Hydrogen pipeline CAPEX is lower than electricity Grid, per unit transmission service, i.e. MW-
miles (power x distance)   Source:  Cost of Long Distance Energy Transmission by Different Carriers,  
DeSantis, et al.  REF 20. 

 

732



Leighty 
 
 

 

 
Figure 5. The fracture mechanics of hydrogen embrittlement, exacerbated by high pressure, variable pressure, 

flaws in pipeline steel, and mechanical loads and stress on the pipe. No safe "blend" percentage for 
hydrogen in NatGas: only 1 % H2 (volume) in NatGas reduces the fracture toughness of pipeline steel 
by two-thirds.  Source:  Pipelining Hydrogen ..., 2022 World Gas Conference, W. Leighty, et al, Fig C. 
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Figure 6.  Estimated total Southeast Alaska cruise ship fossil fuel consumption,  Summer 2022, for 40 ships, 

677 port calls, 4.5 months: ~ 210 million gallons, 2.4 million tons CO2 emission. The equivalent 
replacement "clean" energy from Pacific Northwest DHDRG plants is about 180,000 MT (metric tons) 
of liquid hydrogen (LH2), or methanol, bunkered to the ships, without need for GH2 pipelines.  This 
potential large, but seasonal, market would encourage the "Green Corridor" ships fuel conversion.  
Source: Juneau Cruise Ships Estimated Total Fuel Consumption, Summer 2022.   The Leighty 
Foundation, unpublished       

 

Figure 7.  For the "Green Corridor" for cruise ships serving Southeast Alaska during the 4.5 month Summer 
season, clean DHDRG-source hydrogen fuel could be produced at energy plants anywhere in the Puget 
Sound to Vancouver, BC area, for bunkering to the ships, probably as liquid hydrogen (LH2) or as 
methanol. Thus, we need to make "hydrogen anywhere" from "geothermal anywhere" via autonomous 
DHDRG plants, which could be part of the Pacific Northwest Hydrogen Hub, whether or not it is funded 
by USDOE. 
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Figure 8.  Novel hybrid polymer-nonferrous-metal composite linepipe concept which might be designed and 
certified for high-P GH2 service, manufactured on-site, in-field, in a continuous process, for pull-in rehab 
of extant steel pipelines, to render them FFS for GH2.  Source:  Smart Pipe Company, Houston 
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Figure 9.  Novel hybrid polymer-nonferrous-metal composite linepipe concept which might be designed and 
certified for high-P GH2 service, manufactured on-site, in-field, in a continuous process, for pull-in rehab 
of extant pipelines, to render them FFS for GH2.  Source:  Smart Pipe Company, Houston 

 
Figure 10.  Rather than pipelining clean H2 fuel from distant, large, renewables-source energy harvest plants 

-- such as wind and solar --  we may produce all the electricity and electrolytic hydrogen, plus hot water 
for district heating and cooling systems (DHCS) from  directly beneath the load center via DHDRG 
plants.          No transmission nor large-scale storage is needed: leave the heat in the ground until needed.  
Source: Pipelining Hydrogen ..., 2022 World Gas Conference, W. Leighty, et al, Fig 2. 
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8.  Conclusion     We do not know, now, how to safely and profitably pipeline gaseous hydrogen 
at high volume (power), and high and variable pressure from distant, diverse, variable energy 
resources (VER's). We may not be able to thus move "clean", GHG-emission-free energy as H2 
soon enough to arrest Global Climate Change (GCC).  We now need to accelerate RD&D in boring 
technologies and system integration to enable the proliferation of globally-ubiquitous, profitable 
DHDRG energy plants to (a) achieve total decarbonization of the entire human enterprise, and (b) 
prevent short-outlook investments in electricity Grid transmission and energy storage 
infrastructure, which will soon become stranded, a tragic misallocation of capital.  

We will also thereby accelerate the obsolescence of large, costly, often distant, VER wind and 
solar plants and their need for land, infrastructure permitting and investment, and energy storage. 

We will then provide total Energy + Industrial Feedstocks [E+IF] for the entire human enterprise 
from a proliferation of AGS-based DHDRG energy plants, loosely interconnected at distribution 
voltage and via hot water pipelines in a synergistic network of micro- and mini-grids for resilience 
and redundancy. This will be the ultimate in Distributed Energy Resources (DER), globally, long-
term.  

We need to focus this RD&D on AGS, assuming transition to bored heat exchanger and small 
pumping cost, rather than on EGS, with fracked heat exchanger and large pumping cost.   
Figs. 1, 2 
 
We need to do these things, to arrest GCC, eventually. Let us begin now; arrest quickly. 
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ABSTRACT 

The Dehcho Region is located in Canada’s Northwest Territories (NWT). The region consists of 
ten small communities of under 1000 people (2022 total population of 7,174). This represents 16% 
of the population of NWT, but it should be noted that  almost 50% (2022: 21,720) of the population 
live in the capital City of Yellowknife. Presently, the electricity needs of the Dehcho region 
communities are supplied by diesel generators. The thermal needs of the communities are provided 
by heating oil fired furnaces and hydronic systems (in larger buildings), and combustion of wood 
in individual residences. The southern NWT region was identified several decades ago as having 
a high potential for geothermal energy, due to the high bottom-hole temperatures discovered 
during exploration drilling for gas and oil. To increase energy stability and sustainability, as well 
as reducing the carbon emissions of the Dehcho region, geothermal energy is being evaluated for 
both heat and power generation. The first detailed evaluation carried out by Terrapin Geothermics 
was in the community of Nahanni Butte, NWT. The examination of geothermal energy potential 
at Nahanni Butte encouraged the Dehcho First Nation to begin investigations into the geothermal 
energy potential of the entire Dehcho Region. 

In the winter of 2023, multiple hydrocarbon wells in NWT were abandoned at the direction of the 
Office of the Regulator of Oil and Gas Operations (OROGO). As part of the closure and 
abandonment, six wells in the Cameron Hills region were chosen to carry out geothermal 
temperature logging to ascertain and authenticate the geothermal gradient of the region and the 
true bottom hole temperatures of the wells. In addition, gamma and density logs were run to verify 
and confirm the stratigraphic correlations made while drilling the well, these will be used for 
regional correlations. Compilation, review, and analysis of this newly acquired data will be put 
into a regional context and be used for geothermal development and energy sustainability decisions 
in the Dehcho Region. Historical temperature gradients obtained during the original development 
of the Cameron Hills field averaged 36°C/km. Based on the temperature logging done in 2023 the 
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average temperature gradient (of the six wells tested) is 41°C/km. Based on this increased gradient, 
the temperature at the base of the sedimentary sequence is up to 9°C higher than previously 
predicted. While this is promising for geothermal energy, the depth of the sedimentary basin in the 
Cameron Hills is only 1,500m, so power generation will likely have to take the form of EGS 
development in the underlying crystalline basement rocks.   

While the Dehcho Region of the NWT has potential for higher temperature geothermal systems, 
the technology implemented needs to be “right sized” by considering the community’s needs and 
future development plans to find the best application of renewal energy solutions. This may include 
geothermal technology, or hybrid systems such as waste heat recovery from existing diesel 
generation, and lower cost thermal systems providing base-load heating on a multidecadal time 
frame. Each community within the Dehcho will require an individualized plan for energy 
sustainability based on these findings. This work is funded under the Crown-Indigenous Relations 
and Northern Affairs Canada’s (CIRNAC) Northern Research program, managed by Gonezu 
Energy Inc, based in Fort Providence, NWT.  

1. Introduction  
The Dehcho Region of the Northwest Territories, Canada is in the southwestern portion of the 
territory and boarders Alberta and British Columbia to the south and the Yukon Territory to, the 
west (Figure 1). The region is home to 7,174 people in 10 communities based on the 2022 
Northwest Territories Bureau of Statistics (Figure 2) (Statistics 2022). This accounts for almost 
16% of the Northwest Territories total population. Table 1 shows a summary of the Dehcho 
communities and their respective populations. Of the ten communities in the region only two (Hay 
River and Enterprise) are presently tied into the Territories existing hydroelectric grid (Figure 3). 
There are plans to expand the existing hydroelectric plant as well as the grid to include two 
additional Dehcho communities and the Territories capital city of Yellowknife (2022). The 
communities that are not tied into the grid primarily rely on diesel generators for electricity. 
Community heat needs are met by diesel fired furnaces and hydronic systems, while residential 
buildings use combustion of wood for supplemental heat. To reduce the carbon emissions of the 
region, the Dehcho First Nation has initiated the investigation of geothermal energy as an 
alternative source of heat and power for the Dehcho Region. 
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Figure 1: The Dehcho Region of the Northwest Territories, Canada is in the southwestern portion of the 

territory to the southwest of the capital Yellowknife. The region boarders Alberta and British Columbia 
to the south and the Yukon Territory to the west. 

 
Figure 2: The communities of the Dehcho Region, NWT and their respective populations (Statistics 2022). 
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Table 1: Population of the communities in the Dehcho Region, the territory capital city of Yellowknife and their 
percentage of the territory’s population (Statistics 2022). 

Community Population 2022 % of Total NWT Population 
Enterprise 121 0.27 
Fort Liard 523 1.15 
Fort Providence 711 1.56 
Fort Simpson 1230 2.70 
Hay River Dene Reserve 341 0.75 
Hay River  3796 8.32 
Jean Marie River 92 0.20 
Kakisa 36 0.08 
Nahanni Butte 101 0.22 
Sambaa K'e 97 0.21 
Wrigley 126 0.28 
Total Study Area 7174 15.73 
Yellowknife (NWT Capital City) 21720 47.63 
Total Including Yellowknife 28894 63.36 
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Figure 3: The existing hydroelectric plants and associated transmission lines in the Northwest Territories. Only 

two of the ten communities (Hay River and Enterprise) in the Dehcho Region are connected to the 
existing grid. There are plans to expand the Taltson hydroelectric facility and its grid to include Kakisa, 
Fort Providence and connect it to Yellowknife.  

 

Between the 1960s and the early 2000labels, the Dehcho area was developed for oil and gas, with 
over 450 wells drilled for hydrocarbon resource assessment and extraction (Figure 4) (OROGO 
2022). The majority of the data from these wells is publicly available and managed by the Office 
of the Regulator of Oil and Gas Operations (OROGO). This data set has been used to develop 
geothermal energy assessments in the past. Most recently, EBA Engineering Consultants Ltd. (now 
Tetra Tech) completed a geothermal favorability map of the Northwest Territories in 2010 at the 
request of the government of the Northwest Territories (Klump et al. 2010). This map captured the 
higher-than-average geothermal favorability present throughout much of the Dehcho Region 
(Figure 5).  

While the EBA map (Klump et al. 2010) gives an estimate of the areas with geothermal potential, 
it does not capture the feasibility of developing a geothermal resource. In order to have a 
geothermal resource, three elements are required: heat, porosity, and permeability. In a 
conventional geothermal system, the porosity and permeability that are present in the rocks are 
used to produce geothermal fluids to the surface. In North America, conventional geothermal 
systems are most abundant in sedimentary rocks. In an enhanced (or engineered) geothermal 
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system (EGS), porosity and permeability are artificially created in the rock, most commonly by 
pumping down cold ground water over periods of weeks to months.  

EGS systems are most frequently created in crystalline rock, similar to the Precambrian basement 
in the NWT (Hickson et al. 2022). The geothermal map developed by EBA illustrates the heat 
potential but does not capture the presence (or lack thereof) of a geothermal reservoir, or the 
technology that would be required to extract the geothermal resource. This current work expands 
on the previous geothermal evaluations done in the Dehcho Region, but incorporates the thickness 
of the sedimentary sequence, porosity and permeability present in the sedimentary rocks and the 
depth to the crystalline Precambrian basement.  

 

 
Figure 4: Over 450 hydrocarbon wells have been drilled in the Dehcho Region across seven geologic basins. 

Red wells are abandoned and Yellow wells are suspended as of 2022 (OROGO 2022). 
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Figure 5: Government of the Northwest Territories Geothermal Favorability Map from 2010, showing a higher 

geothermal favoribility present in the Dehcho Region (Klump et al. 2010). It should be noted that this 
map represents geothermal potential, but is incorrectly labeled a “favourability” map, see text for 
additional details. 

2. 2023 Temperature Logging Results at Cameron Hills, NWT 

The Cameron Hills project was initiated in November 2022, when it was recognized, that a 
significant opportunity existed to update the geothermal energy potential map for the Dehcho 
Region by obtaining modern, updated downhole logging information collected during the 
abandonment of wells in the Dehcho Region. In early 2023 multiple hydrocarbon wells in NWT 
were abandoned at the direction of the Office of the Regulator of Oil and Gas Operations 
(OROGO). Of these wells scheduled to be abandoned were 44 wells in the Cameron Hills 
hydrocarbon field. The Cameron Hills field is a Horst and Graben play with the past production 
coming from the Keg River, Sulphur Point and Slave Point formations (Figure 6). The majority of 
wells (and past production) occur within the horst trap structure. Most wells were drilled slightly 
into the Precambrian basement, which occurs at ~1500m TVD. 
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Figure 6: Schematic geological structure and stratigraphy of Cameron Hills oil and gas play (Rocheleau et al. 

2014).  Production occurred between 1985 and 2006 with hydrocarbons shipped to Alberta via pipeline. 

 

The wells of the Cameron Hills field are in receivership and do not have a current owner or 
operator. ELM Inc., based in Calgary, AB, was contracted by the receiver to abandon these wells. 
OROGO and the receiver agreed that including additional thermal gradient measurements was a 
technically and scientifically appropriate undertaking. ELM was instructed to conduct the 
measurements using funding provided by CIRNAC and administered by Gonezu. Terrapin 
developed the logging protocol, completed the QA and QC of the data and provided an analysis of 
the date under contract to Gonezu. 

During the abandonment procedure 6 of the 44 wells were logged for temperature, cement bond, 
gamma ray, neutron, and density (Figure 7). Two of the wells (A-73 and I-74) had to have packers 
pulled, zones cemented, and fluid circulated prior to testing. These wells were temperature logged 
following circulation and again 24 hours after circulation. The other four wells were temperature 
logged prior to any other abandonment activity. The logging procedure consisted of a slow logging 
run (<30 m/min) from surface casing to the uppermost abandonment plug. The logging tool then 
sat at the abandonment plug for 30 minutes. The well was then logged at the same speed on the 
way up. The data from these logging runs was then provided as las files for analysis.  

The logging data for the six wells was plotted and compared with the historical temperatures taken 
during drilling, as shown in Figure 8 and Table 2. The historical temperature gradients range from 
30 °C/km to 39 °C/km, while the gradients calculated from the 2023 logs range from 36 °C/km to 
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48 °C/km. Figure 8 shows that the average gradient from the six wells obtained during the 2023 
temperature logging program is roughly 5 °C/km higher than historically calculated from drilling 
data (35.99 °C/km historical gradient versus 41.05 °C/km 2023 temperature log). This higher 
gradient results in the temperature at the top of the crystalline Precambrian basement being 
approximately 9 °C higher than expected. These results have positive implications for the 
geothermal potential and shows that past estimates of the Cameron Hills gradient, and potentially 
the entire Dehcho Region’s geothermal gradient are likely low. These updated results must be 
considered when estimating the geothermal gradients for the Dehcho Region communities. 

 

 
Figure 7: Six wells in the Cameron Hills field were logged prior to abandonment in early 2023 as shown by 

orange stars. The gradient for each well was calculated based on the deepest logged temperature and the 
average daytime surface temperature for the area. The estimated gradient for each well is shown in black 
below the well location, they range from 36°C/km to 48°C/km. 

  

41.9°C/km
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Table 2: The results of the 2023 temperature logging program for six wells in Cameron Hills and the historical 
temperature data, test type and test date. Note that well L-44 historical temperature was obtained from 
the static gradient and is closest to the temperature measured during the 2023 logging.  
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Log 
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52.9 1306 41.90 1559.00 

300/E-07 
60-10N 
117-30W 

E-07 2006-
03-23 

DST 53.60 1354 38.98 2023-
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300/I-10 
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I-10 1986-
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Figure 8: The historical temperatures for six wells in the Cameron Hills field taken during drilling versus the 

deepest temperature recorded from the 2023 temperature logs taken on the same six wells. The figure 
shows the gradient measured with the 2023 temperature logs to be approximately 5°C/km higher than 
the historical temperatures. The top of the granitic Precambrian basin is shown in purple, the rock 
formations above this are all sedimentary.  
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3. Community Specific Gradient Evaluation 
As part of this work a community specific geothermal gradient, stratigraphic column and reservoir 
potential will be calculated from existing well data. OROGO captures most data acquired during 
the drilling of hydrocarbon wells and makes it available to the public. This dataset provides most 
of the information used to calculate the geothermal gradient at each of the Dehcho communities. 
To estimate these gradients, the raw highest measured temperature and associated depth were taken 
at the wells nearest each community. These temperatures were typically from drill stem tests (DST) 
and occasionally from well logs. Past work on DST’s has shown that they are less reliable than 
other downhole tests, and typically read a temperature lower than the actual temperature. This is 
due to the influence of drilling fluids in the rock surrounding the wellbore (Förster et al. 1997). An 
example of this phenomenon is shown with the downhole temperature logging results completed 
in 2023 at Cameron Hills, as compared with the historical temperature data (Figure 8).  

The raw temperature for each well nearest to the community was plotted versus the depth, and a 
best fit line placed through the data. This line represents the site specific geothermal gradient for 
the community. The average surface temperature was used as the x-intercept for the linear best fit 
line. Figure 9 shows an example of the geothermal gradient calculated from historical drilling data 
at Kakisa, one of the Dehcho Region communities. The results of the gradient for each community 
are shown in Table 3 and Figure 10. Because most of these temperatures were measured by DST’s 
during drilling, it is likely that these gradients are lower than the natural geothermal gradients for 
the communities. Despite the calculated gradients likely measuring low, the gradients for this area 
are still significantly higher than the gradients present to the south in the rest of the Western Canada 
Sedimentary Basin, which measure around 33°C (Weides et al. 2014).  

 
Figure 9: The calculated geothermal gradient for Kakisa, NWT based on the raw bottom hole temperatures of 

the wells nearest the community. 
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Table 3: The geothermal gradient calculated for each Dehcho community from raw bottom hole temperature 
data. The depth to the Precambrian basement from wells was then used to estimate the temperature at 
the top of the crystalline Precambrian basement. 

Community 
Population 
(2022) 

Geothermal 
Gradient 
(°C/km) 

Depth to 
Precambrian 
(mTVD) 

Temperature at 
Precambrian 
Top (°C) 

Kakisa 36 40.63 761.25 30.93 
Hay River 3796 57.28 614.60 35.20 
Enterprise 121 55.39 720.43 39.90 
Fort Providence 711 52.07 589.15 30.68 
Nahanni Butte 101 51.51 1200.00 61.81 
Fort Liard 523 40.71 5000.00 203.55 
Jean Marie River 92 55.81 683.70 38.16 
Sambaa Ke 97 41.16 1771.03 72.90 
Wrigley 126 24.32 1718.90 41.80 
Fort Simpson 1230 44.96 755.90 33.99 
Cameron Hills 2023 Data 0 41.05 1577.05 64.74 
Cameron Hills Historical 
Data 0 34.99 1577.05 55.18 

 

 
Figure 10: The geothermal gradient for each Dehcho community calculated using raw bottom hole 

temperatures from the nearest wells and average surface temperatures for the communities. 

Canadian Geopoli�cal Boundaries
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4. Future Work 
Once the geothermal gradient has been calculated for each community, the well logs for the 
surrounding wells will be analyzed for regional stratigraphy and porosity. A detailed study is 
already under way by INRS and the NWT Geological Survey (NTGS) that will inform the current 
study  (Rajaobelison et al. 2023). If core was taken for a well, the test results for porosity and 
permeability will be used in addition to the well log data. A detailed stratigraphic section will be 
created for each community showing the formations that have the porosity and permeability to 
host a geothermal resource. An example of this detailed stratigraphic section showing the 
formations alongside the geothermal gradient and potential geothermal technologies is shown 
Figure 11 (Rajaobelison et al. 2023). 

 
Figure 11: An example of the detailed community stratigraphic column from Kakisa, NWT (Rajaobelison et 

al. 2023) alongside the geothermal gradient and the potential geothermal technologies available for use. 

This evaluation will be completed on a regional basis by Terrapin and more detailed analysis for 
each community will be carried out by the joint work undertaken by the INRS and NTGS for each 
of the Dehcho Region communities. With the results of this combined work, the communities will 
be able to choose the geothermal technology that is the best fit for them based on their population 
and estimated geothermal resource.  
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5. Conclusions 
The promising geothermal potential of the Dehcho Region has been known for some time. 
However, a detailed analysis of the geothermal resource for the Dehcho communities has yet to be 
determined. The initial results of this work show that the geothermal gradient in the area ranges 
from a low of 24 °C/km in the northwest at Wrigley to a high of 57 °C/km in the southeast at Hay 
River. The next step will be to determine if there is a geothermal reservoir present in the 
sedimentary sequence below the communities. This would enable the communities to capture 
geothermal energy for direct heat use and tailor the design to their specific needs and geology. 

Based on the thickness of the sedimentary rocks throughout most of the Dehcho Region being less 
than 2 km (apart from Fort Liard), temperature within and at the bottom of the sedimentary 
sequence is too low over most of the region to generate power. For this reason, if power generation 
is desired by the Dehcho First Nation, it would require the development of an EGS system. In the 
vicinity of Fort Liard, power generation from rocks within the sedimentary sequence is possible, 
but the detailed work to determine the suitability of these sedimentary formations has yet to be 
completed. Both EGS and conventional geothermal systems involve high capital costs and are 
unlikely to be economic for the communities to undertake themselves. An EGS power system 
would need to be a regional system that is tied into the existing or expanded hydroelectric grid.  
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ABSTRACT  

Optimization of an Engineered Geothermal System (EGS) requires many decisions. Unlike natural 
hydrothermal systems EGS allows developers to design a reservoir, which means that the well 
design, stimulation, and power plant all need to be designed and optimized together. Given the 
many input parameters, it can be difficult to develop a design process which solves for the lowest 
cost given regulatory and technology constraints. A design optimization procedure is outlined 
which simplifies this process and allows for rational exploration of the parameter space. This 
procedure has five main components: 1) define the constraints, 2) discretize the problem into 
components, 3) define the metrics to optimize 4) optimize, and 5) iterate. Iteration will continue 
until the economic goals of the project are met.  

1. Introduction  
This paper provides a high-level overview of optimization strategies used by Mazama to reduce 
the cost of geothermal power from EGS projects. The methods start with first principals and then 
work systematically to develop a strategy of designing the lowest cost resource. Mazama has used 
these methods to design its brand of EGS, called Thermal Lattice, however these methods can be 
applied to any type of geothermal development, including all iterations of closed loop and EGS 
systems.  

Perhaps unexpectedly, the starting point in this process is the power plant. The choice of power 
plant is the most important decision when starting an EGS project. Each type of power plant has 
positives and negatives. For instance, steam turbines tend to be cheaper on an installed basis and 
more efficient, however, they often consume condensate for cooling and have issues with scaling. 
Binary turbines in contrast usually cost more on $/KW-installed basis and are less efficient than 
steam turbines, but they often consume less water and have less scaling issues (Irena, 2017b; Moon 
et al. 2012). Furthermore, binary turbines allow developers to utilize lower-temperature resources. 
One of the nuances here is that binary plants perform more efficiently for lower enthalpy fluids, 
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meaning that for reservoir temperatures lower than ~225 °C binary turbines will be more cost 
effective (EPRI, 2010). 

 
Figure 1. Installed cost of geothermal power plants over the last 15 years as a function of size and technology 

type, Irena (2017).  

Starting the design process by choosing the type of power plant employed is important because it 
informs developers about what kind of permitting will be required and provides a temperature and 
flow target for the resource team. This is the reverse of how geothermal power plants have been 
designed in the past. Typically, when developing a natural hydrothermal resource, a developer will 
tap into an existing hydrothermal outflow zone and then design a power plant around the reservoir 
and entrained fluid encountered. With an EGS, the reservoir is being designed and created and the 
fluid is being emplaced. Being able to create an EGS presumes an amount of control over where 
and how a geothermal reservoir can be emplaced/created. Put another way, EGS mitigates the 
principal challenge of the traditional geothermal systems, exploration risk, and instead places the 
risk squarely in the realm of engineering – can a connection between two or more wells be formed 
using stimulation? 

Throughout the development of an EGS or Advanced Geothermal System (AGS) there will be a 
shift from relying on characterization and utilization of natural geothermal systems, to an emphasis 
on engineering and optimization. The key pieces of this engineering and optimization process are: 

1. Power Plant  
2. Stimulation 
3. Well Completion/Trajectory  
4. Well Field Design  
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For these systems, there will be a target inlet condition (fluid at a specific temperature, pressure, 
and rate) for what is likely to be a modular based plant. The wells feeding this plant will need to 
be constructed to meet the demands for the planned stimulation/s and long-term operation without 
exceeding specific cost thresholds. The stimulation method must be designed to maximize the 
effective surface area in the reservoir volume while minimizing cost. Lastly, the well field should 
be designed to maximize heat extracted from the subsurface while minimizing operational costs at 
the surface. During the optimization process, each one of these components should be set up as 
modules with their own independent objective function. Each module will then be fed into an 
LCOE calculation, Sensitivity analysis will be used to inform the main drivers of cost, which will 
inform design, and, through iteration, drive project design toward a local cost minimum.  

2. The Basics
At its most basic, the concept of producing geothermal energy can be broken down into three 
principal ideas. 

• There is a set amount of energy within a target reservoir called the “energy in place.”
• Some amount of this “energy in place” can be extracted through various means from the

reservoir to give a “recovery factor,” which is the ratio of energy extracted to energy in
place.

• Total electricity can be calculated by further multiplying heat extracted by the “thermal
efficiency” of the power plant. Thermal efficiency simply describes the amount of heat
energy converted to electricity as a percentage.

The equation for energy in place is described below: 

𝐸𝐸 = (1 −Ф) ∗ 𝑐𝑐𝑟𝑟 ∗ 𝜌𝜌𝑟𝑟 ∗ 𝑉𝑉 ∗ (𝑇𝑇𝑟𝑟 − 𝑇𝑇𝑖𝑖) + Ф ∗ 𝑐𝑐𝑤𝑤 ∗ 𝜌𝜌𝑤𝑤 ∗ 𝑉𝑉 ∗ (𝑇𝑇𝑟𝑟 − 𝑇𝑇𝑖𝑖)       (1) 

Where E = energy in place, cr = heat capacity of rock, ρr is density of rock, V is volume, Tr is 
temperature of the rock, and Ti is temperature of injected fluid. Variables with a w as a subscript 
designate property of water in the reservoir.  

Most of the variables shown in equation 1 are easy to constrain, however, reservoir volume is 
difficult. The reservoir volume can be defined in different ways, but for the purposes of this 
discussion the reservoir volume will be defined as the total volume of rock which undergoes a 
change in temperature, >1%, during the life of the project. In many ways, the volume selected is 
somewhat arbitrary at first, given that at the beginning of any project it is difficult to know what 
volume of the characterized reservoir will be affected by production. As more data is obtained on 
the pressure and temperature transients within the wellfield the volume can be better constrained. 
However, reservoir volume should be easier to constrain in EGS and AGS than a natural 
hydrothermal system because there will be far less unknowns regarding fluid pathways in the 
subsurface. Once a reasonable estimate of the reservoir volume is made, it is simple to calculate 
the total heat in place using the equation above. 

The next step in determining the potential success of a geothermal project design is to predict the 
recovery factor. This is a difficult problem, and an answer with a high degree of confidence usually 
requires reservoir simulation. However, in the case of the EGS and AGS, there are some simple 
methods for determining heat recovery. In the case of AGS, where heat is only mined from the 
wellbore, one can use a modified form of the “infinite acting radial flow” equation (Wang, 2010). 
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In the case of EGS, where heat mining is concentrated in stimulated fractures, one can use a 
Gringarten model, or variations thereof, Gringarten (1974). Both these analytical approximations 
will provide a robust estimate of the heat extracted from the system given specific operations. The 
driving concept behind both approximations is heat flux:  

𝐻𝐻𝐻𝐻 =  −𝑘𝑘 𝑑𝑑𝑑𝑑(𝑥𝑥)
𝑑𝑑𝑥𝑥

                                                                                      (2)                       

Where HF is the heat flux, k is the thermal conductivity of the rock, and T is temperature.  

The equation for heat flux above shows the underlying physics of how heat is transferred from the 
rock to the water in the fracture or wellbore. The rate of heat extraction from the rock is a function 
of the heat conductivity of the rock and the temperature gradient from the fracture or wellbore 
surface into the reservoir rock. When modeling these systems, it is important to understand that 
the heat mined from the rock is a function of the temperature transient, whose extent is defined as 
the distance between the fracture face and where the initial reservoir temperature is reached. This 
has important implications for how to properly model these systems. Namely, if using a typical 
numerical modeling method, the cell size near the fracture or wellbore should be able to adequately 
capture the shape of the temperature transient.  

For any given point within the fractured reservoir the heat flux is given in terms of W/m2. 
Therefore, the power produced by the reservoir is roughly the average heat flux in the reservoir 
times the effective surface area of the reservoir, which is the fracture or wellbore area responsible 
for fluid transport. What becomes clear from looking at this equation is that the two factors driving 
power production from the reservoir is the ΔT between the injected fluid and the intial reservoir 
temperature and the total effective surface area of the reservoir.   

The last necessary piece of context has to do with conversion efficiency. Once heat is produced at 
the surface, it needs to be converted into electricity by use of a power plant. The ratio of electricity 
produced to heat produced is what is known as the thermal/conversion efficiency. Many different 
types of power plants can be used, binary, flash, or dry steam, but they all work using the same 
principle. At its most basic level, all these power plants use the heat of the produced fluids to create 
a high-pressure vapor which is used to turn a turbine and generate electricity. In the case of binary 
power plants, water is pumped through a heat exchanger to vaporize a working fluid, often a 
refrigerant. In a flash turbine, pressurized water or dual-phase water is rapidly depressurized in a 
chamber to create steam, which is then run through a turbine. In a dry steam power plant, dry steam 
is produced directly from the well and fed into the turbine. Despite all the different technologies 
which can be used, a simple rule connects the performance of each one. This is simply that as the 
enthalpy of the produced fluid increases, so does the thermal efficiency. This basic principle is 
well described by the equation below: 

Eff=7.8 ln(ℎ) − 45.7                                                                             (3) 

Equation 3 shows the conversion efficiency of power plant as a function of the enthalpy of the 
fluid produced. Where Eff is the efficiency and h is the enthalpy. Equation is derived using 
empirical data from a large sample of various types of geothermal power plants, Moon, (2012).  

Another factor affecting the net power production is the parasitic load, which is the amount of 
energy needed to run the plant. The main driver of parasitic load is the cooling system and any 
pumps used to move water through the power plant. As the enthalpy of the produced fluids 

758



Uddenberg 

increases, the parasitic load decreases. This largely is the result of having to move less mass 
through the power plant to produce the same amount of energy, EPRI (2010).  

3. Define the Constraints  
Before any project optimization is run, the constraints need to be adequately defined. The 
constraints can be broken up into two categories: resource constraints and infrastructure 
constraints. For any developer transmission capacity and access to water will be the primary 
infrastructure constraints. Secondary constraints will include things like permitting, proximity to 
roads and transmission lines, and the size of lease position. Resource constraints include things 
like temperature gradient, stress, reservoir lithology, and seismic activity. 

Cataloging constraints will allow developers to appropriately size the power plant and give a better 
understanding of development timelines. This stage is necessary because it gives developers a 
better understanding of what techniques and technologies should be employed to meet the 
objectives. For instance, in water constrained areas one may want to consider hybrid cooling, 
which will be slightly more expensive but will allow for greater power plant size in areas without 
adequate water availability.   

To determine resource constraints, some amount of exploration will likely be needed. However, 
much of the data required can be obtained from existing wells in the region if such data exists. 
Unlike conventional hydrothermal systems, which are complex natural systems often comprised 
of a network of discrete features within the subsurface, EGS will be designed and will require 
much less exploration. Regional temperature gradient and stress data are adequate to target an area 
for EGS. However, in areas with significant subsurface complexity, further exploration of the 
acreage and its lithology will may be required.  

4. The Components of the Problem and the Metrics to Measure  
Breaking up the optimization problem into different components is advantageous because it 
enables one to capture the nuances of the system. The optimization process should have enough 
flexibility to adequately explore the parameter space, but enough structure that utilizing the process 
is not overly complex. For the specific case of EGS, the problem is best broken into 4 parts: power 
production, stimulation, well design, and wellfield design.  

4.1 Power Production  

The first module in the proposed optimization process is the power plant. This is done to help the 
stimulation design process. Power plants are designed for specific design point. The design point 
is the set of conditions, comprised of water quality, temperature, and pressure, for which the power 
plant has been designed and where it will run most efficiently, Clarke (2014).  The thermal 
efficiency of a power plant is a function of the enthalpy and pressure of the fluid coming from the 
wellfield. This can be ascertained by simply looking at Mollier diagram, which shows the fluid 
properties of water as a function of entropy and enthalpy. What is important to remember is that 
each power plant has what is called isenthalpic efficiency, which is the ratio of enthalpy converted 
to useful work to the total enthalpy lost by the fluid. The isenthalpic efficiency has to do with 
turbine design and moisture content in the fluid; a typical geothermal power plant can expect a 
turbine efficiency of 60%-80% Wahl (1977). Before a well design or stimulation can start, one 
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will need to pick the type of plant to be used, dry-steam, flash, or binary, and a potential range of 
inlet conditions. Once this is done, work on the rest of the modules can begin. The details of the 
plant design should not be worked on at this time, such work will begin once work on the rest 
modules have been completed.  

 
Figure 2. Example of a Mollier diagram showing fluid properties as it moves through a theoretical turbine. The 

change of enthalpy shown by the arrows corresponds to the amount of electricity produced by the 
turbine. The red arrow shows the electricity production for a specific pressure drop across the turbine, 
assuming no heat loss. The green arrow shows the actual electricity production for the same pressure 
drop.  

Upon completion of the other modules, a final design for the power plant will be made. This will 
consider the fluid produced from the reservoir over the entire lifetime. The metric used to evaluate 
the economic performance of the power plant module is the $/KW-installed, or the marginal cost 
of power capacity. Optimizing for the minimal value of this metric will produce the most 
economically efficient power plant and will force decisions to simplify the design. Factors to 
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consider when optimizing the design of the power plant are power capacity, inlet pressure of the 
fluid, type of cooling system, pumping requirements, and chemical mitigation measures required.  

Another cost consideration is using or designing modular power plants. One of the potential 
benefits of EGS is that reservoirs can be designed for the power plant, which is the opposite of 
what typically occurs. The ability to tailor an EGS to a modular power plant could greatly reduce 
costs. This is because manufacturing many powerplants with the same design will greatly reduce 
engineering, design, and labor costs over the long-term, Akar (2018). Given that power plants are 
most of the cost for geothermal projects, this has large implications, Salas (2014). 

4.2 Stimulation  

Stimulation will only be considered in the case of EGS, Advanced Geothermal Systems (closed 
loop) will not require this step. There are many ways to stimulate a target zone within the 
subsurface, however, all stimulations make use of three main dynamics. These are tensile failure 
in response to hydraulic pressure, tensile failure in response to thermal stresses, and shear failure 
of natural fractures in response to hydraulic pressure. The purpose of the stimulation in an EGS is 
to maximize the amount of energy which can be extracted from a target volume of rock. Energy 
extraction is performed by cycling fluid in a reservoir. Cooler water which is condensed at the 
backside of the turbine is pumped into an injection well, where it flows along fractures to the 
production well and heats up along the way. Eventually, this hot fluid is produced at the surface 
and is fed into the turbine to produce power. As stated earlier, the heat extracted from the reservoir 
is a function of the difference in temperature between the injected fluid and reservoir, as well as 
the surface area of pathways connecting the injection and production well.  

The reason it is important to select the type of power plant to be used is that it will help constrain 
the temperature which will need to be targeted. In the case of steam turbines, the reservoir will 
have to be hot enough to produce steam over a period of years, which will likely require 
temperatures above 250 °C. To determine the temperature needed to hit the target inlet conditions 
for the power plant, some form of reservoir simulation will be required. A first order approximation 
of the decline rate for these systems can be made using a Gringarten model, however, there are 
many more detailed models which can be used - e.g., Tough3, CMG, Tetrad, etc. The output of 
these models can then be fed into a wellbore model to determine the state of produced fluids at the 
surface. An important note for this stage of the process is that optimization will require the analysis 
of many stimulation scenarios, meaning starting with a simpler model will be beneficial.  

With a target temperature selected, achieving the desired design outcome will require optimizing 
for $/m2-effective, or the marginal cost of the effective stimulated surface area. This effective 
surface area is defined as any fracture surface area which enables fluid transport between wells. 
Optimizing stimulation design using this metric will provide a streamlined stimulation program 
and help developers identify unnecessary expenditures. When designing the well field, the two 
most important variables will be the spacing and connectivity (amount of pressure loss) between 
the injection and production wells. Therefore, during this part of the process it will be beneficial 
to model the effective permeability of the stimulated fractures. An important note - optimizing for 
the metric above will likely lead to high permeable pathways, which is one of the reasons why this 
metric was chosen. The underlying principle here is that stimulated fractures will fail to extend 
once the pressure at the fracture tip, or furthest extent of the natural fracture network, goes below 
a critical threshold. For hydraulic fractures this threshold is related to fracture toughness of the 
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reservoir rock, which varies with temperature, and for shear stimulation this threshold is related to 
resistance to slip within a natural fracture, Ucar, (2018); Wu, (2018). When measuring or 
predicting permeability values, they should be given in terms of effective permeability. The 
properties of water change with temperature, namely viscosity, and any reasonable analysis should 
account for these changes. Another important aspect to consider is the direction and magnitude of 
the minimum horizontal stress, which will provide insight into the well trajectory and amount of 
angle required to maximize surface area.  

One nuance of the stimulation design process is the mitigation of short-circuiting, which is a 
common problem in traditional geothermal resources. One of the main reason for short circuiting 
in natural geothermal systems is that the distribution of fracture apertures often follows a log-
normal distribution, which is exemplified by borehole televiewer data from Newberry, figure 3. 
What this means is that geothermal wells drilling into natural systems tend to have a large 
population of small aperture fractures and then a small number of long-tail large aperture fractures. 
These long-tail fractures will dominate flow and cause short-circuiting, which is the rapid decline 
of produced fluid enthalpy. If flow is concentrated in only a few pathways, these pathways will 
cool down rapidly, greatly affecting the temperature of produced fluids. While this effect can be 
mitigated using active measures, such as particulate diverters, passive measures, such as 
stimulation design, can also be used. One of the easiest ways to mitigate this issue is to use 
proppants. Using well-sorted proppants in combination with hydraulic fracturing should create a 
set of optimally spaced and normally distributed large aperture fractures. This will distribute flow 
more equally within the well. However, thermal stress effects may cause positive skew of the 
aperture distribution of propped fractures over time (Gracie, 2021). The level of positive skew 
likely has to do with the degree of daughter fracture generation - thermally induced tensile fractures 
normal to the hydraulic fracture plane. Other mitigation measures include the use of sliding sleeves 
or other diverter materials/strategies.  

 
Figure 3. Histogram of fracture apertures in well 55-29 at Newberry Caldera. Example of a typical log-normal 

distribution profile for a natural system.  
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4.3 Well Completion and Design  

Once the stimulation procedure is determined, most of the well requirements will be known. The 
stimulation strategy will inform well trajectory, angle, and type of completion required. For 
instance, one may be inspired by unconventional oil and gas. A typical strategy from this industry 
would be to drill a horizontal well across a lease position at the target depth, cement and case the 
production interval, and then perform a plug and perforation stimulation. Additionally, the 
stimulation plan will inform the pressure and size requirements for piping and valves in the 
wellhead stack. The target temperature of the reservoir will also inform design decisions such as 
the strength and material properties of the production casing, cement, packers, or sleeves used as 
part of the completion. As temperatures go above 225 °C, well completion elements outside of 
normal oil and gas operations may be required. This is because the highest extent of the wet gas 
thermal maturity window is 225 °C and there has been little economic reason to design casing, 
cement, or tools which exceed this temperature (Selley, 2014).  

When designing the well, the metric by which success will be measured is $/(kg/s), or the cost of 
the well divided by the amount of flow the well can produce.  This will force developers to size 
their wells appropriately and indirectly provide the best power to cost performance. The main 
constraint for this module will be to make sure that the casing does not collapse or otherwise fail. 
For instance, the casing in the bottom portion of the injection well will be set at a high temperature 
and then will undergo significant cooling during injection. This will put high tensile stress on the 
casing, meaning that high strength casing and cement are likely required for this portion of the 
well, Gruben (2021). Other considerations include how to best complete the production interval. 
Are sliding sleeves used, or will a plug and perforation method be employed? If a production string 
is cemented in place, how will invasion of cement into the reservoir be avoided? 

4.4 Wellfield 

Optimizing the wellfield is the most difficult part of the optimization process. It requires accurate 
prediction/characterization of the stimulated fractures and modeling the long-term performance of 
the reservoir. The principal decisions to be made in this module are the ratio of injection wells to 
production wells, the relative trajectory between injection and production wells, the spacing 
between injection and production wells, and the targeted flow rate between these wells. Accurate 
modeling of the stimulation is necessary because it will inform what type of well spacing will be 
possible. The geometry of the stimulated fracture/fractures will also inform the relative trajectories 
between injection and production wells. Reservoir modeling will be required to determine the 
optimal flow between injection and production wells. Flow between the wells will be a function 
of the permeability of the stimulated reservoir, the injection pressure, and the well diameter.  

The metric which will be optimized for in this module is the Levelized Cost of Heat, which is 
defined as the total cost of the well field divided by the NPV of heat produced from the reservoir 
over its useful life: 

                                               
∑ (𝑊𝑊𝑊𝑊𝑡𝑡+𝑆𝑆𝑡𝑡)∗𝑁𝑁𝑡𝑡

(1+𝑟𝑟)𝑡𝑡
𝑛𝑛
𝑖𝑖=1

∑ 𝐻𝐻𝑡𝑡
(1+𝑟𝑟)𝑡𝑡

𝑛𝑛
𝑖𝑖=1

                                                        (4)       
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Equation 4 shows the Levelized Cost of Heat, where WC is the well cost, S is the cost of the 
stimulation, N is the number of wells, r is the discount rate, and H is total heat produced from the 
wellfield over a specified period, most likely on the scale of years.  

The output from this module will not be the end of the optimization process. Once the wellfield 
design is determined, the simulated flow from the wellfield will be used as the inlet conditions for 
the power plant chosen in the first module. These calculated inlet conditions will enable a fairly 
detailed design of the power plant and allow for a fairly accurate assessment of the cost to build 
the power plant.  

5. Bringing it Together  
The last step of the optimization process is to take the various outputs of each module and calculate 
a Levelized Cost of Electricity. This is defined by the equation below: 

                                                 
∑ 𝐼𝐼𝑡𝑡+𝑀𝑀𝑡𝑡+𝐹𝐹𝑡𝑡

(1+𝑟𝑟)𝑡𝑡
𝑛𝑛
𝑖𝑖=1

∑ 𝐸𝐸𝑡𝑡
(1+𝑟𝑟)𝑡𝑡

𝑛𝑛
𝑖𝑖=1

                                                                                 (5) 

Equation 1 shows the Levelized Cost of Electricity, where I is the initial investment, M is the 
yearly O&M costs, F are the Fuel costs -for which geothermal energy has none, and E is electricity 
generation.  

This is the final metric which will be used for optimization. At this stage of the process one can 
experiment with using new technologies or techniques to bring the cost down. When a specific 
change is made to any component of the project, the model can determine not only how it affects 
the overall LCOE, but also how a change in one part of the plan can affect the cost in each module. 
Setting up the optimization problem as a set of modules allows for more clarity over the drivers of 
cost and gives better insight into potential solutions for driving costs down further. The purpose 
of the paper is not to be overly prescriptive, but rather to provide a framework for thinking about 
these problems. Engineered Geothermal Systems (EGS) are very different from hydrothermal 
systems, and each stage of development needs to be rethought. The goal of traditional geothermal 
development is to optimize the design of a wellfield and power plant around an existing natural 
resource. Such a development is fundamentally constrained by unique conditions in the subsurface 
and requires unique solutions. The goal of EGS is to engineer a reservoir in the subsurface that 
will provide the lowest cost power given regional, not highly localized, temperature and stress 
values. An EGS design should aim to be repeatable and leverage the same learning curve dynamics 
that lowered the costs of unconventional natural gas over the past couple of decades.  
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ABSTRACT 

Geothermal for direct-use heating is a proven technology that has been utilized for decades all over 
the world (e.g. Germany, France, and the Netherlands). In cold, cool, or temperate regions across 
large portions of the North American continent, space and water heating represents a significant 
energy demand, but North American geothermal heating is an emerging form of energy relative to 
other markets. This is primarily due to the challenge of competing with relatively abundant, low-
cost forms of North American energy, such as natural gas. As the global transition to a net-zero 
energy system unfolds, direct-use geothermal has the potential to become an important part of the 
energy mix. Canada and the United States can redeploy the wealth of data, equipment, and 
expertise honed from decades of hydrocarbon development into advancing geothermal and 
providing reliable, zero-emissions, baseload energy that enhances energy security while reducing 
emissions.  

As with how Canada’s oil sands were commercialized, or how the shale boom unlocked significant 
hydrocarbon resources using directional drilling and fracturing, there is an opportunity to develop 
a locally untapped resource by taking advantage of innovative practices. One such innovation is 
utilizing learnings from other markets with similar geologic conditions. These experiences can be 
leveraged to reduce risk and mitigate uncertainty to accelerate the advancement of North American 
geothermal energy. For example, direct-use heating projects in the Netherlands producing 
geofluids with temperatures up to 248°F (120°C) from aquifers in sedimentary basins at a depth 
range of 5000- 8200 feet (1500-2500 meters) reflect similar conditions found in many portions of 
western Canada and the United States. Strategic advice and practical experience from delivering 
these types of projects in other regions can create value in the North American market by providing 
key quality assurance services as well as commercial and technical insights that guide critical cost-
saving decisions. 
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1. Introduction  
Similar to Moore’s Law, which describes the rate at which computational capacity doubles, 
Wright’s Law (also known as the “experience curve”) posits that for every doubling of units 
produced, costs will fall by a constant percentage (Nagy et al., 2013). A specialized case of 
Wright’s Law: Swanson’s Law, observes that the price of solar photovoltaic modules drops by 
20% for every doubling of the total shipped volume of solar panels (Partain et al., 2017). A major 
barrier to adopting new forms of energy is competing with the economics of mature technologies 
(which have already iterated along the experience curve to establish a low-cost equilibrium), while 
the new technology has not yet benefited from the lower costs associated with scale.  

 

Figure 1: The experience curve. As the number of units produced increases, costs decrease 
(“Experience Curve Effect,” 2023). 
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Figure 2: Experience curve/learning rate for solar photovoltaics, windmills, and gas turbines 
(Ogden et al., 2023). 

 

Figure 3: Experience curve/learning rate for solar photovoltaics for utility scale (a), and 
residential (b) installations (Zhou & Gu, 2019). 
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One method of disrupting the status quo is importing skills, technologies, or innovative practices 
that have been incubated, tested, and grown in a foreign market. Introducing skills that have been 
developed in a similar but more mature market unlocks opportunities as the locally novel 
technology benefits from learnings, cost savings, and general momentum developed elsewhere. 
These factors help the newcomer compete with incumbent systems. This is especially true with 
respect to mitigating uncertainty and risk associated with technologies pioneering into new 
regional markets. 

Although there is an ongoing debate about how the learning rate may apply to geothermal 
technologies given that hydrothermal resource development tends to require site-specific designs 
that may not scale efficiently, innovative practices and iterative learnings undoubtedly can 
improve efficiency, avoid costly delays, and improve the cost competitiveness of geothermal 
energy (Greene, 2022; Roberts, n.d.). 

1.1 Innovation 

 

Figure 4: Types of innovation (Satell, 2021) 
1.1.1 Core Innovation 

Core innovation can spur the development of direct-use geothermal projects in North America 
across core innovation’s two core dimensions: 

• Serving existing markets and customers; and 
• Using existing products and assets (Satell, 2021). 
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In cold, cool, or temperate regions across North America, space and water heating represents a 
significant energy demand. To put it pointedly: there is a market in North America for heat energy. 
For example, in Canada, buildings account for 57% of urban greenhouse gas emissions (Subterra 
Renewables, 2023). Sustainable, zero-carbon heat energy is required for national net-zero goals. 

Similarly, by using existing products and assets like geoscientific data sets, skills, and expertise, 
geothermal resources suitable for direct-use applications may be de-risked. For example, Western 
Canada has well-characterized geology from decades of hydrocarbon development. Many of these 
data sets have been aggregated, are in the public domain or can be accessed via affordable 
geoscience tools and may be useful in characterizing low-temperature geothermal resources. This 
reduces exploration risk and capital expenditures associated with drilling shallower, cooler 
resources tend to be lower than they are for higher temperature resources with higher associate 
uncertainties. 

1.1.2 Adjacent Innovation 

Adjacent innovation may also be a practical means of moving geothermal technologies down the 
cost curve. Adjacent innovation in this context applies by seeking regions with well-developed 
geothermal sectors and similar geologic conditions (enter adjacent markets) and adopting learnings 
from adjacent/similar markets with established geothermal industries (add incremental 
products/assets). 

This is a means of using existing capabilities like technology or knowledge associated with 
developing similar reservoirs to appeal to a new audience or enter a new market.  

 

2. Lessons Learned 
The technical and commercial knowledge honed through years of experience building direct-use 
heating geothermal projects in regions with relatively cool geothermal gradients is especially 
relevant to many parts of the North American market, which tend to lack the high temperature, 
high enthalpy geologic conditions found in countries with well-developed geothermal industries 
such as Iceland or New Zealand. Geothermal gradients in regions where direct-use geothermal 
heating is commonplace: sedimentary basins in Germany, France, and the Netherlands, are in a 
similar range as those found in the Western Canadian Sedimentary Basin, Williston Basin, Denver 
Basin, Permian Basin, and Illinois Basin (Bauer, 2018; Bonté, 2013; Deighton, 2015; Mijnlieff, 
2020; Proffitt et al., 2013; Stolldorf, 2020; Weides & Majorowicz, 2014). Lessons learned about 
the nuances in building and operating direct-use geothermal projects in low-temperature 
environments may be more valuable for direct-use geothermal than expertise developing high 
enthalpy projects in regions with far higher subsurface temperatures than are typically found in 
many regions in North America.  

Key geothermal capabilities developed in regions that parallel the geologic conditions found in the 
North American market provide essential services to screen project opportunities, facilitate site 
selection, model financial performance, complete technical and economic due diligence, and 
assess the risks of potential geo-hazards. These skills provide strategic advantages in reducing 
risks associated with geothermal project development. Many of the skills that help de-risk a 
geothermal reservoir in a sedimentary basin are familiar to professionals working in oil & gas 
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industry: geophysical, petrophysical, reservoir modelling, and geo-hazard analysis. Delivering 
these insights for geothermal projects reduces uncertainty, identifies critical aspects of a project, 
and generally helps developers avoid surprises when bringing a project online. For example, 
geothermal reservoir modelling, analyzing fracture containment, assessing caprock integrity, 
modelling a reservoir’s temperature profile, and identifying seismic or subsidence risks can 
provide consequential value to change the risk profile of a potential project. Once a geothermal 
project comes online, expertise in optimizing an asset’s production, mitigating corrosion, treating 
scaling, and monitoring potential subsidence or seismic activity can also have a tremendous upside 
for the efficiency of a geothermal project’s operation. 

Strategic advisory services also extend beyond technical, engineering, or geoscience expertise into 
the realms of stakeholder management, supporting procurement decisions, providing quality 
assurance services on system design, offering regulatory guidance, assessing funding proposals, 
and completing financial analysis. This is especially true for potential developers who already hold 
a diverse portfolio of conventional and renewable energy assets. Energy advisory services can 
unlock value for clients who are interested both in better understanding how geothermal energy 
fits into broader carbon management plans while exploring other novel technologies that are 
emerging as sources of value in the energy transition. Expertise in completing systemic analysis 
of the energy value chain uncovers new opportunities and provides strategic benefits to 
organizations operating in the rapidly changing energy landscape. 

2.1 The Netherlands 

The Netherlands sits on a sedimentary basin with similarities to the Western Canadian Sedimentary 
Basin and other sedimentary basins in North America home to prolific hydrocarbon deposits. The 
Netherlands has geothermal gradients in the range of 30-35⁰C/km, but despite these relatively 
underwhelming subsurface temperatures, there are 36 geothermal doublets in operation at 26 
locations around the country that generated 6.8 PJ (6.8 million GJ or nearly 19 million MWh) of 
heat energy in 2022, (saving 193,000,000 m3 of natural gas) (“Geothermal Energy, an Essential 
Source of Energy,” 2023). 

The geothermal industry in the Netherlands is growing rapidly: targeting nearly 10x growth in the 
next decade with a goal of achieving 40-50 PJ of annual energy production by 2030. Minister 
Jetten (Minister of Climate and Energy) expects that at least 18 new projects will be developed 
through an operating grant totaling almost €2 billion. The goal is to supply 25% of the entire 
country’s heat demand by geothermal heat by 2030 (“Geothermal Energy, an Essential Source of 
Energy,” 2023). 

Hans Bolscher, chairman of Geothermie Nederland was quoted:  

“In recent years, too much attention has been paid to electricity in the Netherlands. You 
cannot heat the whole of the Netherlands sustainably with electricity. Fortunately, we are 
now seeing a clear change when it comes to attention for large-scale sustainable heat 
production.” 

“more heat networks and storage solutions are quickly needed […] This requires a 
coordinated approach between governments, geothermal companies and other 
stakeholders.” (“Geothermal Energy, an Essential Source of Energy”, 2023). 
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The growth of the Dutch geothermal industry was driven in large part by two factors:  

• A robust greenhouse industry that was historically heated via natural gas; and 
• Scaling down production of the Groningen onshore natural gas field in the early 2010s. 

In the Netherlands, in the early 2010s the greenhouse industry used nearly 3 billion m3 of natural 
gas pear year (8% of total national gas use). Production in the Groningen field was scaled down in 
the 2010s due to public concerns associated with induced seismicity attributable to onshore 
hydrocarbon development; this started a push from greenhouse operators to search for cost certain, 
low-carbon, sustainable heating alternatives. The demand has only gotten stronger since Russia’s 
invasion of Ukraine and the consequent energy shortage in Europe. Low-mid enthalpy geothermal 
development has helped the industry reduce gas usage by at least 23% (Ministry of Economic 
Affairs and Climate Policy, 2023). 

 

Figure 5: Number of producing geothermal installations (red dots, right axis), and annual 
geothermal heat production in Petajoules: PJ (blue bars, left axis) in the Netherlands 
by year (Ministry of Economic Affairs and Climate Policy, 2023). 

 

2.2 Geothermal Resources 

Many of the direct-use geothermal heating in the Netherlands is being supplied by the Delft 
Sandstone Member. This is an early Cretaceous, matrix permeable, sandstone aquifer, with a depth 
range of 4900-8200 ft (1500-2500 m), with geofluid temperatures typically below 212⁰F (100⁰C).  
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Figure 6: Schematic of a typical geothermal doublet in the Netherlands producing from the 
Delft Sandstone Member or sandstone zones (Willems et al., 2017). 

 

Interestingly, production at many direct-use doublets in the Netherlands is limited by permeability 
of the aquifer, which influences flow rate and injectivity. For direct-use assets, it has been observed 
that this factor can have a larger impact on production than fluid or reservoir temperature. Hotter 
temperature resources tend to capture the bulk of attention in the geothermal industry, with 
geofluid temperatures of 248°F (or 120°C) generally considered as the minimum viable 
temperature for electricity production with higher output and efficiencies occurring at higher 
temperatures and with higher enthalpy resources. However, there is useful energy that can be 
extracted from a resource that is “only” 175°F (80°C) when that heat energy is used directly. 
Exploration risk tends to be relatively low with these resources, and capital expenditures (CAPEX) 
associated with drilling shallower, cooler resources is lower. However, there are challenges to 
operating these resources that are similar to higher-temperature geothermal assets: corrosion and 
scaling need to be managed successfully through effective use of chemical inhibitors and effective 
well design. CAPEX and operational expenditures (OPEX) may be reduced by designing a well 
with appropriate materials such as Glass Reinforced Epoxy (GRE) lined tubing and selecting a 
corrosion management program that is tailored to the specific geochemical properties of the asset. 

2.3 North American Analogues 

Many of the geothermal resources developed in the Netherlands utilizing the early Cretaceous 
Delft Sandstone member parallel sandstone aquifers found in North America. For example, the 
Bow Island, Viking, Pelican, and Peace River formations are laterally extensive, early Cretaceous, 
interbedded sandstones found across the Canadian province of Alberta. 
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Figure 7: Map of the approximate depth to the top of the early Cretaceous Bow Island, 
Viking, Pelican, and Peace River sandstone formations in Alberta, Canada (left), and 
the estimated temperature at the top of the formations (right). Maps developed by the 
authors using geologic atlas information from Brinsky et al., (2022), and Weides & 
Majorowicz, (2014). 

 

Table 1: Summary of Temperatures and Depth to the Top of the Bow Island, Viking, Pelican, 
and Peace River Formations near Communities in Alberta 

Community Temperature at top of Bow Island, Viking, 
Pelican, Peace River Formations 

Approximate Depth to top of 
Bow Island, Viking, Pelican, 
Peace River Formations 

Fox Creek 149-158°F (65-70°C) 5400 ft (1650m) 

Hinton 203-212°F (95-100°C) 11300 ft (3450m) 

Rocky Mountain 
House 158-167°F (70-75°C) 7700 ft (2350m) 

Porcupine Hills 167-176°F (75-80°C) 11480 ft (3500m) 

 

A similar assessment can be completed for other early Cretaceous sandstone units: the Sprit 
River and Mannville Formations. 
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Figure 8: Map of the approximate depth to the top of the early Spirit River and Mannville 
sandstone formations in Alberta, Canada (left), and the estimated temperature at the 
top of the formations (right). Maps developed by the authors using geologic atlas 
information from Brinsky et al., (2022), and Weides & Majorowicz, (2014). 

Table 2: Summary of Temperatures and Depth to the Top of the Spirit River and Mannville 
Formations near Communities in Alberta 

Community Temperature at top of Bow Island, Viking, 
Pelican, Peace River Formations 

Approximate Depth to top of 
Bow Island, Viking, Pelican, 
Peace River Formations 

Fox Creek 149-167°F (65-75°C) 5580 ft (1700m) 

Hinton 212-230°F (100-110°C) 11480 ft (3500m) 

Rocky Mountain 
House 167-176°F (75-80°C) 7880 ft (2400m) 

O’Chiese First 
Nation 185-203°F (85-95°C) 8370 ft (2550m) 

Proximity to customers to offtake heat energy is crucial for direct-use geothermal projects so 
evaluating the spatial distribution of these geothermal resources in relation to nearby communities 
is of note. However, there are also rural portions of the province where direct-use geothermal may 
be feasible for industrial, forestry, or agricultural applications. 
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2.4 Political and Practical Considerations 

Locating direct-use geothermal projects close to residential developments optimizes efficiency for 
heating as it reduces the amount of energy lost in transporting hot fluids to the site for use. Comfort 
living beside subsurface development offers a lesson that people who espouse a “Not In My Back 
Yard” (NIMBY) attitude could learn from. As discussed in Section 2.1, there are significant 
concerns about induced seismicity in the Netherlands that curtailed Dutch on-shore gas production, 
but by proactively engaging with stakeholders with a credible, and technically sound approach to 
addressing public concerns and managing operational risk, these direct-use geothermal projects 
are granted the social license to operate and geothermal projects have been able to proceed 
successfully near residential developments. 

Regulatory agencies in the Netherlands have strong, but practical requirements for a potential 
geothermal project to appropriately evaluate the seismic hazard and seismic risk associated with 
development. A project also requires rigorous seismic response protocols. However, rather than 
forcing developers to complete costly and lengthy surveys to fulfill these requirements, baseline 
seismic activity studies can be completed using public data from the global seismic monitoring 
network. The same public data from global seismic monitoring stations can be used to monitor 
potential seismic events and determine if seismicity can be attributed to geothermal operations, 
and this data can be utilized to guide a project’s seismic response protocols. This approach saves 
CAPEX and allows a geothermal developer to avoid installing costly monitoring stations while 
providing the public with credible, practical, technically sound means of addressing concerns with 
induced seismicity. A similar approach to subsidence monitoring using public satellite 
Interferometric Synthetic Aperture Radar (InSAR) data rather than periodic, labor-intensive, and 
costly high-precision GPS surveys. 

The national government in the Netherlands also supports geothermal development through 3 main 
channels: 

• investment,  
• resource exploitation subsidies, and 
• guarantees/insurance. 

The government has invested heavily into researching and developing low carbon technologies 
and has facilitated development of direct-use geothermal projects through policy instruments such 
as the Sustainable Energy Transition Subsidy Scheme (SDE++). This subsidy program supports 
geothermal projects through direct investment: it is projected that 18 new geothermal projects will 
be developed before 2030 through an operating grant totaling almost €2 billion. The SDE++ 
program also subsidizes carbon-free heat by tying the cost of geothermal heat to the price of natural 
gas with the subsidy amount calculated by subtracting the conventional heat cost (natural gas price) 
from the cost of generating geothermal heat. 

The government in the Netherlands further de-risks geothermal development through a well 
insurance program that essentially acts as a guarantee. If a geothermal doublet underperforms the 
pre-drill P90 geothermal production estimate due to disappointing aquifer characteristics, the 
project may be eligible for an insurance claim. 
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These practical policies and funding programs, coupled with learnings from the growth of the 
geothermal industry in the past 15 years offer a roadmap for how direct-use geothermal energy can 
be scaled in North America. Even without generous subsidy programs, strategic advice at the 
planning and design stage of a project can de-risk development and avoid costly delays that may 
jeopardize a project’s economic viability or threaten a geothermal facility’s social license to 
operate. 

3. Conclusions 
The success of direct-use geothermal in Europe offers a roadmap for deployment and scaling 
projects targeting similar resources in the North American market. As with how Canada’s oil sands 
were commercialized, or how the U.S. shale boom unlocked significant hydrocarbon resources 
using directional drilling and fracturing, there is an opportunity to develop direct-use geothermal 
resources in North America by taking advantage of innovative practices, policies, and program 
incubated in markets with similar geologic conditions. Geothermal gradients in regions where 
direct-use geothermal heating is commonplace: sedimentary basins in Germany, France, and the 
Netherlands, are in a similar range as those found in the Western Canadian Sedimentary Basin, 
Williston Basin, Denver Basin, Permian Basin, and Illinois Basin. Targeting aquifers in 
sedimentary basins at a depth range of 5000- 8200 feet (1500-2500 meters) producing geofluid 
temperatures that tend to be lower than 212°F (100°C) reflect similar conditions found in many 
portions of western Canada and the United States. Many of these geothermal plays can be 
characterized utilizing existing seismic data and drilling techniques that may be locally available 
from decades of North American hydrocarbon development. By targeting matrix-permeable, 
sandstone reservoirs, encouraging North American governments to deploy similar subsidies as 
utilized in the Netherlands, and taking advantage of learnings from regions with well-developed 
direct-use geothermal industries, the geothermal market in North America may benefit from some 
of the growth experienced in Europe over the past 15 years. Deploying these practices, policies, 
and programs reduces risk, mitigates uncertainty, and will facilitate geothermal energy’s 
movement down the cost/experience curve. Strategic advice and practical experience from 
delivering these types of projects in other regions can create value in the North American market 
by providing key quality assurance services as well as commercial and technical insights that guide 
critical cost-saving decisions. 
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ABSTRACT 

Stage isolation technology for multistage hydraulic fracturing operations at bottomhole 
temperatures greater than 400°F [204°C] is extremely challenging. Frac plugs, bridge plugs, 
packers, a combination of bridge plug and packer, etc. are among the options available depending 
on the specific well configuration and reservoir conditions. The main selection criteria for 
technical performance are temperature tolerance, the differential pressure across the isolation 
device, the amount of time the isolation device is expected to maintain isolation, and the method 
of removal. Whether the well will be stimulated in an openhole or cased-hole is also a major factor; 
however, for this paper, the focus is on isolation in a cased wellbore. 

For the majority of multistage fracturing completions performed in unconventional reservoir 
development projects, the main criteria for the selection of isolation technology are operational 
efficiency and total system cost. The multistage stimulation treatment detailed in this paper was 
performed at the Utah FORGE (Frontier Observatory for Research in Geothermal Energy) site 
located near the town of Milford, UT. Three stages of fracture stimulation were performed through 
a 7-inch [177.8 mm] cemented casing string deviated at 65° from vertical through the zones that 
were stimulated and where the static bottomhole temperature was 435°F [224°C]. Wellbore 
isolation was a concern going in due to failures on prior operations at the Utah FORGE site. 

7-inch [177.8 mm] High Pressure High Temperature (HPHT) retrievable bridge plugs were used 
to isolate between frac stages 1 and 2 and between frac stages 2 and 3. A drilling rig was used to 
run the bridge plugs into the well on 3-1/2-inch [88.9 mm] drill pipe and the bridge plugs were set 
hydraulically. Pressure testing of each bridge plug was performed before pumping the specific frac 
stage. Each frac stage was flowed back after 4-5 hours of shut-in to monitor the pressure decline 
behavior and ensure safe conditions for running the bridge plug without additional surface pressure 
control equipment. After flowing back the third frac stage, the rig ran into the wellbore with a 
retrieving tool on 3-1/2-inch [88.9 mm] drill pipe to release and retrieve each of the bridge plugs 
successfully. 
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1. Introduction  
Recognizing the opportunities for applying newer technology developed in the oil and gas 
industry, and the potential opportunities for Enhanced Geothermal System (EGS) development 
outside of conventionally geologically constrained areas, the U.S. Department of Energy provided 
funds to the University of Utah to create a field-scale laboratory for implementing, testing, and 
developing technologies. This site, Utah FORGE (Frontier Observatory for Research in 
Geothermal Energy), is a field laboratory for developing, testing, and prototyping technologies 
that could be adopted for commercializing Enhanced Geothermal Systems (EGS) and promoting 
EGS and geothermal development in general. The Utah FORGE site is near Milford, Utah (Moore 
et al., 2020) about 170 miles south of Salt Lake City. Five vertical wells, 56-32, 58-32, 68-32, 78-
32, and 78B-32, are being used for seismic monitoring and tool testing. The sixth well, 16A(78)-
32 was deviated 65° to the vertical (Figure 1), and a three-stage hydraulic fracturing treatment 
was performed at the toe-section of this well in April 2022. This well is the first leg of a doublet 
where two wells will be interconnected by hydraulic fractures. The second well – a production 
well – will be drilled in early to mid-2023. 

 
Figure 1: An aerial view of the FORGE site showing well locations and permanently deployed seismic 

monitoring equipment. Wells in white have been drilled. Wells in yellow are planned. Geophone strings 
were deployed deep in wells 56-32, 58-32, and 78B-32. The spud location of the injection well is seen at 
the extreme upper left (west) of the photograph and the dashed line is the surface projection of its 
trajectory, showing lateral extent. The projected length at the surface is nominally 4,074 feet [1241.8 m]. 
The three frac stages were near the toe of well 16A(78)-32 (to the east). 
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2. Stimulation Treatment Design 
To recap. There are five monitoring wells, most with geophones for monitoring microseismicity 
related to hydraulic fracturing. There is one inclined injector that has three fracture stages towards 
its toe, isolated from each other with bridge plugs during stimulation. A sister well, also inclined 
at 65° will be drilled to intersect the monitored microseismicity created by the three hydraulic 
fractures – creating a two-well heat exchange network. A primary consideration during treatment 
design for the three hydraulic fracturing stages was an evaluation of the anticipated fracture 
geometry and propagation behavior as a function of pump rate and injected fluid viscosity. A 
critical criterion for the treatment design was to generate upward fracture height growth of at least 
300 ft [circa 100 m]. This would intersect the preliminary planned vertically offset location for the 
deviated portion of the production wellbore to be drilled. 

To develop pumping schedules for each stage, a numerical sensitivity analysis was performed by 
parametric variation of the pumping rate, fracturing fluid viscosity, formation mechanical 
properties, conductivity, etc. (Xing et al., 2021)  Based on the results of the modeling, a preliminary 
plan and fluid schedules were prepared for the three fracturing stages to meet the treatment 
objectives. 

Multistage fracture stimulation treatments in the oil and gas industry today are primarily performed 
as rigless completions. Highly efficient cased-hole pump-down plug and guns methods - along 
with openhole selective stage technologies - accommodate most multistage hydraulic fracturing 
applications. In the FORGE scenario, temperature restrictions and casing dimensions limited the 
isolation of fracturing stages to those that could be run and set on pipe. Bridge plugs were the 
preferred option. A rig was already part of the plan for the stimulation phase to evaluate wellbore 
integrity. The well had been shut-in for several months and a bit and scraper run was required, 
followed by running a drift sub to ensure the bridge plug could be run to the planned setting depths. 

Well 16A(78)-32 was drilled and completed with 7-inch [177.8 mm], 38 lb/ft [56.55 kg/m], T95 
casing with 200 ft [60.96 m] of openhole below the cemented 7-inch [177.8 mm] casing shoe, as 
shown in Figure 2. 

 
Figure 2: Well 16A(78)-32 as drilled and completed. 
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The spacing between the fracture initiation points for the three stages was sufficiently large that 
chances of communication between the stages behind the casing (or through natural fractures) 
would be minimal. Since the first stimulation stage was pumped into the 200 ft [60.96 m] of 
openhole below the 7-inch [177.8 mm] casing shoe it was not known where – in the open hole 
domain - the hydraulic fracture would initiate. The second and third stages were pumped into a 20 
ft [6.1 m] perforated interval. 

The pumping schedule design for each stage started with an initial rate of 5 bpm [0.795 m3/min] 
which was stepped up in 5 bpm [0.795 m3/min] increments until reaching a maximum designed 
pump rate. The maximum designed pump rates for each stage were determined by considering the 
formation fracture gradient determined from a previous diagnostic fracture injection test (DFIT) 
(Xing et al., 2021), the density of the specific fluids (hydrostatic pressure), and the estimated pipe 
friction for the fluid being pumped. In addition, the perforation friction for stages 2 and 3 was a 
consideration to keep pumping pressure below the maximum allowable surface pressure. The 
maximum allowable surface pressure during pumping operations was limited to 8,000 psi [55.16 
MPa] based on the wellbore completion. 

3. Isolation Device - 563-700 HPHT Bridge Plug for Mud, ETP AISI 4140 (reinforced) 
The device selected for the isolation of stages 1 and 2, to allow the stimulation of stages 2 and 3 
was a 563-700 HPHT retrievable bridge plug (Figure 3).  This high-performance barrier has been 
optimized for oil field applications.  The platform had previously been proven to perform in oil 
field applications of up to 12,500 psi [86.18 MPa] differential pressure, and temperatures up to 
410°F [210°C].   The design chosen for the Utah FORGE application had several beneficial 
features to aid its performance during the stimulation of each stage. These include: 

1. The HPHT concept was optimized for a relatively high expansion whilst also being capable 
of withstanding high downhole temperatures as well as high differential pressures.  The 
design of the element module allows for the elastomer to have an anti-extrusion system 
external to the elastomer itself.  This anti-extrusion system expands independently from 
the elastomer, fully protecting the seal under load.  The design of the protuberance has also 
been optimized so that upon collapse during the retrieval phase, springs aid the natural 
mechanical retraction into the body, which drives them outwards during the setting 
sequence.    

2. The design of the 563-700 HPHT is based on it having a single ratchet which allows a lock 
ring to travel during compression of the plug body throughout the setting process.  During 
this movement, the slips are pushed into the wall of the pipe, and cup springs are 
compressed.  The cup springs serve as a backup function once the plug is set in the well 
and free from the setting tool.  Because they are left in compression once the plug is set, 
any loss of force can be absorbed by the compression forces contained in the plug.  In an 
application where the barrier could be exposed to temperature cycling, this design 
capability is particularly important.  It allows the compression loads within the plug to 
remain high enough for the barrier to stay anchored whilst also providing enough force to 
keep the elastomer in place at all times.    

3. The single ratchet also allows the plug to be easily recovered at the end of its in well 
requirements.  Upon engaging into the fishing neck with the appropriate pulling tool, 
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upward movement overcomes a set of shear screws which allows equalization ports to be 
opened on the plug.  At this point, the equalization can be monitored.  Once fully equalized, 
further upward movement will overcome another set of shear screws which allow the finger 
coupling to be released from the setting sleeve.  Both the element module and the slips are 
free to retract, aided by the relaxation of the cup springs, allowing the plug to then move 
freely within the wellbore.   

 
Figure 3: A snapshot of the element module on the 563-700 HPHT.  Here one can clearly see the elastomeric 

element as well as the external anti-extrusion system which fully protects the element under loading.  

The 563-700 HPHT is also a perforation-friendly plug.  This means that forces created by the 
activation of perforation guns will not hamper the plug’s ability to perform as a barrier.  Risks 
associated with perforating close to barriers are movement, release, or unwanted equalization.  The 
563-700 HPHT has an optimal design on the equalizing assembly to ensure that any impact forces 
will not allow the equalizing sleeve to open the flow ports when perforating guns are fired above 
a set plug.  This mitigates the risk of the plug equalizing before the stimulation is performed which 
would compromise the operation.   

A Junk Extension was also fitted to the plugs utilized for the operation.  The Junk Extension offers 
a means to effectively manage any debris that may fall into the plugs while they are in the wellbore.  
Debris can be a risk to the efficient recovery of the plug if appropriate measures are not in effect 
to manage the threat.  The Junk Extension is essentially a sump that is fitted to the bottom of the 
plug, beneath the equalization feature.  It allows debris to enter the plug and fall through the plug 
ensuring that it does not stack up across critical components.  One or several Junk Extensions can 
be assembled on the bottom of the plug depending on the anticipation of debris downhole. 

4. Barrier Qualification  
Isolation from previous stages was a key requirement for the stimulation of stages 2 and 3.  A leak 
rate of no more than 180 psi [1,241 kPa] per minute was prescribed as an expectation of barrier 
performance.  Along with that, the barrier was required to be easily fished or removed from the 
wellbore post-stimulation.  

For the extreme conditions present in this geothermal well, careful consideration was applied to 
choose the correct elastomeric material for the packer element and O-rings.  The first step was to 
look through the company’s prequalified elastomers for the HPHT plug.  Among others, this 
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portfolio includes Chemours’ Viton® Extreme ETP-600S (‘ETP’).  ETP is a terpolymer of 
ethylene, tetrafluoroethylene, and perfluoromethylvinyl ether, officially classified as a FEPM by 
ASTM D141. Due to its molecular structure and high fluorine content, this elastomer has excellent 
resistance to most chemical environments and very high-temperature tolerance.  Consequently, it 
was decided that for this well environment, with high temperatures, ETP would be the optimal 
choice for the elastomer material of the HPHT barrier. The elastomer’s elongation and tensile 
properties at high temperatures also ensured that the plug would be able to expand as needed under 
setting, and hold the required pressure once set.  

In typical oil and gas situations, bridge plugs are deemed fit for service if they have been qualified 
to downhole conditions, in accordance with API 11 D1 or ISO 14310.  The validation grade often 
changes depending on the requirements set by the operator.  The range of HPHT retrievable bridge 
plugs that the 563-700 HPHT represents is a platform that has been continually proven to be able 
to withstand the most stringent of API 11 D1 & ISO 14310 validation grades.  Although a V-0 
rating is not required for stimulation purposes, the robustness of the capabilities of the platform 
aided the qualification chosen to meet the needs of the application.  

An ISO 14310 V-6 test was designed and then executed on a 563-700 HPHT bridge plug.  A length 
of 7-inch [177.8 mm] 38 lb/ft [56.55 kg/m] casing, machined to a maximum API tolerance, was 
used as a test cell for the qualification.  The test exposed the barrier to five 15-minute pressure 
cycles at a temperature of 434°F [223°C] using gas as a test medium. The gas increased the severity 
of the would-be downhole fluid conditions and the rigor of the test. The results for each 
pressurization cycle can be seen in Table 1.  The test parameters exceeded the pressure 
requirement set by Utah FORGE.  No leak rate was noted during the qualification, although a 
pressure fluctuation of 4 psi [27.6 kPa] was noted across a 15-minute interval, meaning that the 
plug exceeded the requirement.  Upon completion of the test, the plug was recovered through a 
restriction of 5.750 inches [146.05 mm].  The plug was then inspected in accordance with 
prescribed maintenance procedures and found to be in excellent condition.  The packer element 
itself was measured at 5.63 inches [143 mm] and was found to have no damage or cracks. 

Cycle 
no. 

Hold 
period 

Target 
temp 
(°C) 

Target 
pressure 
(MPa) 

Measured 
temp. range 

(°C) 

Measured 
press. range 

(MPa) 
Direction Leakage 

(bubbles/rate) Cycle time 

1 15 
min 220 34.5 222.8-223 35.6-35.63 ABOVE Yes / 

-0.029 MPa/15min 
16 Dec 2021 
09:15-09:30 

2 15 
min 220 41.4 222.8-223 42.16-42.17 ABOVE Yes / 

-0.014 MPa/15min 
16 Dec 2021 
09:54-10:09 

3 15 
min 220 48.3 222.8-223 49.1-49.13 ABOVE Yes / 

-0.014 MPa/15min 
16 Dec 2021 
11:23-11:38 

4 15 
min 220 55.2 222.8-223.1 55.84-55.87 ABOVE Yes / 

-0.029 MPa/15min 
16 Dec 2021 
12:11-12:26 

5 15 
min 220 55.2 222.8-223.1 56.09-56.12 ABOVE 

Yes / 
-0.014-0.029 
MPa/15min 

16 Dec 2021 
14:40-14:55 

Table 1: Test overview further detailing all aspects of the ISO 14310-V6 qualification of the 563-700 HPHT. 
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5. Setting Tool - 4.48-inch [143.1 mm] Hydraulic Running Tool, 20-inch [508 mm] Stroke, 3 
Piston with 1-inch [25.4 mm] Ball Seat 
Due to the 45,570 lbf [202.7 kN] shear stud requirement of the 563-700 HPHT, the 4.48 inch [143.1 
mm] diameter Hydraulic Running Tool (HRT) was chosen as the setting tool for the barrier.  This 
model of the Hydraulic Running Tool is capable of a maximum output force of 96,100 lbf [427.5 
kN].  The tool also comes with a 2-7/8-inch [73 mm] REG upper connection which could easily 
be crossed back over to the drill pipe, and a Standard E4 #20 lower connection which is a standard 
bridge plug interface.  

The Hydraulic Running Tool is an industry-standard setting tool used for coiled tubing or jointed 
pipe conveyance methods.  The tool works on the principle of being able to apply load to a flow 
control device by internal differential pressure creating force to stroke the setting tool.  This is 
done by dropping a ball which is pumped to a ball seat within the setting tool.  Once on seat, the 
ball enables developing differential pressure which provides the force needed to overcome the 
shear stud within the flow control device that is being installed. 

6. Setting Tool Qualification  
At the time of the initial job design, a validation test was mandated for the HRT because of the 
downhole temperature at the depth the setting tool was expected to perform.  The same careful 
consideration was required for the elastomers within the setting tool - to choose the correct O-ring 
material to guarantee downhole functionality.  Ultimately having gone through this process already 
for the barrier, Chemours’ Viton® Extreme ETP-600S (‘ETP’) was chosen as the elastomer 
material for the setting tool as well.  

A validation test was performed on the running tool to replicate downhole conditions at the 
expected differential pressure that would be required to shear the shear stud on the 563-700 HPHT.  
As earlier stated, the setting force capacity from the 4.48-inch HRT is 96,100 lbf [427.5 kN].  Since 
the required force needed to set the 563-700 HPHT was lower than the maximum output force, the 
test was successful in demonstrating its function at 2,500 psi [17.24 MPa] of differential pressure 
which equates to 70,000 lbf [311.4 kN], exceeding the would-be downhole requirement.  This 
verification test was also conducted at a maximum temperature of 437°F [225°C].   

Upon completion of the verification test, the tool was disassembled, and the condition of all 
metallic and elastomeric components was evaluated and all components were found to be in 
excellent condition. Figure 4 is a photograph of the internal components of the running tool 
following the verification test. After all verification testing, tools were shipped to location for the 
fracturing treatment. 

787



Bruce et al. 

Figure 4: A photograph of the internals of the 4.48-inch [143.1 mm] Hydraulic Running Tool, 20–inch [508 
mm] Stroke, 3 Piston with 1-inch [25.4 mm] Ball Seat post verification test.  This shows the excellent
condition of the elastomers within the assembly after exposure to pressure and temperature.

7. Stage 1 Stimulation
In the first stage of the stimulation treatment, slickwater (culinary water with a friction reducer) 
was pumped down the 7-inch [177.8 mm] casing, reaching a maximum designed injection rate of 
50 bpm [7.95 m3/min] (refer to Figure 5). This was followed by a step-down in rate to assess the 
friction pressure. A total of 4,261 bbl [677.4 m3] of fluid was pumped followed by shutting in the 
well for 4 hours before flowing back. 
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Figure 5: Treatment record for Stage 1. The blue trace indicates the pumping rate, reaching 50 bpm [7.95 

m3/min]. The red trace is the surface treating pressure, exceeding 6,000 psi [41.4 MPa]. This stage was 
pumped into the 200 ft [60.96 m] long openhole section of the wellbore. 

The flowback was initiated at a controlled rate of 4 bpm [0.64 m3/min] and a wellhead pressure of 
2,701 psi [18.62 MPa]. The well was flowed back for 16.5 hours during which time the wellhead 
pressure dropped to 0 psi [0 MPa] and the flow became intermittent at an average rate of 0.5 bpm 
[0.08 m3/min]. A total of 2,055 bbl [326.7 m3] of fluid was recovered during the flowback period. 
The surface flowback equipment incorporated a geothermal separator. The maximum measured 
temperature of the fluid during flowback was 224°F [106.7°C]. 

8. Setting the Bridge Plug and Perforating  
The next step in the program was running into the wellbore with the HTHP retrievable bridge plug 
on drill pipe to isolate the first stimulation stage. Wellbore isolation had historically proven to be 
difficult for the Utah FORGE project, primarily due to the high downhole temperatures. Several 
failures to isolate in the past were due to problems with the elastomers and lack of mechanical 
integrity during the setting and retrieval process. A 7-inch [177.8 mm] HPHT retrievable bridge 
plug was run and set at a depth of 10,670 ft [3252 m] MD. After positioning the bridge plug at the 
desired depth, a ball was dropped into the drill pipe. A low-rate pump was used to seat the ball in 
the hydraulic setting tool. Once the ball was seated, pumping continued until the required pressure 
was reached to set the bridge plug. After pulling up two stands of drill pipe the bridge plug was 
pressure tested to ensure isolation integrity before pulling out of the wellbore completely with the 
drill pipe and setting tool. See Figure 6 for the data record for running, setting, and pressure testing 
the first HPHT bridge plug. 
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Figure 6: This is the drilling rig electronic data recording system information showing the running, setting, and 

initial pressure test of the first HPHT bridge plug just after setting it at 10,670 ft [3252.2 m].  

A 20-ft [6.096 m] perforating gun was then made up on the drill pipe and run into the wellbore. 
The guns were positioned at 10,560 to 10, 580 ft [3218.7 to 3224.8 m] MD and then a ball was 
dropped into the drill pipe. After allowing the ball some time to fall, a low-rate pump was again 
used to pump the ball to the seat in the firing head. After the ball was confirmed to be on the seat, 
the pump rate was increased to ~2 bpm [0.32 m3/min] until the required pressure was reached and 
the guns fired. The drill pipe was then pulled out of the wellbore and the perforating guns were 
recovered and inspected. It was confirmed that all shots had fired. 

9. Stage 2 Stimulation 
After the frac crew had re-primed the frac equipment the bridge plug was re-tested to a higher 
pressure of 7,000 psi [48.26 MPa] to ensure integrity (see Figure 7).  
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Figure 7: Re-test of the 7-inch [177.8 mm] HPHT bridge plug set at 10,670 ft [3252.2 m] to 7,000 psi [48.26 

MPa] by the fracturing equipment just prior to pumping the second stage treatment. 

Like the first stage, the second stage fracturing treatment was also pumped with slickwater down 
the casing. The treatment was brought to the maximum designed injection rate of 35 bpm [5.56 
m3/min] in 5 bpm [0.795 m3/min] increments, as shown in Figure 8. During the initial 5 bpm 
[0.795 m3/min] step, there was an intentional hard shutdown to establish a baseline pressure 
response with essentially no induced fracture volume created. A second hard shutdown was 
performed midway through the maximum pump rate step of 35 bpm [5.56 m3/min]. This was done 
to measure the shut-in pressure response once a larger hydraulic fracture volume had been created 
as well as determine the effect of the shutdown on the continuing fracture propagation behavior 
once the pumping resumed. The maximum pump rate step was again followed by a step-down in 
rate to generate additional data to determine the pipe and perforation friction pressure behavior. A 
total of 2,777 bbl [441.5 m3] of fluid was pumped after which the well was shut in for four hours 
before being flowed back. 

Stage two flowback was again initiated at a controlled rate of 4 bpm [0.64 m3/min]. The initial 
wellhead pressure was 2,812 psi [19.39 MPa]. The well was flowed back for 13 hours during which 
time the wellhead pressure dropped to 0 psig [0 kPa] and the flow rate was intermittent at an 
average rate of 0.5 bpm [0.08 m3/min]. A total of 1,266 bbl [200.6 m3] was recovered during the 
flowback period and the maximum measured temperature of the fluid during flowback was 205°F 
[96.1°C]. 
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Figure 8: Treatment record for Stage 2. The blue trace indicates the pumping rate, reaching 35 bpm [5.56 
m3/min]. The red trace is the surface treating pressure, exceeding 7,000 psi [48.26 MPa]. This stage was 
pumped into a perforated zone (10,560 – 10,580 ft [3218.7 – 3224.8 m] MD) of the wellbore. Note the hard 
shutdowns (rate intentionally rapidly brought to zero) in the initial 5 bpm [0.795 m3/min] step and 
partway through the 35 bpm [5.56 m3/min] step. 

9. Setting the second Bridge Plug and Perforating
In preparation for the third stage hydraulic fracture, a second HTHP retrievable bridge plug was 
run on drill pipe to isolate the second stimulation stage. The 7-inch [177.8 mm] HPHT retrievable 
bridge plug was run and set at a depth of 10,470 ft [3191.3 m] MD. After positioning the bridge 
plug at the desired depth, a ball was dropped into the drill pipe. A low-rate pump was used to seat 
the ball in the hydraulic setting tool. Once the ball was seated, pumping continued until the required 
pressure was reached to set the bridge plug. After pulling up two stands of drill pipe the bridge 
plug was pressure tested to ensure isolation integrity before pulling out of the wellbore completely 
with the drill pipe and setting tool. Figure 9 shows the data record for running, setting, and pressure 
testing the second HPHT bridge plug. 
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Figure 9: This is the drilling rig electronic data recording system information showing the running, setting, and 

initial pressure test of the second HPHT bridge plug just after setting it at 10,470 ft [3191.3 m]. Notice 
the negligible pressure drop at pressure. 

A 20 ft [6.096 m] perforating gun was then made up on the drill pipe and run into the wellbore. 
The guns were positioned at 10,120 to 10,140 ft [3084.6 to 3090.7 m] MD and a ball was then 
dropped into the drill pipe. After allowing the ball some time to free fall, a low-rate pump was 
again used to pump the ball to the seat in the firing head. After the ball was confirmed to be on the 
seat, the pump rate was increased to ~2 bpm [0.32 m3/min] until the required pressure was reached 
and the guns fired. The drill pipe was then pulled out of the wellbore and the perforating guns were 
recovered and inspected, confirming that all shots had fired. 

10. Stage 3 Stimulation 
After the frac crew had re-primed the frac equipment the bridge plug was re-tested to a higher 
pressure of 6,900 psi [47.57 MPa] to ensure integrity (see Figure 10). 
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Figure 10: Re-test of the 7-inch [177.8 mm] HPHT bridge plug set at 10,470 ft [3191.3 m] to 6,900 psi [47.57 

MPa] by the fracturing equipment just prior to pumping the third stage treatment. Excellent potential 
for isolation was indicated. 

The third stage fracturing treatment was designed with the same pump rate schedule as the second 
stage. The main changes for the third stage were pumping a crosslinked carboxymethyl 
hydroxypropyl guar (CMHPG) polymer fluid in place of slickwater and the addition of 
microproppant early in the pumping schedule. The crosslinked fluid was selected to determine any 
changes in hydraulic fracture propagation and final geometry because of the increase in viscosity 
compared to the slickwater. The CMHPG polymer loading was 45 lbm/1,000 gal [5.39 kg/m3] and 
the fluid system contained the necessary crosslinker, buffer, gel stabilizer, and other additives to 
optimize performance at the formation temperature. 

Microproppant was added to the early steps of the third stage fracturing treatment. Microproppant 
is documented as being added to fracturing treatments in unconventional shale reservoirs to prop 
open more of the branched, complex hydraulic fracture geometry to increase the effective 
stimulated area, leading to improved production (Aslannezhad et al., 2021; Montgomery et al., 
2020). The microproppant used for this third stage treatment is a manmade material with a density 
of 2.5 g/cm3 [156.1 lb/ft3], a particle size distribution of 5 to 200 microns [1.97E-04 to 7.9E-03 
inch] and a mean diameter of 25 microns [9.84 x 10-4 inch]. The treatment was designed to pump 
the microproppant at a concentration of 0.5 PPA1 [0.23 kgPA] starting in the 10 bpm [1.59 m3/min] 

 
1 PPA is pounds of proppant added per gallon of base fluid. 

794



Bruce et al.  

step through the 20 bpm [3.18 m3/min] step and increasing to 0.75 PPA [0.34 kgPA] in the 25 and 
30 bpm [3.98 and 4.77 m3/min] steps. The third stage fracturing treatment was pumped with the 
crosslinked CMHPG fluid down the casing and followed the prescribed fracturing plan, reaching 
a maximum designed injection rate of 35 bpm [5.56 m3/min], as shown in Figure 11. To avoid 
additional operational complexity and maintain consistent fluid pumping there were no hard 
shutdowns in the third stage design. When increasing the pump rate to the 10 bpm [1.59 m3/min] 
step an over-pressure sensor was tripped, causing all the high-pressure pumps to come offline but 
this incident was immediately corrected, and the pump rate was recovered in less than 1 minute. 
There was some operational difficulty in pumping the microproppant at the designed concentration 
and schedule. However, no shutdowns occurred and the full amount of microproppant was pumped 
by extending the 0.75 PPA [0.34 kgPA] concentration into the very beginning of the 35 bpm [5.56 
m3/min] pump rate step. The total amount of microproppant pumped was 27,000 lbm [12,247 kg]. 

 
Figure 11: This is the treatment record for Stage 3. The blue trace indicates the pumping rate, reaching 35 bpm 

[5.56 m3/min]. The red trace is the surface treating pressure, exceeding 7,000 psi [48.26 MPa]. The brown 
trace shows the microproppant slurry surface concentration, converted to lb of proppant added to 1 gal 
of fluid (PPA), based on the slurry rate (Note that the PPA is multiplied by a factor of 10 for scaling 
purposes). This stage was pumped into a cased and perforated zone (10,120 – 10,140 ft [3084.6 – 3090.7 
m] MD) of the well. 

Flowback commenced after a prescribed shutdown period. At the start of the flowback for the third 
stage, the control valve was opened and a maximum rate of 3.83 bpm [0.61 m3/min] was achieved 
after the valve was fully opened. The initial wellhead pressure at the start of flowback was 2,483 
psi [17.1 MPa]. The well was flowed back for 15.5 hours during which time the wellhead pressure 
dropped to 0 psig [0 kPa) and the well flowed intermittently at an average rate of 0.5 bpm [0.08 
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m3/min]. A total of 1,184 bbl [188.2 m3] of fluid was recovered during the flowback period and 
the maximum measured temperature of the fluid during flowback was 202°F [94.4°C]. 

11. Retrieving the Bridge Plugs 
After the third stage flowback, preparations were made to retrieve the bridge plugs from the 
wellbore. The retrieving tool was made up to the drill pipe, connected to the top drive, and run just 
below the rig floor (above the BOPs). The rig pumped into the drill pipe at 2 bpm [0.32 m3/min] 
to function test the retrieving tool. The test was successful, and operations began by running the 
retrieving tool into the well on the drill pipe. The rig stopped running in the well every ~1,500 ft 
[457.2 m] to break circulation and provide cooldown. Upon reaching the depth of the top of the 
second bridge plug (10,470 ft [3191.3 m] MD) the rig sat down weight, latched the bridge plug, 
and pulled up until the bridge plug was unset. When the plug was unset the well began flowing at 
~2 bpm [0.32 m3/min] up the drill pipe and annulus. Cold water was pumped down the drill pipe 
at ~0.7 bpm [0.11 m3/min] to avoid safety concerns with hot water at the rig floor when breaking 
stands as the drill pipe was being pulled from the well. When the bridge plug was at the surface, it 
was pulled up to just above the BOPs and the blind rams were closed. The top drive was connected 
to the drill pipe and water was pumped into the drill pipe at 2 bpm [0.32 m3/min] to hydraulically 
release the bridge plug from the retrieving tool. This was done successfully, and the bridge plug 
was pulled up onto the rig floor and laid down on the catwalk. Figure 12 shows the drilling rig 
electronic data recording system information for retrieval of the second bridge plug that was run. 

 
Figure 12 – This is the electronic data recording system information during the process of retrieving the second 

bridge plug that was set at 10,470 ft [3191.3 m] MD. 
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The same procedure was followed to successfully unset the first bridge plug (10,670 ft [3252.2 m] 
MD) and retrieve it to the surface. Figure 13 shows the drilling rig electronic data recording system 
information for retrieval of the first bridge plug that was run. 

 
Figure 13: This is the electronic data recording system information during the process of retrieving the first 

bridge plug that was set at 10,670 ft [3252.2 m] MD. 

12. Post-Recovery Plug Examination 
Due to the extreme conditions that the retrievable bridge plugs had been exposed to while in the 
wellbore, a post-run breakdown analysis was performed on both plugs. Overall, the condition of 
both assemblies was satisfactory.  Both units were in a serviceable condition with only typical 
wear and tear items replacement.   

On the upper plug, the overall condition of the plug was very good.  The packer element did suffer 
some damage where the element interfaced with the packer back-ups.  The slight damage to the 
elastomer was thought to have occurred during recovery when the metallic packer back-ups were 
pulled away from the sealing component (see Figure 14).   
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Figure 14: A photograph of the elastomer during inspection.  The damage to the element aligns with the packer 

backup segments.  Likely, the areas of the element in contact with the packer backups broke away during 
the relaxation of the element.  

As for the lower plug, similar damage was noted for the packer element.  This damage is thought 
to have been caused as a result of the same issue with the packer backup segments.  A slip spring 
was also damaged. However, this damage only occurred to one of the six slip sub-assemblies 
contained within the structure of the plug.  This damage is thought to have been caused by a rapid 
equalization and release of the bridge plug downhole, something that is more common with drill 
pipe recoveries than perhaps a more precise wireline release. 

Besides the described damage above, other noted damage was minor and only identified due to 
predetermined acceptance criteria which categorize the condition of individual components 
derived from internal quality acceptance and quality control procedures.  No parts were deemed to 
have been damaged due to the extreme downhole conditions. 

13. Conclusions 

• The HPHT bridge plugs used for this multistage treatment were specifically modified from 
a base design used for HPHT oilfield applications. 

• The cup springs that back up the primary setting mechanism are crucial for absorbing 
compression forces that result due to extreme temperature cycling - keeping the plug 
anchored and the elastomer in place. 

• An independently acting anti-extrusion system that fully protects the elastomer seal under 
load had been optimized to collapse when the plug is unset, resulting in successful retrieval. 

• An optimally designed equalizing assembly along with the addition of a junk extension sub 
ensured that each plug was protected from shock forces and any debris created during 
perforating. 

• Chemours’ Viton® Extreme ETP-600S (ETP) was selected as the elastomer material for 
the plug. ETP’s elongation and tensile properties were evaluated in qualification testing of 
the plug at expected reservoir temperature and differential pressure conditions. 
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• Both of the HPHT bridge plugs performed as expected during the wellsite operations on 
well 16A(78)-32. Both of the plugs were run into the wellbore and set at the desired depth, 
pressure-tested successfully, and held during fracture stimulation and flowback operations, 
and were retrieved successfully without any incidents. 
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ABSTRACT 

In an Enhanced Geothermal System (EGS), packers are important tools for creating isolated 
injection/production zones in the wellbore. However, traditional packers may not be suitable for 
the extreme environments often present in EGS. This paper describes a study to develop and test 
a novel packer system for EGS applications. A laboratory-scale prototype packer, developed by 
Welltec and OU investigators, was successfully tested in the laboratory. Before the testing phase, 
the potential impact of the packer on the wellbore rock was analyzed using 3D numerical modeling 
to determine the potential for excessive rock failure, which would compromise the system 
functionality. Then, a wellbore was drilled in a block of Sierra White granite to house the packer 
instrumentation. The block was subjected to three principal stresses, defined to be representative 
of the Utah FORGE differential stress levels. Next, the packer was set and extended by pressurized 
fluid injection to isolate the lower section of the wellbore. After the packer deployment, a series 
of injection tests were conducted to test the sealing of the lower wellbore section isolated by the 
packer. Observations showed that there was no leaking if the fluid pressure within the packer (or 
packer pressure) was controlled above 2000 psi. On the other hand, leaking occurred once packer 
pressure was below 2000 psi. In the latest stage of the experiment, the wellbore pressure was 
continually increased, and it was observed that the maximum wellbore pressure within the sealed 
section can be up to 4600 psi while the pressure in the packer was held as 9000 psi. The high 
injection pressure in the sealed wellbore section exceeded the tangential stresses around the 
wellbore leading to an axial fracture in the granite block. The experiment established a proof-of-
concept design for the isolation system. 

1. Introduction 
A packer is a downhole tool used in oil and gas as well as geothermal operations to isolate specific 
sections of a wellbore. In an Enhanced Geothermal System (EGS), packers serve as an integral 
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tool for creating isolation zones within the wellbore. They are crucial in ensuring a fine degree of 
control and governance over fluid flow during processes such as hydraulic fracturing, fluid 
injection, and production. However, traditional packers may not provide an optimal solution when 
faced with the extreme environments commonly encountered in EGS operations. This includes 
exposure to exceedingly high temperatures and corrosive fluids. Packer failures have become a 
common issue in historic EGS projects, such as Fenton Hill (Dreesen et al., 1988) and Soultz-sous-
Forêts (Rummel et al, 1992). As such, there is a critical need for innovations in packer design and 
materials, ensuring that they can withstand and effectively operate in the stringent conditions 
inherent in EGS, while preserving the safety and efficiency of EGS developments.  

This study describes a part of the development and testing of novel packer instrumentations for 
EGS applications. A laboratory-scale prototype packer developed was tested in our true-triaxial 
testing system (Hu & Ghassemi, 2019; Hu et al., 2020; Ye & Ghassemi, 2023). A 3-inch diameter 
wellbore was drilled into a block of Sierra White granite, measuring 13×13×13 inches, to house 
the packer instrumentation. The block was subjected to stresses representative of the Utah FORGE 
differential stress levels. During the experiment, we started by injecting pressurized deionized 
water to set and extend the packer, which created an isolated zone at the lower section of the 
wellbore. We then conducted a series of injection tests to assess the sealing performance of the 
lower wellbore section that was isolated by the packer. In the final phase of the experiment, we 
gradually increased the fluid pressure within the isolated zone to test its maximum tolerance 
pressure and create a hydraulic fracture in the sealed portion of the wellbore. The primary objective 
of this study is to test the performance of the prototype packer and establish a proof-of-concept 
design for the packer instrumentation in the laboratory. 

2. Experimental Methods 
2.1 Sample Preparation 

In this experimental study, we used a cuboid Sierra White Granite sample with a side length of 13 
inches. Sierra White granite is a type of crystalline rock with ultra-low permeability (500-100 
nano-Darcy) and high compressive strength (150-200 MPa of uniaxial compressive strength). For 
more information on the relevant geomechanical properties and mineralogy composition of this 
granite, please refer to our previous work (Ye & Ghassemi, 2018). A 3-inch diameter wellbore 
was drilled through the center of the block to host the prototype packer, as shown in Figure 1.  

 
Figure 1: A cuboid Sierra White sample for packer testing. (a) the top view; (b) the bottom view. 
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2.2 Experimental Setup 

The packer prototype depicted in Figure 2(a) measures roughly 12.8 inches in length and 2.8 inches 
in diameter. The packer has two main sealing elements, a metal membrane seal located at the end 
of the assembly and a thermoplastic ring energized by metal springs located at the middle of the 
assembly. As shown in the sketch in Figure 2 (b), during the experiment, the packer was extended 
via pressurized fluid injection through a syringe pump (Pump A) attached to the packer. The seal 
element was expanded to seal off the lower section of the wellbore. The bottom side of the block 
was sealed and was found to provide sealing for a wellbore pressure of up to 4000-5000 psi fluid 
pressure under a 3000-psi compressive stress. Another syringe pump (Pump B) was connected to 
the lower section of the wellbore, through an injection tubing buried into a groove cut into the 
bottom side of the block (Figure 1(b)), to provide fluid pressure and test the sealing performance 
of the packer. 

 
Figure 2: (a) The prototype packer developed by Welltec; (b) The sketch of the experimental configuration. 

 
Figure 3: (a) In-house true-triaxial testing system; (b) The controlled true-triaxial stress conditions. 
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2.3 Experimental Procedure 

To test the packer prototype in the laboratory under realistic conditions, we used our in-house true-
triaxial testing system (Figure 3(a)). This system is designed specifically for hydraulic fracturing 
tests under true-triaxial stress, high temperature, and chemical conditions. For more information 
about the testing system, please refer to our previous works (Hu & Ghassemi, 2019; Ye & 
Ghassemi, 2023). The experiment was carried out in three phases. In Phase 1, we subjected the 
cuboid block to true-triaxial compression (Figure 3(b)) with a minimum horizontal stress of 2500 
psi, a maximum horizontal stress of 3000 psi, and a vertical stress of 3000 psi. Subsequently, 
pressurized fluid was injected into the packer to set and extend it, creating an isolated zone at the 
lower section of the wellbore as shown in Figure 2(b). In Phase 2, we conducted a series of 
injection tests that injected pressurized fluid into the isolated zone to assess the sealing 
performance of the packer under various packer pressures and wellbore pressures. Finally, in Phase 
3, we continued to elevate the fluid pressure within the sealed wellbore to create a hydraulic 
fracture and test the maximum tolerance pressure before the sealed zone began to leak. 

3. Experimental Results 
The experiment utilized a Teledyne ISCO 260D syringe pump (Pump A) to provide fluid pressure 
to set and extend the packer, which isolated the lower section of the wellbore. Another Teledyne 
ISCO 100DX syringe pump (Pump B) was connected to the lower section of the wellbore to test 
the sealing performance of the packer. Figure 4 displays the temporal transients of the pressure, 
flow rate, and fluid volume of the two syringe pumps during the experiment. The experiment 
consisted of three phases, as shown in Figure 4. 

During Phase 1, we increased the fluid pressure within the packer to expand it and seal the wellbore. 
Firstly, we raised the packer pressure to 1500 psi and then refilled Pump A to its full volume. The 
refilling process is shown by the negative flow rate (yellow curve in Figure 4) and the increase in 
volume (orange curve) in Pump A. Subsequently, we increased the packer pressure stepwise until 
it finally extended and sealed the wellbore at a pressure of 7500 psi. The full contact between the 
packer and the wellbore was indicated by the almost zero fluid rate in Pump A when the packer 
pressure reached and maintained the target pressure through a constant pressure control via Pump 
A. 

During Phase 2, our primary goal was to test the sealing performance of the lower section of the 
wellbore that was isolated by the packer. As shown in Figure 4, at the initial stage of Phase 2 
(between 1500 s and 2080 s), we held the packer pressure constant at 7500 psi, while setting the 
wellbore pressure within the isolated zone to 115 psi. It was observed that the lower section of the 
wellbore was successfully sealed, as evidenced by the zero flow rate of Pump B under constant 
pressure control. We then reduced the packer pressure to 4000 psi, and the lower section of the 
wellbore remained well-sealed. Between 2500 s and 3500 s, we set the fluid pressure within the 
lower section of the wellbore isolated by the packer to ~200 psi, and then tested the sealing 
performance of the isolated zone under several different packer pressures (8300 psi, 8000 psi, 4000 
psi, and 2000 psi). The results demonstrated that the lower section was sealed if the packer pressure 
was held above 2000 psi. On the other hand, leaking occurred once the packer pressure was below 
2000 psi. Next, at the interval of 3700 s to 4700 s, we increased the fluid pressure of the isolated 
zone to 2500 psi, while keeping the packer pressure above 6000 psi. The results showed that the 
isolated zone could be effectively sealed. The results of Phase 2 indicate that the prototype packer 
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can successfully seal the wellbore and provide excellent sealing performance when the fluid 
pressure within the packer and the injection pressure used within the isolated zone are properly 
designed. 

 
Figure 4: The temporal transients of the pressure, flow rate, and fluid volume of the two syringe pumps during 

the experiment. From top to bottom, the gray curve represents the fluid pressure within the packer, the 
blue curve represents the fluid pressure within the lower section of the wellbore sealed by the packer. 
The orange curve and yellow curve represent the fluid volume and flow rate, respectively, recorded by 
Pump A, which is connected to the packer. The dark blue curve and green curve represent the fluid 
volume and flow rate, respectively, recorded by Pump B, which is connected to the lower section of the 
wellbore isolated by the packer.  

During Phase 3, we maintained a constant fluid pressure of 9000 psi within the packer. Next, we 
refilled Pump B to its full volume and raised the fluid pressure within the isolated zone to 3000 
psi. The results showed that the isolated zone was well-sealed. We then conducted a test to 
determine the maximum tolerance pressure of the isolated zone before it began to leak, and 
attempted to induce a hydraulic fracture through pressurized fluid injection by continuously raising 
the fluid pressure within the lower section of the wellbore. As depicted in Figure 4, the wellbore 
began to leak when the sealed fluid pressure reached above ~4600 psi. After the experiment, we 
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examined the sealed wellbore, the packer, and the seal. It was found that the leaks under ~4600 psi 
were caused by the failure of the block seal, as shown in Figure 5(a), while the packer still 
performed well. In addition, an axial hydraulic fracture was induced within the lower section of 
the wellbore due to pressurized fluid injection. This indicates that the wellbore pressure exceeded 
the tangential stresses around the wellbore. Interestingly, as shown in Figure 5(b), we observed 
that the propagation of the induced hydraulic fracture terminated in the middle of the wellbore, 
where the sealing element of the packer is located. This suggests that the packer effectively 
prevented the propagation of the fracture by maintaining its sealing performance.  

 
Figure 5: (a) Fluid leaks due to the failure of the seal; (b) a hydraulic fracture was induced within the lower 

section of the wellbore.   

4. Conclusions 
In this study, we conducted a controlled laboratory experiment to test a prototype packer under 
true-triaxial stress conditions. The packer was set into a wellbore drilled in a cuboid Sierra White 
Granite. We carried out the experiment in three phases. In Phase 1, we injected pressurized fluid 
into the packer and successfully extended it and created an isolated zone located in the lower 
section of the wellbore. In Phase 2, we tested the sealing performance of the isolated zone under 
various packer pressures and wellbore pressures. The results demonstrated that the lower section 
of the wellbore can be sealed when the packer pressure (the fluid pressure within the packer) was 
held above 2000 psi. The wellbore was effectively sealed even with a wellbore pressure (the 
pressure within the sealed wellbore) of 3000 psi if the packer pressure was held up to 6000 psi. At 
the last phase, we continuously elevated the wellbore pressure to determine the maximum 
tolerance pressure of the isolated zone and induce an axial  hydraulic fracture through pressurized 
fluid injection. The results showed the isolated zone was with a good sealing until the wellbore 
pressure reached above 4600 psi, due to the failure of the seal beneath the granite block. In 
addition, a hydraulic fracture was induced by pressurized fluid injection. The fracture was 
contained in the lower section of the wellbore and did not pass by the sealing element of the packer. 
This suggests that the packer effectively prevented the propagation of the fracture by maintaining 
its sealing performance. Our experiment established a proof-of-concept design for the prototype 
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packer, as well as provided insights into the future research and development of packer 
instrumentations for EGS applications.  
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ABSTRACT 

The U.S. Department of Energy’s Frontier Observatory for Research in Geothermal Energy 
(FORGE) is a field laboratory located in rural Beaver County, UT, with a modest population of 
7400. This paper will address the various strategies and best practices for a positive, supportive, 
and engaging community outreach. 

From its beginning, the team has demonstrated that stakeholders’ support is essential for the 
project’s success and future growth. To successfully promote greater understanding of the project 
and foster geothermal literacy, multiple target audiences have been identified. They include the 
general public, educators, K-12 and university students, local landowners, legislators, regulators, 
and the scientific community. To ensure each audience is engaged with a message specifically 
tailored to them, the outreach employs a website, social media, email marketing, media 
relations/announcements, scientific conferences, lectures, videos, webinars, shared data 
repository, and in-person presentations, activities and briefings. As part of the University of Utah, 
the team leverages the opportunities available through various colleges and departments to develop 
interactive products, Science, Technology, Engineering and Mathematics/Science, Technology, 
Engineering, Arts, and Mathematics (STEM/STEAM) activities and other avenues to gain wider 
reach. For example, webinars intended for grade school students, geothermal song parody contests 
for middle schoolers, and elementary school geothermal poster contest were developed. 

Through proactive transparency on the project’s progression and site activities, and by embracing 
the local culture, the team has been welcomed as de-facto members of the community, allowing 
for ongoing trust and continued open dialogue, thus mitigating potential opposition and cultivating 
deeper community support for the project. For example, attendance at the County Fair and other 
events affords individuals the direct opportunity to ask questions and present any concerns to 
representatives from the team. 

Reaching beyond the traditional audiences with a wide range of mechanisms, Utah FORGE has 
empowered the community to foster a sense of pride and ownership in the success of the research. 
The best practices developed, and the lessons learned are applicable to current and future 
geothermal projects engaging with local communities. 
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1. Introduction  
The potential of geothermal energy is seemingly limitless. It provides a source of clean, renewable 
energy that, along with solar and wind power, offers viable alternatives to fossil fuels. The Utah 
Frontier Observatory for Research in Geothermal Energy (FORGE) is a dedicated underground 
field laboratory sponsored by the U.S. Department of Energy. The purpose of the project is to 
develop, test and de-risk the tools and techniques necessary to advance Enhanced Geothermal 
System (EGS) technologies.  

As with any EGS project, outreach and communication are essential for ensuring the project’s 
success and acceptance. In order to achieve this success, the identification and proactive 
engagement of various stakeholders is paramount. Specifically, multidirectional communication 
is needed to foster acceptance, trust, and involvement by these stakeholders. 

Outreach must be tailored to the community being impacted, as Smith, et. al. (2018) noted, it is 
important to recognize that “one size” does not fit all. The Utah FORGE project is being conducted 
approximately 16 km northeast of the town of Milford in Beaver County, Utah, an area designated 
as a rural community. The outreach and engagement primarily reflect the unique values and 
interests of those living in the area. 

Milford boasts a population of ~1700 residents, while Beaver County ranks 24th out of 29 counties 
in the state for population density. Additionally, the county is home to Utah’s Renewable Energy 
Corridor that includes conventional geothermal plants, solar and wind fields, and a biogas facility. 
The importance of Utah FORGE as a center of EGS research and development has not gone 
unnoticed by the local residents and state officials. 

Nevertheless, the potential of geothermal energy remains less understood than other renewable 
sources. In January and February 2021, the University of Utah’s Department of Communication 
conducted an initial survey of over 1000 individuals in 10 western states to determine overall 
understanding and acceptance of geothermal energy, and familiarity with EGS. The survey was 
led by Dr. Sara Yeo of the University of Utah in collaboration with Dr. Meaghan McKasy of Utah 
Valley University. Results indicate that an overwhelming majority of respondents know 
geothermal is a renewable energy (74%), nearly half think it is beneficial to society as a whole 
(47%), and almost half support its use (45%). However, one-quarter of those polled do not feel 
well informed about geothermal energy, and 24% believe EGS is risky to society as a 
whole.(McKasy and Yeo 2023, in press). 

Utahns, however, were slightly more likely to support both geothermal energy and EGS than 
respondents in other Western states. When asked if they support the use of geothermal energy, 
48% of Utahns agreed compared to 45% of other respondents. They were also somewhat more 
likely to support EGS than others, 30% to 28%. Interestingly, whereas 15% of total respondents 
stated they definitely do not support EGS, only 9% of Utahns felt the same. 

To successfully foster a greater understanding of geothermal energy in general and EGS 
specifically, target audiences have been identified. They include the general public, K-12 students, 
university students, the scientific community, legislators, regulators, educators, and local 
stakeholders (e.g., landowners). Communication with and outreach to each of the intended 
audiences is based exclusively on accomplishing an overarching vision of increasing overall 
geothermal and EGS literacy.  

809



Katis et al. 

A variety of resources and activities have been employed to disseminate information about Utah 
FORGE, its development, drilling and stimulation activities, and achievements. These resources 
include, among others, the Utah FORGE website, social media platforms, media relations efforts, 
email marketing, quarterly newsletter, lectures, webinars, interns, interdepartmental 
collaboration, and in-person meetings.  

2. Required Components for Best Practices 
Utah FORGE is implementing a “best practices” approach to its outreach and communication 
efforts following Majer et al. (2016). Four main requirements, and their essential components, 
have been identified and are listed below.  

1. Identify key stakeholders early in the process. Significant effort and time were invested in 
identifying stakeholders and engaging them from the beginning of the Utah FORGE 
project, starting in 2015, which has allowed for effective and targeted outreach. The Utah 
FORGE Outreach and Communication program has always been designed to encourage 
multi-fronted communication between a variety of stakeholders, with transparency and 
community participation at its core.  

Forming an early, transparent, and ongoing dialogue with Utah FORGE’s myriad 
stakeholders established a level of trust and understanding around safety and environmental 
issues, including induced seismicity. Utah FORGE has implemented the means for 
stakeholders to provide feedback, ask questions and make comments through its website, 
public meetings and social media platforms.  

2. Establish an appropriate Outreach and Communication team. Utah FORGE clearly defined 
the processes for both internal and external communications. Since the outreach team 
serves as the “face” of the project, a diverse group has been assembled, ensuring the right 
message is delivered to the appropriately-identified audience by the most suitable team 
member or “proxy.” Therefore, along with the core team responsible for the planning and 
implementation of day-to-day outreach and communication efforts, additional experts are 
tapped as appropriate. These additional outreach team members include – but are not 
limited to – scientists, engineers, seismologists, and on-site staff. At times, depending on 
the message, Utah FORGE may elicit assistance from community leaders, public safety 
officials and regulators. 

3. Provide the community with complete and credible information. The ongoing success of 
the Utah FORGE EGS project depends on the acceptance and support of the community, 
which encompasses a large group of stakeholders. In turn, this community cannot continue 
to offer its acceptance and support without having up-to-date information available that 
reflects their interests, which for residents of the area can include potentially contentious 
issues such as induced seismicity.  

4. Gain a community perspective as a pathway for gaining public trust. Utah FORGE believes 
understanding the diverse concerns of the community has better equipped the project to 
demonstrate both its commitment to, and support of, the community. Therefore, 
stakeholder involvement in the process was initiated early in the project. A broad coalition 
of stakeholders – including those living closest to the site – has been defined, and the needs 
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of the community have been identified. Efforts have been made to continue expanding the 
positive economic impact that the project is having on the area. 

3. Identifying Audiences 
Utah FORGE identified a wide variety of local, national, and international stakeholders, both 
within and outside of the geothermal community. These audiences range from landowners with 
property adjacent to the site to science teachers, from schoolchildren to national legislators. 
Importantly, audience identification is constantly evolving to include new groups with whom to 
share the overall vision of increasing geothermal and EGS literacy.  

3.1 General Public 

Reaching out to local, national and international audiences helps to increase geothermal energy 
literacy and its potential place in the country’s energy portfolio, to raise awareness of Utah 
FORGE, and to highlight Utah’s leading role in developing technology that can be replicated in 
virtually any geographic location.  

• Local audiences – Engaging local audiences in Milford City, Beaver County, the 
state of Utah and the surrounding region maintains social license to operate and provides 
the opportunity to increase overall understanding about the potential of geothermal energy 
and to raise awareness of Utah FORGE – a cutting edge science in “our own backyard”. 
This understanding promotes support of geothermal energy, dispels myths, and reduces 
the possibility of “NIMBYism” (Not in My Back Yard), while limiting opposition to the 
project’s efforts through transparency. Moreover, active participation by and open 
dialogue with the local communities helps to ensure environmental justice is maintained 
in the area.  
• National audience – Reaching out to national audiences helps to increase greater 
understanding of geothermal energy and its overall potential across the country’s energy 
portfolio. A 2019 Business Insider poll indicated that geothermal ranked fourth in 
preference by Americans to power their communities – well behind solar, wind and 
hydroelectric, and on par with natural gas.  
• International audience – Targeting audiences abroad helps realize similar goals to 
those of the national audience – particularly the geographic agnostic replication offered by 
EGS. Additionally, Utah FORGE brings recognition to the U.S. Department of Energy and 
the state of Utah by fostering international collaboration (e.g., Switzerland in tool 
development).  

3.2 Students 

Although students benefit from outreach to the general public, a focused, classroom-based 
approach has proven more successful. Students are categorized into two groups: K-12 and 
university-level. 

Utah FORGE has introduced geothermal energy into the K-12 classrooms. Discussions and hands-
on experiments have taught students the potential of geothermal energy as a renewable and viable 
energy source. 
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Growing the number of university students who understand the potential offered by geothermal 
and engaging with this demographic has helped to broaden the understanding of geothermal energy 
in general, increased comprehension of the research being done around EGS to optimize the 
geothermal technologies required in the production process its role in the country’s energy 
portfolio as we strive for cleaner, renewable energy sources. Additionally, this outreach allows for 
the even greater interconnectivity of diverse departments within the University of Utah. 

3.3 Scientific and Engineering Community 

The scientific community is vital for disseminating the novel data and technology coming out of 
Utah FORGE and to help build credibility for the project. Sharing of scientific and engineering 
research and results with the non-geothermal community may spark advancements in new tools 
and techniques not currently being utilized in geothermal development and exploration.  

For example, the oil and gas and geothermal communities share a number of disciplines and 
technology spaces. Both benefit from each other’s learnings and innovation.  

3.4 Public and Elected Officials  

Congressional members serving on key committees e.g., Energy and Natural Resources, Utah’s 
delegation, Beaver County officials have a vested interest in the development of Utah FORGE and 
geothermal energy. Although these decision makers benefit from our outreach to the general 
public, special effort has been made to ensure that high quality information is supplied to keep 
them informed of the project’s activities and successes. 

3.5 Media 

Local, trade and national reporters, including those covering energy, sustainability, and policy are 
an important audience. Reporters are crucial for delivering key messages about the developments 
and ongoing projects working in the geothermal industry. Leveraging relationships with reporters, 
and providing timely and relevant information to them throughout the course of a project steers 
the narrative and serves to announce breakthroughs and successes helping to garner grater public 
support.  

3.6 Environmental Justice Advocacy Groups 

Ensuring that local citizens are consistently informed about the project, its progress and its impact 
on their communities, as well as providing opportunities for individuals and groups to express 
concerns that are satisfactorily addressed, are two of the cornerstones of environmental justice. 
Educating local advocacy groups about geothermal energy and Utah FORGE’s efforts to secure 
environmental justice has tied the project’s purpose to the wider environmental landscape.  

4. Establishing a Dedicated Outreach Team 

A dedicated outreach and communication team engages with the community and serves as the 
‘face’ of the project. These can include both paid positions, and collaborative partnerships. These 
collaborations serve two important purposes: they increase geothermal literacy to audiences who 
may not otherwise be exposed to the concept; and provide resources to the project and avenues 
that may not be otherwise available.  
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At Utah FORGE, a team consisting of a project coordinator and a marketing and communications 
specialist developed and implement the outreach program. Together they oversee the day-to-day 
efforts and serve as the public “face.” However, additional personnel include student interns, who 
provide graphic design and content creation support; Ph.D. faculty members and candidates, who 
work on curricula and Canvas page creation; and undergraduate students who assist at community 
events and develop hands-on modules. 

Collaborative positions with the University of Utah’s Department of Communication and Utah 
Valley University’s Department of Communication oversee the creation and distribution of 
consumer surveys. They and their teams have proven invaluable to our understanding of the 
general public’s awareness of geothermal energy.  

These collaborations further integrate the Utah FORGE project into the University of Utah. 

5. Mechanisms for Reaching Community 
A myriad of mechanisms should be utilized in an outreach and communication program to engage 
the widest audience and to provide strategically targeted updates and information.  

5.1 Website 

The Utah FORGE website is utilized to provide updates about the progress of the project, while 
offering resources and information to increase overall geothermal and EGS literacy. We have 
introduced “fun” activities such as a ‘Did You Know’ trivia about geothermal energy, a geothermal 
term glossary, and an interactive geothermal-themed crossword puzzle. Scientists can also access 
the wiki pages where detailed information about the project, research, and data is publicly 
available. 

5.2 Social Media  

Social media platforms are an important part of engagement. According to Pew Research Center, 
in 2021 almost half of social media users got their news from various platforms (Facebook, 
Twitter, Instagram, etc.). Understanding the demographics most common for each platform helps 
to target the right audience with the appropriate message.  

In Utah FORGE’s case, the most successful social media platform has been LinkedIn, seeing an 
almost 75% increase in followers year over year and a doubling of impressions of posts. (Figure 
1).  
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Figure 1. Growth comparison in social media posts from Year 2 of Phase 3A of the project to Year 1 of Phase 

3B. 

 

5.3 E-Mail Distribution Subscribers 

A subscription-based email distribution list allows individuals to request information, 
announcements, news and updates be directly emailed to them.  

According to Campaign Monitor, successful email marketing campaigns result in open rates of 15-
25%; with a click through rate of 2.5%. As a result of careful selection of topics and strategically 
scheduled email campaigns, Utah FORGE averages an impressive 46% open rate and an 11% 
click-through rate.   

5.4 Media Outreach 

Proactively pitching news and story ideas to the various media outlets, allows the general public 
to learn about the project and its progress. Additionally, local media can help to instill a sense of 
community pride and ownership.  

Coverage of the Utah FORGE project is often highlighted in the general mainstream media and in 
geothermal and other energy industry outlets. Between April 1, 2022 to March 31, 2023, there 
were 65 stories garnered. Media stories were run in general local consumer publications such as 
The Salt Lake Tribune and The Deseret News; national-level outlets such as Forbes Magazine, 
Science and Scientific American; industry publications like Think GeoEnergy, Renewables Now, 
and Power Magazine. Stories also appeared in the University of Utah online publication @TheU, 
and in the local Beaver-area newspaper The Beaver County Journal, as well as on radio and 
television.  

Although it is impossible to calculate how many people were reached through media relations 
efforts, we can quantify that Forbes Magazine has a circulation of over 930,000, Science has a 
readership of 400,000 weekly, and The Deseret News and The Salt Lake Tribune enjoy a combined 
circulation of over 150,000 copies. 
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5.5 Scientific Community Outreach 

Although data might be available through online resources, such as a website or a data repository 
(GDR), presenting research findings at scientific conferences offers valuable peer to peer 
interactions and affords attendees the opportunity to discuss topics directly with the subjects 
experts.  

The Utah FORGE team and its research associates attend conferences around the world. Among 
the conferences and meetings at which presentations were made were the Japan Oil, Gas and 
Metals National Corporation (JOGMEC), the Japan Petroleum Exploration Company (JAPEX), 
IMAGE 2002, the Geothermal Rising Conference, the DEEP Annual Meeting, the Engineering 
National Advisory Council, the Society of Petroleum Engineers, the American Rock Mechanics 
Association, the European Geothermal Congress, the ES 2022 Student Conference and Exhibition, 
the 2022 International Forum on Pohang Earthquake, the Utah Geothermal Working Group, and 
the Stanford Geothermal Workshop. 

5.6 Field Trips 

In-person visits to a research site offer first hand understanding of the complexities associated with 
an EGS project. They allow for greater transparency and move the theoretical to the practical.  

There has always been great interest in visiting the Utah FORGE site by media, elected officials, 
students, and others from the geothermal community. Among those who have traveled to the site 
are U.S. Senator Mitt Romney, U.S. Rep. John Curtis, Beaver County Commissioners, 
parliamentarians from Belgium, geoscientists from Hungary, and students participating in the 
National Science Foundation-funded Research Experience for Undergraduates (REU) / Research 
Experience in Utah for Sustainable Materials Engineering (ReUSE) at the University of Utah 
Materials Science and Engineering Department.  

For those unable to travel to the remote site, the Utah FORGE team has secured inclusion of 
information about the project in an upcoming exhibit at the Natural History Museum of Utah, 
which enjoys some 250,000 visitors annually. The exhibit, tentatively titled A Climate of Hope, 
will focus on steps underway to address climate change. A section of the exhibit to be called 
Innovators Needed will highlight a specific Utah organization’s work each year. Utah FORGE has 
been selected to be the first group featured. The exhibit is slated to open in Autumn 2023. 

5.7 Webinars and Videos  

Webinars and videos are an engaging option for outreaching to the stakeholders and serve as an 
important communication tool. Videos are an effective medium for rapid and engaging information 
delivery. Webinars deliver complex concepts and offer convenient learning options to audiences 
who otherwise cannot participate in lectures in person due to distances or conflicting schedules. 

The Utah FORGE has produced webinars targeted at audiences ranging from K-12 students to 
scientists interested in geothermal energy and EGS research. The webinars have had nearly 17,000 
views. In addition, several videos about the successful drilling of wells, stimulation, community 
support, flyover views of the site and time-lapses have been produced resulting in over 25,000 
views. 
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5.8 Printed Materials 

Printed materials allow specific information to be organized and delivered directly from the project 
team. This ensures accuracy of the message and the facts provided. This medium lets audiences to 
decide when to absorb the information and refer back to it at their convenience.  

Utah FORGE has created a library of printed materials, ranging from flyers and brochures to a 
media kit and FAQs. Additionally, to provide the local population with a sense of pride in the 
project, posters have been created and placed in a display case in a popular park in Milford, Utah 
(Figure 2).  

 
Figure 2: Display case in Milford City park. 

5.9 Surveys 

Utilizing consumer surveys provides insight into the level of familiarity with, and understanding 
of, geothermal energy and EGS among the general population. To measure the efficacy of the 
team’s outreach efforts, surveys are most telling when conducted on a regular basis.  

In collaboration with our colleagues at the University of Utah Department of Communication and 
the Utah Valley University Department of Communication, a survey of 1,000 individuals in 10 
western states was conducted in 2021 (McKasy and Yeo 2021, in press). A national follow-up 
survey is scheduled for 2023 to evaluate broader participant understanding and support of 
geothermal energy.  

5.10 Outreach to Elected and Other Officials  

Elected and other officials are an important audience, and consistent engagement with them is 
paramount for continued support. These stakeholders exert influence in financial, permitting and 
policy decision making.  
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Utah FORGE provides regular briefings through in-person meetings with members of Congress 
and/or their staff, with County officials, City officials, and individual Utah state legislators. For 
example, in a 15-month period, well over 100 officials participated in virtual and face-to-face 
meetings, including U.S. Congressmen Chris Stewart and John Curtis, Sen. Mitt Romney, U.S. 
Secretary of Energy Jennifer Granholm, Gov. Spenser Cox of Utah, Gov. Jared Polaris of 
Colorado, Utah Lt. Gov. Deidre Henderson, and various officials from the Utah Office of Energy 
Development. Members of the Utah state Senate were also briefed about the project during the 
2023 legislative session. Additionally, U.S. Secretary of Energy Jennifer Granholm visited the 
University of Utah to learn about the Utah FORGE project, as did Acting Assistant Secretary of 
Energy Alejandro Moreno and members of the Department’s Geothermal Technologies Office. 

5.11 Importance of K-12 Education and Higher Education 

Students born into an era of global warming, experience noticeable eco-anxiety. Young people 
recognize the urgency of adopting renewable energy infrastructure better than anyone. Learning 
about sustainable alternatives to current technologies can help empower students to advocate for 
renewable energy sources and may help to counteract feelings of powerlessness. (Buening, 2023) 

Traditionally educational systems favor STEM-based learning and research. However, art-focused 
activities can provide many emotional, physical and social outlets. Turning STEM into STEAM, 
can offer students a refreshing new way to look at the energy problems around them (Buening, 
2023). 

Utah FORGE introduced concepts of geothermal energy and EGS while addressing potential eco-
anxiety among local students by conducting classroom contests, providing an artistic outlet for 
science-based learning. In one contest, team members visited fifth and sixth grade classes at three 
local elementary schools (Figure 3). Following the in-class lectures, the students created a poster 
about their favorite geothermal fact. Winners were selected and received a prize, and all the posters 
were displayed in the city library corresponding to each school’s location. A short article was 
published in the local The Beaver County Journal announcing the winners and encouraging 
families and the community to visit the libraries and see the posters. One of the local librarians 
asked if she could continue displaying the posters several months after the contest concluded since 
community members were still coming in to view them.  

 

  
Figure 3: In class lectures conducted in local elementary school. 
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Additionally, middle school students participated in a state-wide song parody contest. Here, the 
Utah FORGE team members visited middle school science classes to provide the basics of 
geothermal energy and its potential. Students created and submitted a geothermal-themed song 
parody video. The winners received prizes and were recognized in their schools or the Milford 
City council meeting (Figure 4).  In one case, a special school-wide assembly was called to 
celebrate their school’s winners. A short article recognizing the winners appeared in The Beaver 
County Journal. 

 

 
Figure 4: Song parody contest winners receive their prizes during the Milford City council meeting. 

 

Colleagues at the University of Utah College of Education created a Canvas page, which is a web-
based educational tool, for educators to present online content to students, and assess student 
progress. This site was created specifically to provide geothermal and geoscience resources to 
teachers. Additionally, these colleagues provided a professional learning opportunity for teachers 
to understand the concepts of geothermal energy, geoscience in Utah, and the Science and 
Engineering Education (SEEd) Standards. Follow up workshops are planned for the next academic 
year. The site complements a series of five lesson plans developed by a Ph.D. candidate in the 
College of Education.  

Utah FORGE regularly hosts a booth at the annual STEM Fest (Figure 5). To engage students, the 
team uses a thermal camera and hands-on modules to interact with students and discuss heat 
transfer, geothermal energy, and Utah FORGE. STEM Fest includes two days of school groups 
and an evening for families. Organizers estimated the 2022 event – the first since COVID-19 
restrictions were lifted – saw over 13,000 participants.  
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Figure 5: Utah FORGE student intern Aleksander Goncharov interacting with students at STEM Fest. 

 

6. Community Relations and Transparency 
Giving back to the community is also key to the project’s success, as noted by Smith et al., (2018). 
The success of the project’s rests on the sense of ownership and pride the community. The local 
community is internationally recognized by the media, for example, as being the home of cutting-
edge new technology, which may be an integral part of solving the climate crisis. This can only be 
achieved through consistent and multi-directional outreach in which credible and transparent 
information is exchanged.   

At a minimum, representatives of Utah FORGE attend four regularly scheduled meetings annually, 
held by the Beaver County Commission and the Milford City Council (Figure 6). To alert the 
public to the fact that a Utah FORGE update will be provided during the meetings, advertisements 
are placed in the local The Beaver County Journal (Figure 7). The County and City also include 
the notices on their social media platforms and websites. Additionally, individual key stakeholders 
are personally invited via email. These stakeholders include landholders, regulators, elected 
officials, and other interested parties. At the meetings any individuals present are encouraged to 
ask questions and express their concerns directly to the Utah FORGE team. At every meeting, the 
commissioners and councilmen continue to express their support for the project. Although there is 
a livestream of these meetings, to ensure stakeholders who cannot attend the meetings, the Utah 
FORGE team provides them with links to  the recordings. 
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Figure 6: Dr. Joseph Moore and Christopher Katis giving an update on the project’s activities at the Beaver 

County Commission meeting. 

 
Figure 7: Ad taken in the Beaver County Journal announcing public meeting. 

 

By embracing the local culture, the team has been welcomed as de-facto members of the 
community, allowing for ongoing trust and continued open dialogue, thus mitigating potential 
opposition and cultivating deeper community support for the project. For example, the team staffs 
a booth during the annual Beaver County Fair in Minersville, Utah, providing information, 
answering questions about geothermal energy in general and the project specifically, listening to 
concerns and comments, and interacting with the fair attendees of all ages (Figure 8). At past fairs, 
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young people received their own rock kit packet, which included a piece of granite rock, an 
information sheet, and a magnifying glass. They could also “win” their choice of Utah FORGE 
branded promotional products by answering geothermal questions. Each year, over 300 individuals 
stop by the booth. During the recent Enhanced Geothermal Shot Summit, Beaver County 
Commissioner Tammy Pearson mentioned how excited her grandchildren were to receive the rock 
kits.  

 
Figure 8: Young booth visitor learning about geothermal energy at the Beaver County fair. 

 

In all public events, the public is strongly encouraged to provide feedback and ask questions 
directly to the project representatives. Historically, a wide range of comments have been made that 
are overwhelmingly positive and supportive  (Table 1). 

Table 1. Comments received from elected officials and public 

A sampling of comments made from elected officials and the public  
“This is really great for the Community,” Commissioner Tammy Pearson. 
“Thank you for the invitation to come visit the site during the stimulation,” (former) 
Commission Chair Mark Whitney. 
“Yes, that was really cool,” Commissioner Wade Hollingshead. 
“You’ve also stimulated our local economy,” Commissioner Tammy Pearson. 
“It was fascinating; very cool stuff,” Commission Chair Mark Whitney. 
“I have a lot of friends involved in mining and I received a bunch of texts from them 
asking what Liberty trucks were doing in Beaver County. They saw them from the 
road!” Commissioner Tammy Pearson. 
“We need to continue having this funded so we can continue moving forward,” 
Commission Chair Mark Whitney. 
“I think being at the Fair is good because even though we talk about you and all you 
do, people forget what you’re doing,” Commissioner Tammy Pearson. 
“We always appreciate your updates and we’re happy to help anyway we can,” 
Commissioner Wade Hollingshead. 
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“We really appreciate you keeping the funds in the community,” Commissioner Wade 
Hollingshead. 
The following comments were made by visitors to the Utah FORGE booth at the Beaver 
County Fair in Aug 2022: 
Thank you so much for coming. 
Oh yeah. I’ve heard about this before. 
I’ll be watching what you guys are doing! 
This is so exciting. 
This is really exciting stuff. I would love to see this come to fruition. 
I think this is neat. (Made by a child) 
I think this is awesome. 
Wow, this is really interesting. 
This sounds like a really great idea. 
Oh, Utah FORGE. I worked out there! We did the garbage service. 
Remember when Mom worked cleaning those buildings out by the windmills? That was 
for this group. 

Hey! I remember you from last year. (Made by a child.) 
I remember you guys. You gave me a rock. (Made by a child.) 
The rocks you gave us last year were so fun. (Made by a child.) 
Thanks again for the iPad; I use it more than my phone now. (Made by one of the 
winners of the song parody contest.) 

 

7. Fostering Public Trust  
As Majer (2016) has stated, transparency about seismicity is an important component of an 
outreach and engagement program of an EGS project to build trust and support. It mitigates the 
fear of the unknown around seismicity. 

The team is consistently open and frank about seismicity and its role in the creation of an EGS 
reservoir. For example, to prepare the community for the stimulation of April 2022, the team 
included focused education about EGS and induced seismicity during meetings with the Beaver 
County Commission, Milford City Council and Beaver County Planning Commissions, all of 
which were open to the public. Topics in the presentations included: 

• Why is seismicity associated with EGS activities: The formation of an EGS reservoir 
involves the release of energy (stored strain) in the form of microseismicity (very small 
earthquakes). Since these earthquakes are the result of industrial (manmade) activities, 
these earthquakes are referred to as induced seismicity. 

• The cause of induced seismicity: The fundamental causes of induced seismicity are 
generally well understood. They include changes in pore pressure, thermal stress, volume 
change, and chemical alteration of rock slip surfaces. 

• Monitoring for Induced seismicity: All drilling and stimulation activities will be monitored 
using an extensive network of very sensitive seismic monitoring instruments. The 
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instruments can monitor microseismicity long before it reaches a level that can be felt. A 
detailed plan, referred to as a Traffic Light System (TLS) has been developed to mitigate 
against the generation of larger earthquakes. The plan defines mitigation measures. These 
measures may include ramping-down or stopping activities associated with the EGS 
operations entirely. 

• How the public can follow the seismic monitoring: Microseismicity can be followed in real 
time on the Utah FORGE website. It is important to note that the communities of Beaver 
County are experienced with naturally-occurring seismicity. Since the residents are used 
to some degree of natural seismicity, as well as man-made seismicity associated with a 
blasting pit and train traffic, having the ability to ascertain the source and the size of the 
activity in the same manner seismologists and other scientists do, provides a real sense of 
equality. Utah FORGE has provided tools for the community to monitor seismicity in real 
time using the same means as the project: the University of Utah Seismograph Stations. 
This was accomplished by placing in each of the county’s three libraries a computer set to 
the UUSS monitoring site. 
A USGS website hosts an interactive app called ‘Did You Feel It?’ where individuals can 
report felt earthquakes in their area. Most recently, on January 17, 2020, the 3.9 magnitude 
Minersville Earthquake, a naturally occurring event unrelated to Utah FORGE, occurred 
12 km southeast of Milford. No damage was reported. Following the earthquake, 189 
individuals (mostly from the area) proactively logged onto the USGS page to contribute 
data to its “Felt Report” (Figure 9). Despite the locals’ familiarity with seismicity, it is still 
paramount to openly discuss the possibility of triggered or induced seismicity frequently. 
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Figure 9. Number of reports and intensity levels logged on USGS ‘Did You Feel It?’ website following the M 

3.9 Minersville earthquake. 
(https://earthquake.usgs.gov/earthquakes/eventpage/uu60356907/dyfi/intensity) 

8. Giving Back to the Community 
Equally as important to fostering public trust, is giving back directly to the community (Smith et. 
al., 2018). Depending on the scope of the geothermal project and funding sources, this can include 
preserving cultural sites, developing housing, building infrastructure, creating scholarships and 
sponsoring community events.  

Given restrictions associated with the grant awarded to Utah FORGE, the team endeavors to use 
local goods and services at every opportunity. During site activities such as well drilling, 
stimulation, crews are housed at area hotels, eat at the restaurants, and visit the shops. Although 
temporary, during times of activity, jobs are also created – from cleaning crews to night watchmen. 
When the project reaches completion, it will leave behind infrastructure such as previously 
unpaved roads.  
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9. Lessons Learned from Utah FORGE Outreach Efforts 
Ensuring public awareness and increasing geothermal literacy within Beaver County and Utah is 
an essential part of the Utah FORGE Outreach and Communication Program. During the life of 
the project, significant and innovative expansion of engagement activities has been realized, while 
groups of stakeholders have been expanded. 

These efforts have allowed for several important best practices and lessons to be learned. 

1. Younger students are eager to learn about geothermal energy. Although middle and 
high schoolers are a logical target, younger students proved to be enthusiastic to learn 
about the topic. A preexisting, albeit rudimentary understanding of plate tectonics aided 
in their ability to grasp basic geothermal concepts. Following the success of the contest, 
fifth and sixth grade teachers inquired if Utah FORGE would be willing to return to 
their classes during the following academic year to repeat the program. 

2. Hands-on, interactive modules are incredibly effective for engagement. Students and 
adults alike enjoy these, and the modules serve as physical connection to the concepts 
being taught. The Utah FORGE team utilized hand boilers, a thermal camera and Peltier 
modules, which proved wildly popular. The team is currently collaborating with the 
University of Utah Department of Chemical Engineering to create new modules. 

3. Participating in community events creates familiarity and recognition. Hosting a booth 
at the annual Beaver County fair has helped to create a sense of belonging. Several 
attendees have mentioned remembering the team from previous years and wanting to 
hear an update on activities. Moreover, during the visits to schools, students recognized 
the team from the fair, making us a known entity and creating legitimacy and trust. 
Building from this familiarity, Utah FORGE has been invited to participate in the fair’s 
academic session the day prior to opening in 2023. 

4. Existing outreach products can be used to generate new forms of engagement. 
Stemming from the existing Word of the Week, a geothermal glossary, the team 
launched a new interactive crossword puzzle game, based on geothermal terms. 
Additionally, these terms will be used for future products for educators.  

5. Reaching beyond Beaver County yields benefits. Traditionally, Utah FORGE outreach 
has been limited to Beaver County. Attending Welcome Week at the University of Utah 
and the Midvale Harvest Days proved to be a cost-effective means to engage with larger 
audiences no previous familiarity with the project or geothermal energy.   

10. Conclusion  
The success of the Utah FORGE outreach program stems from a consistent open transparency, 
regular engagement with the community in creative and beneficial ways, and recognition of the 
value both sides provide. These efforts have led to an unwavering support of the project by 
residents and an enviable level of personal investment by them in it. This in turn has resulted in a 
palpable level of acceptance of the outreach members by the local residents, who have welcomed 
the team as extended members of community Having established a level of successful outreach we 
remain committed to growing our outreach, engaging with all local, regional, national and 
international stakeholders within and outside of the geothermal community, by providing them 
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with the latest news, updates, developments, advances, and findings at Utah FORGE. Additionally, 
we will continue to build our relationship with new and younger audiences through educational 
opportunities, all in support of achieving the overarching vision of increasing geothermal and EGS 
literacy. 
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ABSTRACT 

Drilling typically represents nearly 50% of the cost of a geothermal project. Decreasing drilling 
cost is a priority for the geothermal industry. In this paper, a novel material model is introduced 
that is uniquely suited to simulate fracture in rock cutting and capture the ductile-to-brittle 
transition. Numerical models of rock cutting with polycrystalline diamond compact (PDC) cutters 
are widely used to study rock-cutter interactions, simulate rock breakage, and optimize drilling in 
oil and gas applications. While several numerical methods can be used to simulate rock-cutter 
interaction, finite element simulations with continuum damage material models are a popular 
approach. A new material model is proposed that broadens the typical extended Drucker-Prager 
damage model by making the fracture energy of the material a function of stress state in the rock. 
This model enables fine-tuning of the rock’s strain softening curve for different confining 
pressures, overcoming a limitation of the typical model and ultimately improving the fracture 
behavior of the rock material. The model shows good differentiation between failure modes. The 
material model is tuned to match the properties of granitoid reservoir rock extracted from Utah 
FORGE well 16A(78)-32. Mechanical test data including triaxial compression tests and single-
cutter scrape tests are used to calibrate the material model. The model is then used to study 
interactions between PDC cutters and rock by simulating single-cutter rock scrapes. This model 
prediction is then compared to linear single-cutter scrape tests performed in the lab. The model 
also compares the single-cutter Mechanical Specific Energy (MSE) predicted by the model to the 
downhole MSE measured at the Utah FORGE site. 

1. Introduction 
When drilling geothermal wells in hard rock, there are three primary drill bit technologies: 
Hammer bits, roller cone bits, and fixed cutter polycrystalline diamond compact (PDC) bits. 
Historically, PDC bits have seen relatively little use in drilling deep, hard geothermal formations. 
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However, PDC bits have recently shown great promise at the US Department of Energy’s FORGE 
geothermal project (Dupriest and Noynaert, 2022).  

Numerical models of PDC cutting are widely used to study rock-cutter interactions, simulate rock 
breakage, and optimize drilling parameters in oil and gas applications. Of interest to researchers 
are the forces exerted on cutters during rock cutting, where models find that forces are affected by 
depth of cut, cutter orientation, and 3D cutter geometry (Jaime et al 2015, Aresh et al 2022). In 
experiments, it has been found that rock failure transitions from ductile to brittle with increasing 
depth of cut, and some models have successfully reproduced this phenomenon (Martinez et al, 
2013; Liu et al, 2018) along with a corresponding decrease in mechanical specific energy at higher 
depth of cut. Other models have studied whether cutters act through crushing or shearing 
mechanisms (Liu et al 2019; Aresh et al 2019). 

Numerical models of PDC cutting typically use either a finite element analysis (FEA) or discrete 
element method (DEM) approach. Discrete element modeling is a non-continuum method: rock is 
represented as a collection of interacting bonded particles. These models represent a promising 
method to study the ductile-brittle transition and fracture propagation, but are typically limited by 
computational capacity to two dimensions (Huang et al 2013; Liu et al 2018; Akbari et al 2011; 
Fu et al 2022). 

Alternatively, finite element models are another popular numerical approach to study rock cutting 
with PDC cutters. These models typically use some variety of continuum damage material to 
simulate fracture in rock. One popular model for rock material is the extended Drucker-Prager 
plasticity model included in ABAQUS finite element software (e.g. Carrapatoso et al, 2015; Liu 
et al, 2019; Martinez et al, 2013). This model uses a modified Drucker-Prager criterion to initiate 
yield in the material, a strain hardening curve to model yield behavior, and either a displacement 
or energy-based criterion to delete elements and simulate the fracture process (ABAQUS, 2021). 
The model was originally developed for metals that display large plastic deformations during 
failure. As a result, the model works well for studying highly plastic rock formations such as 
evaporites, shales, and formations under high confining pressure, including deep formations in 
geothermal settings. 

Advantages of the modified Drucker-Prager criterion include the ready availability of commercial 
software and the ability to run models in 3D, better capturing the true effects of 3D cutter 
geometries than a 2D discrete element model. One of the main disadvantages of the FEA approach 
is that element deletion is not a perfect representation of failure in rock. Element deletion is a 
nonphysical scenario that represents the loss of strength of rock, but also incorrectly removes mass 
from the simulation. Ideally, failed elements would remain intact but significantly softened to 
represent the damaged condition of rock particles. Jaime et al (2015) used a surface cap model 
developed for concrete to define two different fracture energies: one in tension and one in 
compression. In this paper, we introduce a model where fracture energy is continuously variable 
as a function of stress triaxiality. This allows for greater flexibility in defining the fracture energy 
than is available in other models where behavior is defined only as “tension” or “compression.” 

We introduce a new FEA material based on the extended Drucker-Prager model that is uniquely 
suited to simulate failure in rock cutting and can capture the ductile-to-brittle transition. By making 
the fracture energy in the model a function of the stress state in the rock, we are able to better fine-
tune strain softening and ultimately improve the element deletion behavior of the rock material. 
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The model shows good differentiation between failure modes and better accuracy in cutting force 
than is achievable with the typical extended Drucker-Prager model. 

The material model was tuned to match the properties of granitoid reservoir rock extracted from 
Utah FORGE injection well 16A(78)-32. Triaxial compression tests and single cutter scrape tests 
were used to calibrate the material model. The model was then used to study interactions between 
PDC cutters and rock by simulating single-cutter rock scrapes at constant depth of cut. We 
compared the single-cutter MSE predicted by the model to the downhole MSE measured at the 
Utah FORGE test site and found good agreement.       

2. Rock Description and Properties 
The rock used for this study was extracted from Utah FORGE well 16A(78)-32 at a true vertical 
depth of 5859 ft RKB. The core sample measured 4” in diameter. The FORGE rock mechanics 
laboratory at the University of Utah characterized the rock through one unconfined compression 
test and two confined compression tests. The rock was a weakly foliated monzonite with little 
alteration comprised of 46% plagioclase, 46% K-feldspar, and 1%-2% each quartz, hornblende, 
titanite, magnetite and illite by weight. 

For our study, we combined two small adjacent pieces of core to create a single specimen 
approximately 14” long. Epoxy was used to join the rock pieces together and attach the rock to a 
test fixture. The cylindrical core was then milled along one edge to create a flat surface for scraping 
(Figure 1). 

 

 

Figure 1: The rock sample used for scraping tests, pictured after two linear scrapes were completed. Rock is 
approximately 14 inches long. The epoxy joint can be seen center-right. 

 

Utah FORGE completed ambient temperature triaxial compression tests on this section of the 
formation, specifically on sections of core extracted from the same well nearby at 5874 ft MD/TVD 
RKB depth. Specimens were 1” diameter by 2” long and aligned with the axial direction of the 
coring. UCS was 32,900 psi. Stress-strain diagrams of the triaxial tests are shown in Figure 2. 
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Figure 2: Stress-strain curves from laboratory triaxial tests. It was not possible to control post-peak behavior 

for the sample with 7500 psi confining pressure. 

3. EXPERIMENTAL PROCEDURE 

Scrape tests were performed at MegaDiamond’s functional test laboratory facility in Provo, Utah, 
USA using a vertical turret lathe (VTL) operating in a radial cutting direction. The rock sample 
was attached to a fixture as shown in Figure 1, and a PDC cutter was scraped through at a rate of 
1 in/s at constant depth of cut. The cutter was oriented at 20° backrake, and scrapes were conducted 
at 0.020”, 0.040”, and 0.060” depth of cut. To eliminate edge effects, all force data within one inch 
of either end of the specimen were discarded, as were all data within one inch of the epoxy joint. 
No water or cooling fluid was used during scraping. Mean cutting force is shown in Figure 3. As 
expected, the cutting force increases with depth of cut. 

Mechanical specific energy (MSE) is shown in Figure 4. For a simple linear scrape with constant 
depth of cut, MSE is calculated as: 

𝑀𝑀𝑀𝑀𝑀𝑀 = 𝐹𝐹�𝑐𝑐
𝐴𝐴𝐶𝐶

                                                                                      (1) 

where 𝐹𝐹�𝑐𝑐 is the mean cutting force, and 𝐴𝐴𝐶𝐶  is the cross-sectional area of the scrape. 

At 0.060” DOC, the calculated MSE of 33,190 psi is very close to the rock’s UCS of 32,900 psi. 
Furthermore, our result agrees with the results of Zhou et al (2017) showing that MSE levels off 
around 0.060” DOC. 
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Figure 3: Mean cutting force as a function of cut depth. 

 
Figure 4: Mechanical Specific Energy approached the UCS of the rock as cutting depth increased. 

 

4. FINITE ELEMENT ANALYSIS 
4.1. Material Damage Model for Rock 

A finite element model based on the extended Drucker-Prager model with damage accumulation 
and element deletion was developed for this study. The extended Drucker-Prager plasticity model 
uses a pressure-dependent yield surface and strain hardening curve to define the stress-strain 
relation up to the peak stress of the specimen (Abaqus 2020). Then, damage is initiated as a 
function of stress triaxiality. Stress triaxiality is defined as: 

𝜂𝜂 =  −𝑝𝑝
𝑞𝑞
                                                                                            (2) 
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The first invariant of stress p is: 

𝑝𝑝=−𝜎𝜎11+𝜎𝜎22+𝜎𝜎33
3

                                                                                     (3) 

The von Mises stress q is: 

𝑞𝑞 = �3
2
𝑺𝑺:𝑺𝑺                                                                                       (4) 

where the : operator represents the scalar product. The deviatoric stress tensor S is: 

𝑺𝑺 = 𝑝𝑝𝑰𝑰 + 𝝈𝝈                                                                             (5) 

where I is the identity tensor and 𝝈𝝈 is the Cauchy stress tensor. 

Stress triaxiality η is a useful scalar quantity that indicates the state of compression or tension in 
an element. For example, triaxiality of -1/3 corresponds to uniaxial compression, triaxiality of 0 
occurs during stress-free or pure shear states, and triaxiality of +1/3 represents uniaxial tension. 
Under the extended Drucker-Prager model, plastic strain at damage initiation is a function of 
triaxiality. At low values of triaxiality (high confining pressure), rock experiences large plasticity 
before damage initiation and therefore the plastic equivalent strain at damage initiation is relatively 
high. Conversely, at high values of triaxiality representing tension, plastic strain at damage 
initiation should be very low. 

After damage initiation, damage evolves via a ductile criterion that represents the microscopic 
phenomena of nucleation and coalescence of voids through distributed damage. Damage evolution 
is governed by the following relation for each element: 

𝐺𝐺𝐹𝐹 =  ∫ 𝐿𝐿𝜎𝜎𝑦𝑦𝑑𝑑𝜖𝜖̅𝑝𝑝𝑝𝑝
𝜖𝜖�𝑓𝑓
𝑝𝑝𝑝𝑝

𝜖𝜖�0
𝑝𝑝𝑝𝑝                                                                                 (6) 

Where GF is fracture energy (work per unit area of crack generated); 𝜖𝜖0̅
𝑝𝑝𝑝𝑝 and 𝜖𝜖�̅�𝑓

𝑝𝑝𝑝𝑝 are equivalent 
plastic strain at onset of damage and at failure, respectively; L is a characteristic length of that 
element, and 𝜎𝜎𝑦𝑦 is yield stress. GF must be tuned numerically to best reproduce the behavior of the 
rock. To track the amount of damage in an element, each element is assigned a monotonically 
increasing scalar D. When damage is initiated, D=0. When the element has completely failed, D=1 
and the element is deleted from the mesh. As D increases from 0 to 1, the yield stress and elastic 
modulus both decrease with increasing strain (Abaqus 2020). The damage variable increases as: 

�̇�𝐷 =  𝐿𝐿𝜖𝜖
�̇𝑝𝑝𝑝𝑝𝜎𝜎𝑦𝑦0
2𝐺𝐺𝐹𝐹

                                                                                     (7) 

Fracture energy GF is a constitutive quantity that represents the amount of energy required to create 
a unit area of fracture surface. Key to this work is the well-known experimental observation that 
rock loaded in compression, especially multiaxial compression, does not fail as readily as in 
tension. Indeed, rock failure under large compressive stress is marked by a loss in stiffness and 
rearrangement of grains but not always a discrete fracture. To approximate this phenomenon, the 
material was modified so that the “fracture energy” in compression was higher than the fracture 
energy in tension. In this way, an element subjected to multiaxial compressive stress will remain 
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intact but weakened at high strain, while an element subjected to tensile stress fails readily. This 
modification to the material model was implemented via an Abaqus user subroutine (VUSDFLD), 
where it was assumed that fracture energy (element deletion energy) is a function of stress 
triaxiality: 

 

𝐺𝐺𝐹𝐹 = 𝐺𝐺𝐹𝐹(𝜂𝜂)                                                                              (8) 

 

We implemented the fracture energy modification by assuming that at triaxiality greater than +1/3, 
representing uniaxial to multiaxial tension, the fracture energy is a relatively low number. With 
triaxiality less than -1, representing multiaxial compression, the fracture energy is much higher. 
Between +1/3 and -1, the fracture energy is interpolated linearly (Figure 5) 

 

 
Figure 5: It was assumed that element deletion energy (i.e. fracture energy) was high under compressive stress 

states (especially multiaxial compression) and low under tensile stress states. 

 

4.2 Finite Element Analysis of Rock Scraping 

Material properties were implemented in ABAQUS to match the rock based on triaxial 
compression tests and rock scraping tests. The Drucker-Prager material properties are given in 
Table 1. Note that the calculated friction angle is high but consistent with other measurements for 
this rock. 
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Table 1: Material Properties for Simulated Triaxial Tests 

E ν Friction Angle 
φ 

Cohesion d 

7.0E6 psi 0.23 64.7° 17,500 psi 
 

The finite element models showed good agreement with laboratory triaxial test data, as seen in 
Figure 6. Importantly, the stress-dependent fracture energy modification to the model allowed us 
to customize the strain softening and damage behavior as a function of confining pressure. The 
behavior of the monzonite in unconfined compression is brittle, and stress quickly decreases after 
reaching peak stress. However, under confining pressure, stress decreases more gradually.  

 

 
Figure 6: Laboratory triaxial compression test data (dashed lines) compared to FEA triaxial test data (solid 

lines). 

 

The extended Drucker-Prager model included with ABAQUS software only permits constant 
fracture energy, which does not allow the user adequate adjustment of the strain softening/damage 
behavior of the rock. For example, using a low value of GF nicely matches the brittle damage 
behavior seen in unconfined compression but not the ductile behavior seen under high confining 
pressure (Figure 7). Similarly, using a high value of GF nicely matches the damage seen under high 
confining pressure but creates a rock that is far too ductile under unconfined compression. Since 
rock cutting creates a nonhomogeneous stress state in the rock, our modification to the extended 
Drucker-Prager model ensures that the rock responds appropriately to all stress conditions during 
damage accumulation and failure. 
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Figure 7: With constant fracture energy, the user must choose a value that is insensitive to confining pressure. 

A low value (left) works well for brittle behavior of unconfined rock, but a high value (right) works better 
for the ductile behavior of confined rock. 

The rock material was then used to simulate scraping with a polycrystalline diamond cutter. The 
cutter was modeled as a rigid body, held at a backrake angle of 20°, and scraped 1 inch at 3 separate 
constant depths of cut. The rock was comprised of 8-node reduced integration brick elements 
(C3D8R). A numerical calibration was performed, and it was found that for the FORGE granitoid, 
tensile fracture energy of 15 lb/in at η=+1/3 and compressive “fracture energy” (element deletion 
energy) of 200 lb/in at η=-1 worked best. The mean cutting force at 0.020”, 0.040”, and 0.060” 
DOC is shown in Figure 8. The model accurately predicts mean cutting force at these depths of 
cut.  

 

 
Figure 8: Mean cutting force from FEA and laboratory tests.  

Importantly, the model reproduces the well-known ductile-to-brittle failure transition with 
increasing DOC. At the shallowest 0.020” DOC, the finite element model deletes nearly all the 
elements in the scrape path. Element deletion represents a total loss of rock strength, analogous to 
the real-world scrapes where the rock becomes a fine cohesionless powder. As depth of cut 
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increases, so does the brittleness of the rock failure. With increasing depth of cut, fewer rock 
elements are deleted and more are ejected from the rock mass intact (Figure 9). 

 

 
Figure 9: The FEA model captures the ductile to brittle transition. Element deletion represents a total loss of 

strength of the element, analogous to grinding the rock into a fine powder. Ejection of intact elements 
indicates propagation of shear fracture. 

To compare our model to real-world drilling conditions, we ran the model at high depth of cut and 
applied realistic confining pressure to the rock. To simulate cutting a fresh rock surface during 
drilling, the vertical confining pressure was taken to be the hydrostatic pressure of water at a depth 
of 5,859 feet. Horizontal confining pressure was taken to be the in-situ formation stress of 0.75 
psi/ft multiplied by a depth of 5,859 feet. While the individual cutters’ depth of cut in the field is 
not known, it is known that one goal of drilling at FORGE is to maximize weight on bit. We 
therefore assumed a high depth of cut for individual cutters, and ran the model at three depths of 
cut much higher than our experimental data: 0.100”, 0.125” and 0.150”. 
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Figure 10: Left: Rock mesh and boundary conditions under confining pressure. Right: Perspective view in 3D, 

boundary conditions omitted for clarity. 

 

 

Dupriest and Noynaert (2022) note that an efficient baseline MSE in this application is 
approximately 35-45 ksi, but the drilling fluid used in the field has a strong effect on MSE. When 
drilling with mud, they found that fluid infiltration into pore spaces between cuttings is slow due 
to viscosity and presence of solids. Before the fluid infiltrates these spaces, there is a large pressure 
pushing cuttings against the face of the cutter which must be overcome to advance the cutter. When 
they switched their drilling fluid to clear water, downhole MSE dropped drastically. They attribute 
the drop in MSE to rapid infiltration of water into pore spaces between cuttings, which relieves 
the pressure differential between pores and the hydrostatic head of drilling fluid. 

MSE of our simulations is shown in Figure 11 and compared to the downhole MSE reported by 
Dupriest and Noynaert (2022). For all three depths of cut, the model found that MSE was 40-48 
ksi, which is near the efficient baseline MSE found in the field. Since our model did not consider 
the effect of fluid transport phenomena, some intact elements built up on the cutter face (Figure 
12). Some of the accumulated elements still had a pressure load applied to them, so they increased 
MSE to be higher than it would be under an idealized scenario where cuttings are cleared 
immediately. 
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Figure 11: The model was run under realistic confining pressure, and MSE was calculated. The results are 

close to the field results for drilling with clear water. 

 

 
Figure 12: Results of .150" depth of cut with confining pressure shows cutting debris pressed against the cutter 

face. Many of the elements on the cutter face still have confining pressure applied, simulating the effect 
of a drilling fluid that has not infiltrated the pore spaces within the rock cuttings. 

 

5. Conclusions 
In this paper, we present a new continuum damage model for rock and apply it to the problem of 
drilling in a granitoid formation found at the Utah FORGE geothermal site. The model material 
properties can be calibrated via simple, inexpensive laboratory scrape tests and then extended to 
study downhole rock cutting. The model can be applied to other rock types, other sites, and can 
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help drillers target a baseline MSE for their operations so they can ensure they are maximizing 
efficiency. 

The model does present some challenges regarding the problem of hole cleaning. During drilling, 
fluid will eventually enter pore spaces between crushed rock particles, clearing the cuttings and 
relieving some load on the cutter. In this model, confining pressure is simply a boundary load 
acting on certain element faces and so the stress relieving effect of fluid infiltration is not 
considered (Figure 12). Furthermore, in this model, some elements that bear the pressure load are 
deleted. In the field at the Utah FORGE site, rock drilling was found to have a baseline MSE of 
85 ksi when mud was used as a drilling fluid because mud did not enter the pores between rock 
grains and relive the stress. However, drilling with clear water lowered the MSE considerably 
because fluid could infiltrate the cuttings, helping remove them from the cutter face (Dupriest and 
Noynaert, 2022). 

In this model, we consider simple linear scrapes through intact rock at a constant depth of cut. In 
actual drilling, rock is removed in a series of curved scrapes through rock that takes on a complex 
bottomhole geometry. In the future, this model could be applied to actual downhole geometry. 
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ABSTRACT  

This paper presents the ongoing development of a wireline tool designed to detect and quantify 
inflows from feed zones in geothermal wells based on measurement of chloride. The tool aims to 
characterize stimulation events in Enhanced Geothermal Systems (EGS) wells at Utah FORGE 
(Frontier Observatory for Research in Geothermal Energy) and other EGS sites. Successful 
development of the chloride tool would greatly improve production monitoring of the fractures 
and enable proactive prescription of additional stimulations over the life of the field, thus helping 
to improve EGS commercial feasibility.  

The recent development of the chloride tool involves an Ion Specific Electrodes (ISE) probe and 
a reference electrode, assembled through a labor-intensive process, and designed to withstand 
downhole conditions for field deployment. Through laboratory experiments and numerical 
simulations, the tool demonstrated efficacy in identifying changes in chloride concentration, 
indicating its utility in feed zone detection. However, the impact of impedance on voltage 
measurements and discrepancies between laboratory and simulation results presented 
opportunities for further refinement. Notably, simulation results consistently underestimated 
actual chloride concentration by 30-40%, suggesting the need for compensatory calibration. 
Comparisons between different simulation software indicated that ANSYS was more accurate in 
replicating key features observed in laboratory experiments. Moreover, a Machine Learning (ML) 
approach was used to improve feed zone location detection and inflow rate measurement, utilizing 
Random Forest and Light Gradient Boosting Machine (LGBM) models, which delivered high 
performance scores.  
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Thus, the chloride tool's recent development and integration with machine learning approaches 
offer promising advancements in feed zone identification and quantification. 

1. Introduction  
The conventional method of extracting geothermal energy involves drilling wells in regions with 
high-temperature anomalies, such as California, Indonesia, or Iceland. Enhanced Geothermal 
Systems (EGS) provide an alternative by creating artificial fractures through stimulation, allowing 
geothermal energy extraction in traditionally unsuitable locations (Huenges, 2016). These 
fractures enhance energy transfer between the rock and fluid, increasing thermal energy extraction 
capabilities. 

Continuous monitoring of fracture effectiveness is vital to ensure desired productivity throughout 
the well's lifespan. While the pressure-temperature-spinner (PTS) tool is commonly used to 
measure inflow rates from fracture zones (referred to as "feed zones") in EGS wells, its reliability 
has been questioned in wells with low fluid velocity, low enthalpy, and large diameters, as 
indicated by studies like Acuña and Arcedera (2005). 

An alternative to the PTS tool is being developed in a collaboration between the Stanford 
Geothermal Program and Sandia National Laboratory based on the work of Gao et al. (2017). This 
wireline tool utilizes voltage readings from an ion-specific electrode to infer chloride 
concentration, which is then used to calculate the inflow rate at the feed zone, denoted as qin. The 
chloride tool prototype will be tested at the Utah Frontier Observatory for Research in Geothermal 
Energy (FORGE), which features EGS wells with single-phase fluid and multiple feed zones. 

To enhance the design of the chloride tool and establish operational procedures for the field test, 
analytical, experimental, numerical, and data-driven approaches have been employed to 
investigate fluid flow behavior within EGS wells and the range of applicability of the chloride tool 
within those behaviors. Namely, analytical solutions were developed to infer feed zone inflow 
rates from measured chloride concentration.  

Also, tool development and experiments at Stanford Geothermal Laboratory and Sandia National 
Laboratory were done to investigate the most optimum chloride tool design. Furthermore, 
computational fluid dynamics (CFD) simulations were performed to analyze fluid flow behavior 
for different fracture/wellbore configurations. Statistical analysis and machine learning methods 
were employed to model potential measurement errors and identify significant relationships among 
fluid flow parameters. 

More importantly, this study delved into the significance of geochemistry, via chloride species 
concentration change, in determining fluid flow patterns in EGS wells. Typically, the practical 
application of geochemistry in the geothermal industry revolves around estimating enthalpy or 
using tracer studies. However, more extensive use of geochemistry can enhance our 
comprehension of the behavior of geothermal wells and fields. Geochemistry can, for example, 
more accurately indicate the flow rate in the feed zones. This greater precision is useful because 
monitoring feed zones induced artificially in EGS wells requires greater sensitivity than natural 
feed zones.  
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Sausan et al. (2021) and Judawisastra et al. (2022, 2023) reported development updates on the 
chloride tool. This paper highlights the latest progress involving an updated tool design, 
experiments and simulations involving multiple feed zones, and the new machine learning 
approach using laboratory and simulation results.  

2. Tool Development and Assembly Updates 
The chloride tool developed by Sandia National Laboratory consists of an ion-specific electrode 
coupled with a reference electrode.  The constituent materials used to develop the ion-selective 
electrode and reference depend on the ion of interest.  The ion-specific electrode probe generates 
a voltage proportional to the chloride concentration in the fluid, while the reference electrode 
provides the reference potential for the pair.  The construction of the pellet impacts the overall tool 
design. 

2.1 Sensor fabrication 

To prepare the pellet used in the Ion-Specific Electrodes (ISE) probe, an equal part by a mass 
mixture of Silver Sulfide powder and Silver Chloride powder is weighed and transferred to a ¼” 
diameter die press. The material is then compressed to 4000 lbs. and held at constant pressure for 
15 minutes.  The pellet is transferred to a preheated oven at 200°C for one hour and then cooled to 
room temperature.  

The reference electrode comprises a transducer, a baffle, and a membrane. The transducer is made 
from silver-coated graphite spheres, which are synthesized in-house. The baffle is composed of 
silver chloride and potassium chloride powder.  The membrane is made from a mixture of 
potassium chloride and bonding agents.  The material is pressed to 4000 lbs and held at constant 
pressure for fifteen minutes. The pressed pellet is transferred to a preheated oven at 342°C to sinter 
the ceramic composite membrane and baffle (Figure 1).  
 

  
Figure 1: Reference electrode pellets fabrication and design. 

 

843



Sausan et al.  

A sensor assembly, including the reference electrode and ISE, is shown in Figure 2. At this stage 
in tool development, sensor fabrication is a labor-intensive process.  Design and fabrication 
variations are under iteration, seeking a configuration that will simplify the workflow and reduce 
the amount of manual processing. 

 

Figure 2: Fully assembled Ion Selective Electrodes (ISE) and Reference Probes. 

 

2.2 Tool design 

Two versions of the chloride tool have been developed.  One is for low-temperature/low-pressure 
laboratory characterization (Figure 3 and Figure 4), i.e., the lab-scale chloride tool, which is also 
the updated version of the initial prototype built for Gao et al. (2017).  The lab-scale configuration 
allows experiments under dynamic conditions at the Stanford Geothermal Laboratory.  The lab-
scale chloride tool uses the same ISE and reference electrodes that will be packaged for the tool’s 
high-temperature/high-pressure deployable version, i.e., the field-scale chloride tool. 

 
Figure 3:  Lab-scale chloride tool schematics. 
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Figure 4:  As-built lab-scale chloride tool, an update from the Gao et al. (2017) version. 

 

The field-deployable version of the chloride tool uses the same sensing elements as the lab-scale 
tool while considering the potential packaging and environmental challenges associated with 
downhole conditions.  The Sandia team has iterated through multiple configurations of the tool 
using solid nickel rod conductors and high-temperature nickel-plated copper wire with 
polytetrafluoroethylene (PTFE) insulation.  The Sandia team has also varied the diameter of the 
sensing element. 

 
Figure 5: Various ISE probe configurations for testing. 

 

Based on the preliminary results and the tool packaging plan, the wire conductor design is currently 
the preferred embodiment.  This configuration simplifies the sensor element and allows a 
commercial feedthrough fitting shown in Figure 6, where the compression seal feedthroughs are 
rated for -185°C to 870°C and up to 690 bars.  This design also allows multiple ISEs in the tool 
face to take multiple measurements within the same tool, which is significant for testing and actual 
deployment. 
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Figure 6:  Conax compression seal feedthrough (Conax Technologies, 2023). 

 

An illustration of how the sensors would be configured in the downhole tool is shown in Figure 7.  
The sensors reside in ports on the downward-facing portion of the tool.  They are held in place 
with a retainer that compresses the sensor against the tool body.  The wires from the sensor are 
connected to the bulkhead fitting in the wiring cavity where the connections are made.  The wires 
exiting the bulkhead fitting are connected to the data acquisition electronics in the tool body.  This 
design will allow the team to get into the field quickly since key elements are commercially 
available or have been used in previous efforts.  

 
Figure 7:  Sensor and feedthrough configuration for deployable tool 

 

3. Laboratory Experiment Updates 
3.1 Artificial Well System Update 

The laboratory experiments involving the lab-scale chloride tool are done at Stanford Geothermal 
Laboratory’s artificial well system (Judawisastra et al. (2022). A dynamic pulley and data 
acquisition system was incorporated to enhance the efficiency of achieving a consistent upward-
downward wireline motion within the artificial well system’s wellbore. In the updated setup, the 
lab-scale chloride tool was attached to a wire connected to a rod at the top of the wellbore. The rod 
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was linked to a bipolar stepper motor controlled by stepper motor drivers. These devices allowed 
precise control over the stepper motor's speed, direction, and activation. The wire was pulled up 
and down by rotating the rod, enabling the desired upward and downward motion.  

In addition, a data acquisition (DAQ) device was also integrated to capture voltage readings from 
the tool automatically. The DAQ device was configured using LabVIEW software to sample the 
voltage readings 100 to 1000 times per second. Pictures of the dynamic pulley system installation 
and DAQ tool connection are presented in Figure 8. 

     
Figure 8: Stepper motor, wire, rod configuration (left), and the DAQ system connection (right). 

 

To process the recorded CSV file generated by the LabVIEW output, a custom Python code was 
developed. This code segmented the data into distinct sets corresponding to the downward and 
upward motions. Subsequently, the data within each segment was smoothed by averaging it over 
a certain number of points along the wellbore. This smoothing process effectively reduced noise, 
resulting in a visually clearer dataset for subsequent analysis. An example of the visualization 
illustrating how the CSV data were processed is provided in Figure 9. 

 
Figure 9: Raw data postprocessing visualization. 
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3.2 Tool Calibration Updates 

Chloride tool calibrations were performed by measuring the voltage difference between the Cl-
ISE immersed into a saline solution with known chloride concentration and the reference electrode, 
using a digital multimeter. The potential difference between the two electrodes was measured 
under the DC voltage mode within the mV range. Measurements were taken after the sodium 
chloride was completely dissolved, and the reading from the voltmeter became relatively stable. 
During the multimeter calibration process, it was observed that the time required to reach 
equilibrium was longer for lower concentrations compared to higher concentrations. 

In addition to the multimeter calibration measurements, a DAQ device was calibrated for the 
updated lab-scale chloride tool. It was found that the impedance of the DAQ device strongly affects 
the consistency of the voltage measurement from the tool, so it is recommended to use a higher 
impedance DAQ device for the downhole tool. For reference, the impedance of the DAQ device 
used (NI USB 6001) was >1GΩ.  

Additionally, it was observed that it took approximately 15 minutes for the downhole tool 
measurement to reach equilibrium. Further analysis of the voltage changes over time revealed that, 
upon reaching equilibrium, a predominant change of 0.001 V was observed compared to the initial 
measurement. The maximum change recorded during this process was 0.04 V, as illustrated in 
Figure 10. 

 
Figure 10: Delta voltage evolution over time during DAQ calibration, over a range of chloride molarity. 

 

The calibration results for both the original tool and the new tool are shown in Figure 11. The 
relationships between voltage readings and chloride concentrations for the original tool using the 
multimeter, the updated tool using the multimeter, and the updated tool using the DAQ device are 
shown in Equation (1), Equation (2), and Equation (3), respectively. 

 

 (1) 

 (2) 

 (3) 
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where M is chloride concentration in mol/L, and V is the electrical potential difference between 
the reference and the CL-ISE electrode in volts. The regression coefficient (R2) of the three 
calibrations were 0.9047, 0.9727, and 0.9783, respectively. 

  
Figure 11: Tool calibration results. 

 

Compared to the previous calibration conducted by Gao (2017), shown as the red line in Figure 
11, the updated calibration results obtained using the original tool, represented by the blue line in 
the same figure, confirmed the inverse relationship between chloride concentration and voltage. 
However, the result shows smaller voltage measurements for similar chloride concentrations, 
showing a change in the tool performance over the five years since the previous calibration, 
perhaps attributable to aging. It was further noted that the updated calibration exhibited a steeper 
slope, indicating that a given voltage change would yield a proportionally larger change in chloride 
concentration. 

The calibration results obtained using both the multimeter and the DAQ device for the new tool 
closely aligned with the findings reported by Gao et al. (2017). However, measurements of 
chloride concentration below 10-4 exhibited high variance, rendering them inconclusive. As a 
result, further experiments were not conducted for chloride concentrations lower than 10-4. 

 

3.3 Single Fracture Inflow Dynamic Experiments 

A total of 25 measurements were conducted under a wide range of parameters. These 
measurements involved varying injection rates (6.31 to 100.94 ml/s) through the feed zone ports, 
diverse well flow rates (181.44 to 907.18 ml/s), and a range of chloride concentrations injected 
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from the feed zone ports (0.001 to 0.5 M). The measurements were performed using feed zone 
ports 1 or 3, with the downhole tool consistently positioned centrally in the wellbore. A 
comprehensive overview of all the measurement scenarios, including specific combinations of 
injection rates, flow rates, chloride concentrations, and feed zone ports, can be found in Table 1. 

Table 1: Single fracture dynamic measurement scenario details. 

Scenario 
Injection Flow Rate (ml/s) Down Hole 

Flow Rate 
(ml/s) 

Injection Concentration (M) 

Feed zone 1 Feed zone 3 Feed zone 1 Feed zone 3 

1 97.79 0.00 385.55 0.05 0.00 
2 82.02 0.00 381.77 0.05 0.00 
3 69.40 0.00 381.77 0.05 0.00 
4 47.32 0.00 381.77 0.05 0.00 
5 31.55 0.00 381.77 0.05 0.00 
26 100.94 0.00 755.99 0.01 0.00 
27 82.02 0.00 755.99 0.01 0.00 
28 69.40 0.00 748.43 0.01 0.00 
29 50.47 0.00 755.99 0.01 0.00 
30 22.08 0.00 755.99 0.01 0.00 
101 97.79 0.00 185.22 0.1 0.00 
102 69.40 0.00 185.22 0.1 0.00 
103 37.85 0.00 181.44 0.1 0.00 
104 18.93 0.00 181.44 0.1 0.00 
105 15.77 0.00 181.44 0.1 0.00 
126 94.64 0.00 506.51 0.5 0.00 
127 82.02 0.00 498.95 0.5 0.00 
128 63.09 0.00 502.73 0.5 0.00 
129 44.16 0.00 498.95 0.5 0.00 
130 31.55 0.00 498.95 0.5 0.00 
151 0.00 53.63 548.09 0.00 0.10 
152 0.00 18.93 555.65 0.00 0.10 
153 0.00 6.31 555.65 0.00 0.10 
154 0.00 34.70 555.65 0.00 0.10 
155 0.00 37.85 638.81 0.00 0.10 

 

An example of dynamic measurements using the DAQ device is presented in Figure 10. Scenarios 
127, 128, and 129 involved injecting a chloride concentration of 0.5 mol/L through feed zone 1 
(FZ1) with a downhole flow rate of approximately 500 ml/s. The only difference among these 
scenarios was the injection rate: 82 ml/s for Scenario 127, 63 ml/s for Scenario 128, and 44 ml/s 
for Scenario 129. The measurements indicated that the downhole tool effectively captured the 
voltage drop during both the upward motion (Pull Out of Hole, POOH) and downward motion 
(Ream in Hole, RIH) of the tool, with a more pronounced change in voltage observed during the 
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POOH motion. This discrepancy suggests the tool's greater sensitivity to increasing chloride 
concentrations than decreasing concentrations. 

A delay in the voltage response between the POOH and RIH motions was noted, with voltage 
drops during the POOH motion occurring at a greater depth than during the RIH motion, similar 
to the initial dynamic measurements observed by Judawisastra et al. (2023). Furthermore, the 
injection flow rate influenced the voltage measurement. Higher injection rates, such as in Scenario 
127, resulted in a more significant voltage drop compared to lower injection rates in Scenarios 128 
and 129. This indicates that the injection flow rate affected the magnitude of the voltage drop, with 
higher rates leading to more significant changes in voltage. 

 

Figure 12: Single Fracture Inflow dynamic measurement injection flow rate variation. 

 

3.4 Multiple Fracture Inflows Dynamic Experiments 

In addition to single fracture inflow measurements, multiple inflow measurements were also 
conducted. Seven measurements involving feed zones 1 and 3 were performed with varying 
injection rates, downhole flow rates, and chloride concentrations. The injection rates ranged from 
9.46 to 100.94 ml/s, while the downhole flow rates varied between 521.63 and 638.81 ml/s. The 
chloride concentration injected from the feed zone ports ranged from 0.05 to 0.1 M. Scenarios 156 
to 158 focused on adjusting the injection rate in the lower feed zone (FZ1) while keeping the upper 
feed zone (FZ3) constant.  

In contrast, Scenarios 161 to 164 involved adjusting the injection rate in the upper feed zone (FZ3) 
while keeping the lower feed zone's injection rate constant. The objective was to analyze the 
impact of varying injection rates in each feed zone while maintaining consistency in the other 
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parameters. Details on each scenario's parameter values can be found in Table 2, while the 
measurement results and analysis of Scenario 156-158 are presented in Figure 13.  

Table 2: Dual fracture dynamic measurement scenario details. 

Scenario 
Injection Flow Rate (ml/s) Down Hole 

Flow Rate 
(ml/s) 

Injection Concentration (M) 

Feed zone 1 Feed zone 3 Feed zone 1 Feed zone 3 

156 100.94 18.93 559.43 0.05 0.05 
157 69.40 18.93 559.43 0.05 0.05 
158 44.16 18.93 559.43 0.05 0.05 
161 28.39 9.46 529.19 0.1 0.1 
162 28.39 22.08 529.19 0.1 0.1 
163 28.39 34.70 525.41 0.1 0.1 
164 28.39 44.16 521.63 0.1 0.1 

 

It can be observed that the voltage measurements successfully captured the drop in voltage around 
the depth of the lower feed zone (FZ1). However, the low injection rates at FZ3, with FZ1 having 
significantly higher rates, resulted in a lack of visible voltage drop at the upper feed zone (FZ3). 
The flow rate from FZ3 was only around 3% of the overall wellbore flow rate, which may have 
hindered the injected fluid from reaching the downhole tool effectively during the tool's motion. 
Another possible explanation is that the high injection rate at the bottom feed zone (FZ1) already 
established a specific chloride concentration in the wellbore. As a result, the lower flow rate from 
the upper feed zone (FZ3) might not have been sufficient to visibly change the overall chloride 
concentration in the wellbore fluid, thus explaining the absence of a distinct voltage drop at FZ3. 

Scenarios 161-163 involved similar injection rate ranges between FZ1 and FZ3, with FZ1 
remaining constant at 28.39 ml/s while FZ3 varied from 9.46 to 34.7 ml/s. Analysis of these 
scenarios, as shown in Figure 14, revealed that during the Run In Hole (RIH) motion, both FZ1 
and FZ3 exhibited indications of inflow. However, during the Pull Out of Hole (POOH) motion, 
only FZ1 consistently showed a voltage drop in Scenarios 161 and 162, while FZ3 displayed an 
inflow indication only in Scenario 162. Furthermore, in the RIH measurements of FZ3, a higher 
injection rate (Scenario 163) resulted in a more considerable voltage drop compared to the other 
scenarios, whereas the voltage drops at FZ1 were relatively similar across different scenarios. 
These findings confirm that higher injection rates lead to more significant decreases in voltage. 
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Figure 13: Dynamic measurement of multiple, multiple feed zones injections across scenarios 156 to 158. 

 
Figure 14: Dynamic measurement of multiple feed zone injections across scenarios 161 to 163. 
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4. Numerical Simulation Updates 
4.1 Multiple Fracture Inflows Simulations 

Numerical simulations were performed with the laboratory dynamic measurement scenarios 
involving multiple feed zones. As many as 24 numerical simulation scenarios were run involving 
two feed zones, which comprised of five scenarios covering 20-200 ml/s inlet velocity at both feed 
zones at 2.09 kg/s, nine scenarios corresponding to the multiple-fractures dynamic lab 
measurements of Scenarios 151, 153, 155, 156, 158, and 161-164, and scenarios following the 
same lab scenario setup but with the inlet velocities being inverted. Four of the scenarios and their 
corresponding numerical simulations and dynamic measurement results are shown in Figure 15.  
It needs to be noted that there are known discrepancies from the lab measurements that will not be 
replicated in the simulation results, which represent ideal conditions. For instance, it was observed 
that the downhole tool successfully captured the voltage drop around the depth of the feed zone 
port, both during the upward motion (Pull Out of Hole, POOH) and downward motion ( Ream in 
Hole, RIM) of the tool. However, the change in voltage was more pronounced during the upward 
than the downward motion. This indicates that the tool was more sensitive to detecting changes in 
voltage during the POOH motion, indicating that it responds faster to increasing chloride 
concentrations than to decreasing chloride concentrations. 

Additionally, the lab experiment shows a delay in the voltage response between the POOH and 
RIH motions. The voltage drops during the POOH motion occurred at a greater depth than during 
the RIH motion, suggesting a lag in the measurement response similar to that seen in the 
multimeter measurement.  

Taking out the known variance from the lab experiments, it can be observed that the injection flow 
rate impacted the experiment's voltage measurement, which is also replicated in the form of 
changing chloride concentration in the simulations. In the experiments, higher injection rates 
generally resulted in a greater voltage drop than lower injection rates. This observation indicates 
that the injection flow rate influenced the magnitude of the voltage drop, with higher injection 
rates leading to more significant changes in voltage. In the simulations, higher injection rates 
generally correspond to higher chloride concentration, and vice versa.  

However, as the first voltage logs were obtained using the previous chloride prototype tool and 
not the new prototype, the voltage readings differ from the simulated chloride concentration. Thus, 
a new dataset with the new tool will need to be taken to produce comparable results. Nevertheless, 
like the single feed zone cases, the simulation results underestimated the chloride concentration at 
around 30% to 40% of the actual concentration. It is noteworthy that this level of underestimation 
was consistent across both single and multiple feed zone scenarios.  

In conclusion, the results show that the chloride concentration indicates the inflow rate in most 
scenarios and that the lab experiment voltage logs generally agree with the simulation results. 
Some deviating cases exist, and their discrepancies will need to be further investigated.  
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Figure 15: four scenarios (156, 158, 163, 164) from top to bottom, involving various inlet velocities and chloride 

concentrations, along with their simulation and laboratory measurement results.   
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4.2 ANSYS vs. COMSOL simulations 

Comparable simulation results were performed using COMSOL software and compared to the 
existing ANSYS simulations and lab experiments to see whether COMSOL software would be a 
better simulation software tool. Firstly, the modeling was done in a simplified geometry labeled 
Mini Scale to verify that the setup could work well. Two Mini Scale cases were considered: 
without and with a feed zone.  The mini scale is 1 meter deep with a 10 cm feed zone radius at the 
midlength.  
Then, the actual lab-scale model was constructed directly in COMSOL, which consists of a 1.81 
m deep well with a feed zone inlet of 1 cm radius at 0.86 m and 1.31 m height from the bottom for 
one feed zone and two feed zone cases, respectively. Three types of multiphysics were also 
considered: 

• Reacting flow with diluted species multiphysics consists of Laminar Flow and Transport 
of Diluted Species physics. Concentrated chloride at the inlet is dispersed using diffusion 
and Navier-Stokes fluid flow equations.  

• Two-phase flow with Wetted wall 1 multiphysics consists of Laminar flow and Level 
Set physics. The two phases are fresh water and saline water, and Wetted Wall is added to 
allow the fluid-fluid interface to move along the well. The governing equations for the level 
set field methods are a convection–diffusion equation, with the advective velocity coming 
from the Navier–Stokes equations. 

• Two-phase flow with Wetted wall 2 multiphysics consists of Turbulent flow and Level 
Set physics. The method is similar to the previous one, with the difference being that 
turbulent flow is used rather than laminar flow.  

Figure 16 shows the lab scale modeling results with three different multiphysics. The reacting flow 
with diluted species is the multiphysics closest to real-life conditions, where both flowing solvent 
and diffusion disperse a concentrated source of chloride at the feed zone.  

Unfortunately, the model would not converge using the actual feed zone radius at 1 cm; only when 
the feed zone radius is increased to 3.5 cm would the model converge. The convergence failure 
happened at the feed zone inlet concerning the c species, indicating instability with the species 
dispersion physics in a relatively small feed zone radius. Furthermore, COMSOL can only allow 
laminar flow in the Reacting Flow with Diluted Species multiphysics, which will be another source 
of discrepancy between lab experiments exhibiting turbulent behavior such as the formation of 
eddies.  

Even then, the converged modeling result with an enlarged feed zone radius could have been better 
as the concentration boundary condition was not honored, and the resulting concentration 
dispersion (Figure 18a) exceeded the boundary condition placed. This result was disappointing as 
the multiphysics is unavailable in the ANSYS Fluent software and could have been the advantage 
that using COMSOL might carry over using ANSYS Fluent. Fortunately, the two-phase flow with 
the wetted wall multiphysics converged, as shown in Figure 17b and c for laminar and for turbulent 
flow k-e, respectively.  

Upon further comparison with calibrated ANSYS models and lab experiments, the COMSOL 
models can only exhibit the downward distribution feature without changing mass rate boundary 
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conditions, as shown by the volume fraction graph in Figure 17b and Figure 17c. The blind spot 
formation is not being replicated, even with the turbulent flow, which should have shown some 
form of eddies. Only when the feed zone mass rate was inflated were the defining characteristics 
observed in the COMSOL model, such as by increasing the mass rate twice as much (Figure 18a) 
and four times as much (Figure 18c). Turning off the backflow suppression setting and turning on 
gravity did not provide meaningful change, as seen in Figure 17b. 

Figure 18 shows the modeling results of the two-feed zone case with a comparison with previously 
modeled ANSYS Fluent and dynamic laboratory tests. The COMSOL model can replicate the peak 
concentration at the front of the feed zone inlets, which is a step in the right direction. Still, the 
concentration drops between the feed zones apparent in both lab experiments and ANSYS Fluent 
modeling was not replicated in COMSOL.  

After closely comparing the COMSOL and ANSYS simulation results, it can be concluded that 
the most appropriate software product for the job is ANSYS Fluent for the fluid flow simulations. 
While COMSOL has a strong suit in solid mechanics products, ANSYS still comes ahead for fluid 
dynamics modeling, including for the purpose of this study.  

 
Figure 16: I initial lab-scale modeling results with three different Multiphysics applied. The following boundary 

conditions were put in: The mass rate at wellbore = 2.09 kg/s; Mass rate at FZ = 0.1155 kg/s; 
Concentration at FZ = 500 mol/m3.  
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Figure 17: modified and iterated lab-scale modeling to mimic phenomena and characteristics observed in the 

lab experiments.  The following boundary conditions were put in: The mass rate at wellbore = 2.09 kg/s; 
Concentration at FZ = 500 mol/m3.  

 

 
Figure 18: modeling results of the 2-feed zone case. Comparison with previously modeled ANSYS Fluent and 

dynamic laboratory tests was shown.  

 

5. Machine Learning (ML) Approach 
The machine learning (ML) approach was investigated as a way to increase the accuracy of feed 
zone location detection and inflow rate estimation. The ML models were developed on two fronts: 
using numerical simulation data and lab experiment data. 
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5.1 ML for Flow Rate Prediction using Numerical Simulation Data 

The first machine learning model was built using the numerical simulation dataset from ANSYS 
Fluent, involving the exported simulation data across nine scenarios with different inflow rates 
ranging from 20 to 200 ml/s. The primary objective was to build predictors for feed zone presence 
(classification) and feed zone inflow rate (regression).  

For the regression task, the continuous outcome variable was chosen to be the feed zone flow rate 
m_fz. The binary outcome variable for the classification task is the chloride/no-chloride indicator 
CNC. The latter describes the presence of chloride concentration above the Xvol = 0.3 threshold.  

The dataset was preprocessed by removing irrelevant columns, handling missing values, and 
creating engineered features. Various model strategies were tested, including ordinary least square, 
two-way interaction, lasso, ridge, and Random Forest for regression, and k-nearest neighbor, 
Random Forest classifier, and Linear Support Vector Machine (SVM) for classification. 

For the regression task, Random Forest performed the best, with cross-validation root mean 
squared error (RMSE) lower than the base model (Figure 19a). The two-way interaction model 
showed the smallest error but was prone to overfitting. For the classification task, Random Forest 
also outperformed other models, with a higher accuracy score and kappa coefficient than the base 
model (Figure 19b). Random Forest demonstrated its effectiveness in producing reasonably 
accurate results. 

 
Figure 19: (a) predicted vs. actual plot for the regression task, fitted using the Random Forest model on the 

training and test set; (b) ROC curve for the classification task, fitted using Random Forest classifier on 
the training and test set.  
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5.2 Machine Learning for Fracture Characterization using Experiment Data 

A machine learning approach was also developed to improve the automatic identification and 
quantification of feed zones from voltage measurements from the laboratory experiment data. Two 
distinct models were created: a regression model to quantify fracture inflow and a classification 
model to determine the presence of a fracture. The data collected from single fracture inflow 
measurements served as the basis for this approach. To enhance the reliability of the original data, 
a data augmentation technique was employed. It is important to note that the machine learning 
approach described is currently limited to single feed zone characterization.  

Several methods and models, including linear regression, logistic regression, random forest, 
XGBoost, Neural Network (NN), and LGBM, were evaluated. After thorough evaluation, the 
LGBM model exhibited the highest performance scores on the validation set for both the 
regression and classification models. The summary of results for the training set and validation set 
of each machine learning model after the hyperparameters were optimized are shown in Table 3 
and Table 4. 

Table 3: Feed zone flow rate machine learning approach result summary. 

Model Training Validation 
R2 MSE R2 MSE 

SGD Regressor (Baseline) 6.24% 760.88 5.75% 809.76 
RF Regressor 99.28% 5.77 97.82% 18.79 
LGBM 99.99% 0.08 99.96% 0.33 
NN 98.45% 12.63 98.29% 14.68 
XGBRegressor 99.43 4.6421 77.85% 190.33 

 

Table 4: Feed zone location machine learning approach result summary. 

Model Training Validation 
MSE Log Loss Acc MSE Log Loss Acc 

Logistic Regression 
(Baseline) 19.93 19.54 43.43% 23.86 23.86 33.48% 

RF Classifier 0 0 100.00% 3.34 7.42 78.51% 
XGB Classifier 0 0 100.00% 4.26 8.28 76.02% 
LGBM Classifier 0 0 100.00% 3.61 7.42 78.51% 
NN Sigmoid 3.93 0.62 83.61% 9.78 3.76 69.91% 
NN Softmax 0.74 0.06 98.18% 10.01 2.19 66.51% 

 

The performance of the LGBM regressor model was evaluated using the test set, and it yielded 
satisfactory results. The model achieved a mean squared error (MSE) of 0.36 and an R2 score of 
99.96%, indicating its high precision in predicting the fracture flow rate. Figure 20a provides a 
comparison between the actual values and the predictions made by the model on the test set, further 
highlighting its accurate performance. 
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Figure 20: Prediction of LGBM regressor model on the test set (a) without feature engineering and (b) after 

feature engineering.  

For the LGBM classification model predicting feed zone location, the test set initially yielded a 
79.86% accuracy. To improve the accuracy of locating the actual feed zone, feature engineering 
was implemented to the data used in the LGBM model classifier. The feature engineering involved 
adding the delta (change) of each voltage data point to the next data point, resulting in the inclusion 
of 99 additional data points as parameters for each example (Figure 20b). After conducting 
hyperparameter tuning, significant improvement in performance was observed. The validation set 
achieved an accuracy of 87.33% and a mean squared error (MSE) of 5.457, surpassing the previous 
results without feature engineering. The test set performance was also satisfactory, with an 
accuracy of 87.56% and an MSE of 3.4977. These results indicate that incorporating the voltage 
change as a feature greatly enhanced the model's performance, aligning with the relationship 
between voltage changes and existing feed zones. 

3. Conclusion 
The project has developed a geothermal chloride monitoring tool composed of an Ion Specific 
Electrode (ISE) probe and a reference electrode. The ISE probe generates a voltage proportional 
to the chloride concentration in the fluid, whereas the reference electrode provides a reference 
potential. The sensor fabrication process is labor-intensive and involves a specific assembly of 
components, including a pellet prepared from a mixture of Silver Sulfide Powder and Silver 
Chloride Powder.  

The field-deployable version considers packaging and environmental challenges associated with 
downhole conditions and uses solid nickel rod conductors and high-temperature nickel-plated 
copper wire with Polytetrafluoroethylene (PTFE) insulation. The preferred design simplifies the 
sensor element, allows the tool to take multiple measurements within the same tool, and enables 
quick field deployment using commercially available elements or previously used ones. 

Laboratory experiments were implemented using Stanford Geothermal Laboratory's artificial well 
system, refining the lab-scale chloride tool setup, incorporating a dynamic pulley system, and 
improving data acquisition efficiency. Updates to the tool's calibration methods revealed an 
inverse relationship between chloride concentration and voltage, which differed slightly from 
previous calibrations due to changes in tool performance. Additionally, voltage measurements 
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were found to be highly impacted by the impedance of the data acquisition (DAQ) device, 
encouraging the use of higher impedance DAQ devices.  

Single and multiple fracture inflow dynamic experiments conducted with varying parameters 
confirmed the tool's effectiveness in capturing changes in chloride concentration, with tool 
sensitivity being more prominent with increasing concentrations. The study also indicated the 
influence of injection flow rates on voltage measurement, with higher rates causing more 
significant voltage changes. However, certain challenges emerged in multiple fracture inflow 
experiments, particularly concerning the visibility of voltage drops in scenarios involving feed 
zones with significantly different injection rates.  

Numerical simulations were performed for multiple fracture inflows simulations, involving 
various dynamic measurement scenarios and numerous variations of two feed zone scenarios 
corresponding to laboratory experiment scenarios. The analysis revealed that injection flow rate 
greatly influenced the experiments' voltage measurements, a phenomenon also mirrored in the 
form of changing chloride concentration in the simulations. However, observed discrepancies 
between the lab measurements and simulations must be acknowledged and further explored, as 
some variations were not replicated in the simulations. Additionally, it is important to highlight 
that the current simulation results consistently underestimate the actual chloride concentration by 
around 30% to 40%. This underestimation was uniform across both single and multiple feed zone 
scenarios. These discrepancies are expected to be overcome by compensatory calibration of the 
field measurements. 

The comparison between ANSYS and COMSOL software simulations demonstrated that while 
COMSOL could replicate certain aspects of the lab measurements and ANSYS simulations, it was 
unable to fully recreate specific important features observed in the lab experiments, such as the 
concentration drops between feed zones. These important features were replicated successfully in 
the ANSYS simulations. Thus, it has been concluded that ANSYS remains the more appropriate 
tool for fluid dynamics modeling within the context of this study. 

Finally, the research investigated a machine learning (ML) approach to enhance the accuracy of 
feed zone location detection and inflow rate measurement, using both numerical simulation and 
lab experiment data. For numerical simulation data, the ML models, such as Random Forest, were 
developed to predict feed zone presence (classification) and feed zone inflow rate (regression), 
showing promising results with high accuracy. For lab experiment data, two distinct models were 
created, a regression model to quantify fracture inflow and a classification model to identify the 
presence of a fracture. Various models were evaluated, with the Light Gradient Boosting Machine 
(LGBM) exhibiting the highest performance scores on the validation set for both models. This 
study shows that ML has great potential to improve the identification and quantification of feed 
zones in the subsequent field measurements. 
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ABSTRACT 

Understanding in-situ stress is crucial for developing an Enhanced Geothermal System (EGS). The 
magnitude of the minimum principal stress (S3) is typically determined through minifrac or DFIT 
tests. During these tests, the pressure transient data from the injection and/or shut-in phases are 
used to determine S3. In EGS, cold fluid injection can cool both the rock matrix and fractures. 
Although the cooling effect on EGS stimulation and the associated permeability evolution has been 
widely discussed, its impact on fracture reopening and closure and stress determination has been 
rarely studied. In this study, we present the results of small-scale laboratory DFIT tests conducted 
on cuboid sandstone and granite blocks under triaxial stress and differential temperature 
conditions. In each test, we injected cold water into the hot and stressed rock with an induced 
hydraulic fracture to reopen the fracture, and then shut-in to allow the fracture to close. We 
concurrently monitored fluid pressure and temperature within the wellbore to investigate and 
highlight the cooling effect on fracture reopening and closure and stress determination. Our results 
demonstrate that the cooling effect due to cold fluid injection could decrease both fracture 
reopening pressure and fracture closure pressure, hence leading to a lower estimation of the 
minimum principal stress. 

1. Introduction 
Among the three principal stress components of the reservoir in-situ stress, the minimum principal 
stress (S3, or Shmin in most cases) is particularly important, as it governs the conditions of fluid 
injection/re-injection, controls the propagation of fluid-driven fractures, and affects the evolution 
of injection-induced seismicity. For deep formations, the magnitude of the minimum principal 
stress is generally measured through hydraulic fracturing (HF)-based tests (e.g., Hubbert & Willis, 
1957; Haimson & Fairhurst, 1967; McClennan & Roegiers 1981; Hickman & Zoback, 1981), such 
as minifrac tests or diagnostic fracture injection tests (DFITs). Minifrac is a hydraulic fracturing 
test conducted on a small scale to determine critical reservoir parameters, such as in-situ stress, 
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fracture closure pressure, and fracture geometry. This test generally involves multiple 
injection/falloff cycles. DFIT is a similar test widely used in the petroleum industry, but it focuses 
on analyzing pressure decline after the injection stops to estimate permeability, fracture closure 
pressure, and reservoir pressure. DFIT tests typically only consist of a single pressurization cycle 
followed by a long shut-in, during which stresses are estimated by determining fracture closure 
pressure, regardless of the procedure or geometry (e.g., Schmitt & Haimson, 2017). However, 
minifrac and DFIT are often used interchangeably to refer to small-scale hydraulic fracturing tests 
for stress determination. During these HF-based tests, a relatively small amount of pressurized 
fluid is injected into the wellbore to create a hydraulic fracture, and then a couple of 
injection/falloff cycles will be conducted for stress measurements. The wellbore pressure data 
during the injection and shut-in phases of each cycle are monitored to interpret fracture reopening 
pressure, ISIP, and the fracture closure pressure for stress determination.  

Fracture reopening pressure (Pr) is the pressure required to reopen a fracture created by pressurized 
fluid injection that is closed due to in-situ stresses. Instantaneous shut-in pressure (ISIP) refers to 
the pressure observed within a wellbore immediately after shutting in the well, and is an important 
parameter in DFIT analysis, providing insight into the excess pressure in the hydraulic fracture 
due to the effect of fluid viscosity and fracture toughness (McClennan & Roegiers 1981; Hickman 
& Zoback, 1981).  Fracture closure pressure (Pc), also known as the closure stress, is the minimum 
pressure at which the hydraulic fracture closes. It is generally assumed that fracture closure 
pressure is equal to the minimum principal stress, based on the linear relationship between fracture 
width and pressure (Gulrajani & Nolte, 2000). Therefore, fracture closure pressure is considered 
to be the closest estimate of the minimum principal stress. 

In EGS reservoirs, the injection of cold fluids during stimulation or production can significantly 
cool both the rock matrix and the fracture network. This sudden temperature change triggers a 
phenomenon called thermoelastic stress, which is a mechanical response of the rocks and fractures 
to varying temperatures. Consequently, the cooling effect can result in the variation of fracture 
aperture, and adjust the permeability of the fracture network (e.g., Ghassemi et al., 2007; Ghassemi 
& Zhou, 2011; Huang et al., 2019). However, the effect of rock cooling on fracture reopening and 
closure for stress determination has rarely been studied.  

To address this gap, we carried out laboratory minifrac/DFIT experiments under high-temperature, 
high-stress conditions using our novel true-triaxial testing system (Hu & Ghassemi, 2020; Ye & 
Ghassemi, 2023a, 2023b). During each experiment, we first injected pressurized fluid into a cuboid 
rock sample subjected to true-triaxial stress conditions to create and propagate a hydraulic fracture 
perpendicular to the applied minimum principal stress. Afterward, the fractured rock block was 
heated to ~100 °C, and then several cold injection/shut-in cycles using iced water as injection fluid 
were carried out to examine the cooling effect on fracture reopening and closure. Concurrently, 
pressure and temperature data within the wellbore were monitored during injection and shut-in 
phases of an injection-shut-in cycle to determine the minimum principal stress. In this paper, we 
present the results of two laboratory microfrac experiments on a sandstone block and a granite 
block, mainly to investigate the effect of cooling on fracture reopening and closure due to cold 
fluid injection in hot stressed fracture, as well as its impact on the determination of the minimum 
principal stress. 
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2. Experimental Methods 
2.1 Sample Preparation 

Rock properties such as permeability and mechanical properties can affect fluid flow or the leakoff 
of fluid from a hydraulic fracture, as well as the way the fracture closes. In this experimental study, 
we presented two laboratory minifrac or DFIT experiments on two types of rocks: Scioto 
Sandstone (Figure 1(a)) and Sierra White Granite (Figure 1(b)). Scioto Sandstone is relatively 
highly permeable (100-400 micro-Darcy) and has relatively low strength (16,212 psi), while Sierra 
White granite is very strong (29,732 psi uniaxial compressive strength) with extremely low 
permeability (0.5-1 micro-Darcy). More relevant geomechanical properties of the rocks can be 
found in our previous works (Ye & Ghassemi, 2018; Hu & Ghassemi, 2020; Ye & Ghassemi, 
2023b). 

The samples were prepared as cuboid blocks (see Figure 1), each measuring 13×13×13 inches. An 
injection wellbore was drilled in the center of each block sample from one side surface, which is 
perpendicular to the direction of the applied minimum principal stress. The injection wellbore had 
a diameter of 1 inch and a depth of ~7 inches. High-strength epoxy was poured into the injection 
wellbore to seal the annulus between the injection tubing and the wellbore wall, leaving a 0.5-inch-
long open section at the bottom of the wellbore. A circular notch was created in the open wellbore 
section to facilitate fracture initiation perpendicular to the minimum principal stress. Furthermore, 
24 acoustic emission (AE) sensors were installed on the six side surfaces of a rock block to monitor 
AE/seismic activities during injection and shut-in. A high-resolution thermometer was installed 
into the injection wellbore near the fracture to monitor changes in bottom-hole temperature during 
injection and shut-in. Additionally, two additional thermometers attached to two sidewalls of the 
cuboid sample were used to monitor the sample temperature. 

 
Figure 1: Cuboid rock samples for laboratory minifrac/DFIT experiments. (a) Scioto sandstone; (b) Sierra 

White granite.   

2.2 Experimental Procedure 

To conduct the experiments, we utilized our in-house true-triaxial testing system (Figure 2(a)), a 
system designed for hydraulic fracturing tests under true-triaxial stress and high temperature, and 
chemical conditions. For more information about the testing system and general testing procedures 

(b)(a)
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for laboratory hydraulic fracturing experiments, please refer to our previous works (Hu & 
Ghassemi, 2020; Ye & Ghassemi, 2023a).  

Each experiment consisted of two phases: a room temperature phase (Phase 1) and a high 
temperature phase (Phase 2). During Phase 1, the cuboid block was subjected to true-triaxial 
compression (Figure 2(b)) at room temperature. To ensure reliable stress estimation, we controlled 
fluid injection with the assistance of high-quality acoustic emission monitoring, which enabled us 
to create a nearly planar hydraulic fracture perpendicular to the applied minimum principal stress. 
This allowed us to examine and interpret fracture closure pressure under controlled conditions. We 
then carried out a few injection-shut in (or injection/falloff) cycles under room temperature to 
examine fracture reopening and closure and associated stress determination.  

Afterwards, we heated the fractured block to approximately 100°C using a heating unit attached 
to our true-triaxial testing system for Phase 2 injection-shut-in tests at high temperature. With the 
newly developed heating unit (Figure 2(a)), we were able to quickly heat the large-sized block to 
around 100°C in 1-2 days. During each injection-shut-in cycle of Phase 2, we injected iced water 
to reopen the hydraulic fracture created in Phase 1 and then shut in the well. Concurrent monitoring 
of pressure and temperature variations within the wellbore during injection and shut-in allowed us 
to decipher the impact of cooling on fracture reopening and closure, as well as stress determination. 

 
Figure 2: (a) In-house true-triaxial testing system; (b) The controlled true-triaxial stress conditions. 

3. Experimental Results 
3.1 Experiment 1 – Scioto Sandstone 

Experiment 1 was conducted on a cuboid of Scioto Sandstone, a highly permeable rock. True-
triaxial stress conditions were applied, consisting of a minimum principal stress of 1250 psi, an 
intermediate principal stress of 2000 psi, and a maximum principal stress of 3000 psi. During 
Phase 1 of room temperature tests, we injected deionized water to initiate and propagate a hydraulic 
fracture. Due to the high permeability of Scioto Sandstone, a relatively fast rate of 10-40 ml/min 
(or 3.5-14 ×10-4 ft3/min) was applied during injection.  The injection pressure and rate histories of 
the hydraulic fracturing cycle (Cycle 1) and the fracture propagation cycle (Cycle 2) are illustrated 
in Figure 3(a) and Figure 3(b), respectively. During Cycle 1, we increased the injection rate from 

(a) (b)
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10 ml/min to 40 ml/min to create a hydraulic fracture in the Scioto Sandstone block. The 
breakdown pressure was 2754 psi. In Cycle 2, we attempted to extend the fracture even further. 
To describe the fracture, we used fluorescent particles and then split the fracture open after the 
experiment, as shown in Figure 3(c). The overall fracture geometry was mostly planar, especially 
near the wellbore, although there were some non-uniformities away from the wellbore. As a result, 
we expect the normal stress acting on the fracture to be similar to, but slightly greater than, the 
applied minimum principal stress (S3), which was set at 1250 psi. This reference stress will help 
us analyze later injection/falloff cycles and evaluate hydraulic fracturing (HF)-based methods for 
determining stress. 

 
Figure 3: The creation of hydraulic fracture in Experiment 1. (a) Cycle 1; (b) Cycle 2; (c) fracture surface 

illustrated by fluorescent. 

After creating the hydraulic fracture, several injection/falloff cycles were conducted at room 
temperature for stress analysis. During these cycles, we examined fracture reopening pressure, 
ISIP, and fracture closure pressure to estimate stress using various HF-based methods. All 
injection/falloff cycles showed similar features on fracture reopening and closure. Fracture 
reopening pressure (Pr) is typically defined as the pressure at which the wellbore pressurization 
curve deviates from a linear trend, indicating that the hydraulic fracture has been reopened due to 
injection. For the highly permeable Scioto Sandstone, we found that fracture reopening pressure 
determined from all injection/falloff cycles is smaller than the minimum principal stress applied 
(1250 psi). Figure 4(a) and Figure 4(b) showcase the determination of fracture reopening pressure 
in Cycle 2 and Cycle 4, respectively. The fracture reopening pressure is about 100-150 psi less 
than the applied S3. This suggests that the injection fluid penetrated into the fracture before the 
fracture was mechanically reopened. Instantaneous shut-in pressure (ISIP) is another important 
parameter in fracture pressure analysis, providing insight into the excess pressure in the hydraulic 
fracture due to the effect of fluid viscosity and fracture toughness. Several methods have been 
suggested to determine ISIP using pressure transit data during the shut-in phase. In this study, we 
used the 𝑃𝑃𝑤𝑤  𝑣𝑣𝑣𝑣.∆𝑡𝑡  plot for determining ISIP (Gronseth & Kry, 1981). As shown in Figure 4(c) 

Pb = 2754 psi

(a)

(b) (c)
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and Figure 4(d), ISIP provides a good estimate of the minimum principal stress, which is slightly 
larger than S3 in Cycle 2 and Cycle 4. 

 
Figure 4: Determination of fracture reopening pressure and ISIP in Experiment 1. (a) Fracture reopening 

pressure determined in Cycle 2; (b) Fracture reopening pressure determined in Cycle 4; (c) ISIP 
determination in Cycle 2; (d) ISIP determination in Cycle 4. 

Fracture closure pressure (Pc) is the fluid pressure at which the hydraulic fracture closes. It is 
considered to be the best estimate of the minimum principal stress. We analyzed fracture closure 
pressure using both the “tangent” method (Barree et al., 2009) and the “compliance” method 
(McClure et al., 2016).  For the “tangent” method, the departure from a straight line drawn through 
the origin on the semi-log derivative of pressure with respect to G-time (GdP/dG) is used to detect 
fracture closure and determine the fracture closure pressure. On the other hand, in the 
“compliance” method, fracture closure is identified once the magnitude of dP/dG starts to increase 
from its minimum value. Figure 5(a) and Figure 5(b) illustrate the determination of fracture closure 
pressure using the “tangent” method with examples from Cycle 2 and Cycle 4, respectively. Both 
cycles exhibit a “normal” leak-off behavior on GdP/dG plots, starting with a clear linear trend 
during shut-in and followed by a clear deflection after fracture closes. This behavior is consistent 
with the descriptions of Barree et al. (2009) and Craig et al. (2000) regarding a “normal” leak off 
during shut in. It has been observed that the “tangent” method produces good estimates of fracture 
closure pressure that are close to the applied minimum principal stress. This indicates that the 
“tangent” method can provide a reasonable stress estimate for Experiment 1 conducted on highly 
permeable Scioto Sandstone. However, the dP/dG curves of the two cycles tend to monotonically 
decrease with respect to G-time. Therefore, there was no signature that could be used to determine 
fracture closure pressure through the “compliance” method, as shown in Figure 5(c) and Figure 
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5(d). This suggests that the “compliance” method fails in stress determination for highly permeable 
Scioto Sandstone. We noticed a similar issue regarding the absence of a "compliance" signature in 
stress interpretation during DFIT tests on a permeable Crab Orchard sandstone, which was also 
mentioned in our companion paper (Ye & Ghassemi, 2023a). 

 
Figure 5: Determination of fracture closure pressure in Experiment 1. (a) Fracture closure pressure determined 

by the “tangent” method in Cycle 2; (b) Fracture closure pressure determined by the “tangent” method 
in Cycle 4; (c) and (d) show no compliance signature due to a monotonic decrease on dP/dG plot. 

After conducting Phase 1 tests at room temperature, we proceeded to heat the Scioto Sandstone 
block using our newly developed heating unit, which is attached to our true-triaxial frame. With 
this advanced heating unit, we were able to rapidly heat the large sandstone block to approximately 
100°C in a few days. Subsequently, we injected iced water into the hot and stressed block to reopen 
the hydraulic fracture created in Phase 1 and then shut in. The wellbore temperature and pressure 
were recorded concurrently during the several injection-shut in cycles to evaluate the impact of 
cooling on fracture reopening and closure. Figure 6 shows the wellbore pressure and temperature 
measurements during the nine injection-shut in cycles, clearly demonstrating the cooling due to 
cold water injection and the recovery/heating during the shut in. For the injection-shut in cycles, 
we analyzed the fracture reopening pressure, ISIP, and fracture closure pressure based on the 
similar procedure used in Phase 1 tests. Additionally, we calculated the heat loss (𝑄𝑄ℎ = 𝑚𝑚𝑐𝑐𝑝𝑝∆𝑇𝑇) 
due to cold fluid injection and correlated it with the pressure indexes used for stress determination. 
The results of the nine cycles of cold fluid injection and shut in are listed in Table 1. In general, 
we observed that the fracture reopening pressure, ISIP, and fracture closure pressure determined 
in Phase 2 tend to be smaller than that measured in Phase 1. This reduction is attributed to the 
cooling effect due to cold fluid injection into a hot-stressed fracture.  
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Figure 6: Wellbore pressure (blue) and temperature (dark red) measurements of the injection/falloff tests in 

Phase 2. The arrow shows the decrease of peak injection pressure during the multi-cycle cold injection. 

Table 1: The results of injection/falloff cycles in Phase 2 of Experiment 1.  

Cycle # Injection rate, 
ml/min 

Peak pressure, 
psi 

Reopening 
pressure, psi 

ISIP, 
psi 

Closure pressure, psi 
Cumulative heat 

loss, J Tangent 
method 

Compliance 
method 

1 

40 

1700 1010 1130 1130 / 2040 

2 1661 992 1026 1135 / 2597 

3 1629 937 1005 1107 / 3049 

4 1600 882 978 1079 / 3443 

5 1581 804 945 1044 / 3733 

6 1586 795 911 1020 / 4112 

7 1565 723 895 994 / 4477 

8 1552 741 888 989 / 4812 

9 1542 763 859 970 / 5055 
“/” indicates the lack of a signature for stress determination through the “compliance” method. 

The process of injecting cold fluid into a hot and stressed fracture can cause a cooling effect that 
leads to thermal contraction in the surrounding rocks, particularly near the fracture. This thermal 
contraction decreases the normal stress acting on the fracture, making it more likely to reopen 
under lower injection pressures.  Figure 7(a) and Figure 7(b) illustrate that both the peak injection 
pressure and the fracture reopening pressure decreased as the cumulative heat loss increased. 

 
Figure 7: (a) peak injection pressure vs. cumulative heat loss; (b) fracture reopening pressure vs. cumulative 

heat loss. 
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The introduction of cold water causes a rapid decrease in temperature in the rocks, which generates 
thermal stress gradients and reduces the magnitude of compressive stress on the fracture. This 
decrease in compressive stress weakens the opposing forces that previously held the fractures 
closed, resulting in a decrease in ISIP and fracture closure pressure, as illustrated in Figure 8(a) 
and Figure 8(b). 

 
Figure 8: (a) ISIP vs. cumulative heat loss; (b) fracture closure pressure vs. cumulative heat loss. 

Moreover, it is evident from Figure 7 and Figure 8 that the decrease trend of peak injection 
pressure, reopening pressure, ISIP, or closure pressure with respect to the cumulative heat loss 
during the multi-cycle cold fluid injection can be effectively characterized using a power law 
relationship. 

3.2 Experiment 2 – Sierra White Granite 

In Experiment 2, we employed a similar experimental procedure to conduct laboratory minifrac 
tests on a block of Sierra White Granite, which has ultra-low permeability. The applied true-triaxial 
stresses consist of a minimum principal stress of 1250 psi, an intermediate principal stress of 2000 
psi, and a maximum principal stress of 3000 psi. In Phase 1 at room temperature, we performed a 
hydraulic cycle (Cycle 1) followed by two fracture propagation cycles (Cycle 2 and Cycle 3) to 
create and propagate a hydraulic fracture. We used deionized water as the injection fluid, with a 
much smaller injection rate (0.5 to 0.1 ml/min) that was sufficient to initiate a hydraulic fracture 
due to the low permeability of the granite. In comparison to Experiment 1 with sandstone, this 
experiment with granite resulted in a relatively larger hydraulic fracture. Although non-uniform 
fracture topography exists away from the wellbore, the near wellbore region is nearly flat. To 
analyze stress under room temperature conditions, several injection-shut in cycles were conducted. 
Due to the low permeability of granite, the duration of fluid leakoff after shut in was much longer 
than in the sandstone tests. This extended duration allowed for the dissipation of fluid pressure 
near the hydraulic fracture, minimizing its potential impact on fluid leak-off during subsequent 
injection-shut in cycles.  

In Figure 9, stress estimates from different methods for an injection-shut in cycle at room 
temperature are shown. As we observed in Experiment 1 with the sandstone experiment, fracture 
reopening pressure tends to underestimate stress, as shown in Figure 9(a). This suggests that the 
fluid (water in this study) inside the wellbore penetrated into the hydraulic fracture before it was 
mechanically reopened. In our previous study (Ye & Ghassemi, 2023a), we performed comparable 
experiments on a granite block and a sandstone block, utilizing mineral oil as the injection fluid. 
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The results showed that fracture reopening pressure is a reliable indicator of the minimum principal 
stress. This is due to the fact that the high viscosity of the mineral oil prevents it from quickly 
penetrating into the fracture before it is mechanically reopened. This indicates that fracture 
reopening pressure could be impacted by the type/viscosity of the injection fluid. As shown in 
Figure 9(b), ISIP provides a reasonable estimate of the applied minimum principal stress. 
However, the “tangent” method results in a fracture closure pressure estimate that is about 500 psi 
lower than the applied S3 (Figure 9(c)). In the case of this granite experiment, the “compliance” 
method shows a signature for determining fracture closure and provides a more objective 
estimation of the closure pressure, which is still low (Figure 9(d)). The observations regarding 
fracture closure obtained from Experiment 2 of Sierra White Granite, which involved the use of 
water as an injection fluid, are consistent with those of another experiment we conducted on Sierra 
White Granite, wherein we used mineral oil as an injection fluid (Ye & Ghassemi, 2023a). 

 
Figure 9: Stress analysis of an injection-shut in cycle of Experiment 2 at room temperature conditions. (a) 

fracture reopening pressure; (b) ISIP; (c) fracture closure pressure determined by the “tangent” 
method; (d) fracture closure pressure determined by the “compliance” method.  

After conducting room temperature tests in Phase 1, we carried out high temperature tests in Phase 
2 by heating the granite block through an advanced heating device. In less than 3 days, we were 
able to heat the granite block to around 103 °C. We then conducted a series of injection-shut in 
experiments using iced water to examine the cooling effect, as shown in Figure 10. To demonstrate 
the impact of the cooling effect, we used relatively high injection rates (5-15 ml/min) compared to 
the room temperature tests which used an injection rate of 0.5-1 ml/min. Results showed that the 
peak injection pressure at the rollover of the injection pressure curve tended to decrease with 
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continuous cold fluid injection. Furthermore, higher injection rates induced more cooling of the 
well temperature. 

 
Figure 10: The evolution of wellbore pressure (blue), injection rate (gray), wellbore temperature (dark red), 

and block temperature (orange) during the injection-shut in tests in Phase 2 at high temperature 
conditions. The arrow indicates the decrease of peak injection pressure during cold fluid injection. 

Table 2: The results of injection/falloff cycles in Phase 2 of Experiment 2.  

Injection rate, 
ml/min  Cycle # Peak Pressure, 

psi 
Reopen Pressure, 

psi ISIP, psi 
Closure pressure, psi 

Cumulative heat 
loss, J Tangent 

method 
Compliance 

method 

5 

1 1866 1291 1580 1640 / 175 
2 1821 1281 1548 1619 / 282 
3 1661 1237 1367 1400 / 311 
4 1531 1179 1348 1348 / 374 
5 1419 1136 1271 1271 / 414 
6 1300 1107 1121 1121 / 458 
7 1138 1009 1017 1039 / 571 
8 1096 979 989 1019 / 737 

10 9 1122 1024 923 957 / 1195 
10 1067 927 913 948 / 2006 

15 
11 1051 958 789 789 / 2147 
12 969 896 728 758 / 3521 
13 971 884 737 766 / 5333 
14 950 854 735 735 / 5548 

“/” indicates the lack of a signature for stress determination through the “compliance” method. 
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We analyzed the fracture reopening pressure, ISIP, and fracture closure pressure of these injection-
shut in cycles for stress analysis. The results are presented in Table 2, and Figure 11 shows the 
correlations between the cumulative heat loss due to cooling and the pressure indexes (peak 
injection pressure, fracture reopening pressure, ISIP, and fracture closure pressure). It was 
observed that the pressure indexes decreased as the cumulative heat loss increased, which is 
consistent with the findings of Experiment 1 (refer to Figure 7 and Figure 8). Furthermore, a similar 
power-law relationship can be used to effectively demonstrate the relationship between cooling 
effect and a pressure index (fracture reopening pressure, ISIP, or fracture closure pressure). 

 
Figure 11: The relationship between pressure indexes and cumulative heat loss during Phase 2 tests of 

Experiment 2. (a) peak injection pressure vs. cumulative heat loss; (b) fracture reopening pressure vs. 
cumulative heat loss; (c) ISIP vs. cumulative heat loss; (d) fracture closure pressure vs. cumulative heat 
loss. 

4. Discussion 
In both Experiment 1 (high permeable sandstone) and Experiment 2 (ultra-low permeable granite), 
injecting cold fluid into a hot and stressed fracture resulted in lower fracture reopening pressure, 
ISIP, and fracture closure pressure. This indicates that cooling can lead to a lower estimation of 
the minimum principal stress, especially in hot EGS reservoirs. The cooling effect due to injecting 
cold fluid into hot fracture(s) can cause thermal contraction in the surrounding rocks, especially 
near the fracture. This thermal contraction lowers the normal stress acting on the fracture, making 
it easier to reopen under lower injection pressures. Meanwhile, the decrease in normal/compressive 
stress reduces the opposing stress that previously held the fractures closed, leading to a decrease 
in fracture closure pressure. In Experiment 1 conducted on sandstone, we found that the pressure 
indexes (fracture reopening pressure, ISIP, and fracture closure pressure) in all Phase 2 tests at 
high temperature were smaller than those of Phase 1 tests at room temperature, due to the cooling 
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effect. However, in Experiment 2, we observed that the pressure indexes in the early cycles of 
Phase 2 tests were even larger than those of Phase 1 tests at room temperature. We believe this is 
due to significant healing that occurred in the hydraulic fracture that was created in the granite 
block during the heating process, while the healing in the sandstone fracture was not significant. 

5. Conclusions 
In this study, we conducted controlled laboratory minifrac experiments on a high permeable Scioto 
Sandstone and an ultra-low permeable Sierra White Granite, in order to examine the impact of 
cooling effect on fracture reopening and closure and the associated stress determination. Each 
experiment had two phases. In Phase 1, we injected pressurized water to initiate and propagate a 
hydraulic fracture. Then, we conducted several injection-shut in cycles to interpret fracture 
reopening pressure, ISIP, and fracture closure pressure, and compared them with the applied 
minimum principal stress. In Phase 2, we heated the cuboid sample with a hydraulic fracture to 
approximately 100 °C. We then conducted several injection-shut in cycles using iced water as 
injection fluid for stress analysis. We concurrently measured wellbore pressure and temperature to 
examine the cooling effect due to cold fluid injection. Our results show that pressure indexes used 
for stress determination (fracture reopening pressure, ISIP, and fracture closure pressure) 
decreased due to cold fluid injection. A power-law relationship can be used to describe the 
reduction of a pressure index along with the accumulation of cooling effect/heat loss. The results 
of this experimental study demonstrate that the cooling effect could lead to underestimation of the 
minimum principal stress in high temperature reservoirs, such as EGS. Additionally, we noticed a 
possible healing could occur in granite fracture. 
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ABSTRACT 

Developing power grid stabilizing, zero emissions power production projects is a critical 
component to meeting California’s year 2045 greenhouse gas emissions reduction targets and 
clean power requirements. To meet these Climate Action targets, California will need 2-11 
Gigawatts (GW) of long duration energy storage (LDES) by 2030 and 45-55 GW of LDES by 
2045 (Strategen, 2020). Established oilfields in the San Joaquin Valley, coupled with favorable 
solar irradiance characteristics, offer a transformational opportunity for the oil and gas industry 
that could meet the state’s long duration storage needs through the use of solar geothermal 
methods, integrating Geological/Geo Thermal Energy Storage (GeoTES) practices. Premier 
Resources Management (PRM) is in the permit and design phase of a project which will 
demonstrate that this innovative process, appropriately expanded, can meet the electric power 
production needs for the people of California. 

1. Project Narrative 
PRM’s project, located in the Antelope Hills Field on the West Side of San Joaquin Valley, is 
configured to collect solar heat and store and retrieve that heat into a water-filled reservoir 
(naturally occurring, porous and permeable sandstone, possessing closure to ensure circulating 
fluids remain within the reservoir and to ensure that fluids outside the reservoir do not enter into 
the project system).  The process involves three interacting flow loops: 

1.     Reservoir circulation – requires underground injection control (UIC) permit and 37 wells 

2.     Solar heat collection – 40-50 acres parabolic trough solar field 

3.     Power Generation – 10 MW geothermal power plant 
Reservoir Circulation:  The project will be equipped with multiple producing and injecting wells 
in a “seven-spot” arrangement, along with multiple monitoring wells.  Seven-spots typically 
possess improved reservoir contact and increased lifting capacity where reduced, flow-related 
pressure drop in the reservoir is desired - 37 geothermal wells will be drilled in this phase. 

Solar Heat Collection:  Solar heat will be collected using 40-50 acres of helio-dynamic, parabolic 
trough-style solar concentrators.  Heat will be absorbed into a circulating working fluid, heated to 
roughly 700 degrees Fahrenheit.  As heat is collected, this loop will command the Reservoir 
Circulation loop to provide sufficient fluids to absorb the collected solar heat. 
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Power Generation:  The Reservoir Circulation loop will provide heated fluids sufficient to boil and 
superheat a power-producing working fluid, which will be circulated through a power turbine.  
When power is demanded by the power grid, this loop will command the Reservoir Circulation 
loop to deliver sufficient heat for power production purposes. 

The 10 MW demonstration (Phase I) will consist of seven, 2½ acre seven-spot pattens.  Roughly 
40-50 acres of solar collectors will be installed to support the process heating requirement and a 
10 MW peaking turbine/generator will be installed to generate dispatchable power. Full 
development will be achieved with an expansion to 408 MW – requiring 321 total wells.  

Interconnect for this 10 MW power plant will occur at Pacific Gas & Electric’s (PG&E) Carneras 
Substation, located near PRM’s lease. This substation interconnect study is expected to span 6-12 
months.  

The UIC application for hot water flood in the Kreyenhagen formation was submitted to the 
California Geologic Energy Management Division (CalGEM) in August 2023. 

In early 2023, PRM entered a geothermal partnership with National Renewable Energy 
Laboratory, Lawrence Berkeley National Laboratory, Idaho National Laboratory, and U.S. 
Department of Energy Geothermal Technologies Office to demonstrate the case study for GeoTES 
in California (NREL, 2023). 

 
Figure 1: PRM project plan for GeoTES power plant on the West Side of San Joaquin Valley in Kern County, 
California. The well count includes multiple observation wells in addition to the planned patterns. 
 
2. Methods, Procedure, Process 

Subsurface geologic formations have been characterized through aquifer exemption applications 
with CalGEM. The process of demonstrating GeoTES potential will continue at PRM’s existing 
leases and include simulation validation for solar irradiance on location, concentrated solar power 
(CSP) as a mechanism to heat produced brackish water, and reservoir heating. This demonstration 
project will validate the conversion of traditional oilfields by deploying and combining proven 
technologies in an innovative process. Datasets will be compiled in the geothermal partnership 
between PRM, a private entity, and national laboratories to support technoeconomic viability. 
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Power production is a complex and highly regulated activity, requiring insights into State 
regulatory practices and politics, local and regional power demands, and skill in designing a 
process which will align to these often-conflicting demands.  This design and analysis process is 
a complex integration activity, which, if not performed with all due care, will result in unacceptable 
project economics.  When properly applied, profitable developments can be designed which will 
result in power grid stabilization with zero emissions. Additional benefits include the transition of 
depleted oil reservoirs to GeoTES. 

3. California Regulated Power Grid Conditions 

The power generation and distribution system, i.e., the power grid, for the State of California is 
marginally stable and is being further transformed to a less stable configuration (Figure 2).  These 
changes risk further grid destabilization if several factors are not addressed: 

• State goals for renewable energy supplies will exceed the ability of the power generation 
process, subverting the use of standard base load powerplants, including nuclear power. 

• Overwhelming application of photovoltaic power plants for the supply of renewable power 
interferes with standard network stabilization practices.  Further, State commitment to the 
use of lithium batteries for power storage is vulnerable to supply shock; when the ability 
to produce the quantity of batteries is grossly exceeded by electricity storage demands (Von 
Kaenel, 2022).  

• State goals to redistribute wealth through fixed rates, as proposed to the California Public 
Utility Commission (CPUC), subvert the production/distribution processes to the detriment 
of the rate payers. This violates Public Utility Code (Nikolewski, 2023). 

• Misrepresentation of the cost of renewable energy deceives ratepayers.  The term 
“levelized cost of storage” (LCOS) grossly perverts the true cost of power when it is being 
used. The hidden costs of fossil-fired peaking power plants are placed place on the backs 
of ratepayers, so as to justify the reasonableness of conversion to renewable energy 
supplies (e.g., LCOS of lithium battery storage is ~$0.05/kW-hr while actual use-based 
power dissipated is more in the range of $0.20/kW-hr) (Lazard, 2020).  

• State phase out of the fossil oil production industry in California forces conversion to 
electric power despite the economic cost. This will increase electric power demands in the 
State by an estimated 100% by 2045 while greatly increasing the State’s sale price of utility 
power, already one of the highest costs in the nation (Pressler, 2023). 

Solar renewable powerplants are fundamentally unavailable during the nighttime and seasonal 
weather events. Solving this problem requires cost-effective storage of clean energy which may 
be dispatched when other renewable power supplies are insufficient (Strategen, 2020). Several 
technologies attempt to address power supply intermittency through the use of various storage 
methods: electric batteries, pumped water storage hydropower, expanding compressed air power 
production, falling mass power generation, etc.  In each of these concepts, the cost of the storage 
system becomes uneconomic or fails to meet multi-day demand events.   

Moreover, an oversupply of photovoltaic power during high-irradiance daytime periods have 
caused spot-power pricing to become negative, making the future supply of additional power a 
necessity to be produced during periods of low or zero irradiance (i.e., during cloudy and non-
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daylight periods) if commercially economic power production is a goal of investment capital for 
renewable power production. 

4. California Power Generation 
Figure 2 demonstrates the relative contribution that renewable energy contributes to the State’s 
daily power supply.  As noted, there are periods of the day where renewable power generation 
currently exceeds power demands, which negatively impacts methods typically used to create a 
stable power grid and thereby requiring renewably-generated power be pushed out of the State for 
use elsewhere.  

 
Figure 2: California Independent System Operator (CAISO) “Duck Curve” net power requirements. Large 
change causes system instability. 

5. California Power Pricing 
Figure 3 shows California Independent System Operator (CAISO, 2023) energy sales price data 
(by the minute) for calendar year 2022. The data show that from ~0700 to ~1700 hours average 
energy prices are ~$3/MW-hr (solid line). This chart also shows the impact of excess power 
generation, whereby there is a statistical likelihood that power prices will be negative during this 
period (lower dashed line).  To further confirm the situation, CAISO has curtailed ~2 million MW-
hr of energy production capacity in 2022 (CAISO, 2022).   The upper dashed line shows the two-
sigma variability band in the spot market. Any project which attempts to produce power in the 
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State of California must reflect these pricing conditions for profitable investment.  The PRM 
project will be so configured, as shown below, in Figure 3. 

 
Figure 3: California daily pricing statistics for CAISO, 2022. 

 

6. GeoTES for Clean Power 

California has a stated goal of adding one gigawatt of geothermal power by 2025 (Richter, 2021).  
There are several geothermal energy system processes, both natural and solar, which are 
considered for production of low-emission power production, and which might be of consideration 
to meet the State’s needs. 

GeoTES offers the use of the collection of solar heat and its introduction into porous, permeable 
rock, for the purposes of that heat’s reuse.  This geothermal concept has been studied by at least 
two research groups, and has been presented both in patent form (Meksvanh et al., 2009) and in 
technical presentation form (Sharan et al., 2020). A technical review of this prior work is left to 
the reader.   

In summary, the amount of energy which may be stored is immense.  By example, the daily amount 
of electrical energy used in the USA is roughly 40,000 GW-hr (EIA, 2023).  To compare this stored 
energy to that which may be stored using lithium batteries currently in service, said chemical 
batteries can store mere seconds of the country’s power needs.  The amount of energy which is 
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storable through introduction of heated fluids into a porous, permeable reservoir of small size (one 
square mile by 300 feet), is proximate to this USA daily energy usage.  Within the realm of 
California reservoirs which can be used to store heat, there exists thousands of square miles and 
thousands of vertical feet which could be used to store many times the USA daily energy usage or 
be used to support power demands when renewable power plants cannot operate.  Unlike fractured, 
hot dry rock, the rate of heat transfer, both in storage and in recovery, has no practical limit.  

Since there must be the presence of a permeable, porous, bounded reservoir which can be used for 
this new purpose, solar geothermal, and its potential for unlimited power generation, offers a 
transformational opportunity for the legacy petroleum business and its depleted oilfields. 

7. GeoTES Demonstration in California 

PRM currently possesses development rights to a defined porous, permeable reservoir located on 
the western edge of the southern San Joaquin Valley of California. The planned seven-spot pattern 
for this GeoTES demonstration is shown in Figure 4. 

 

 
Figure 4: Planned Seven-Spot Project. 
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PRM plans to construct a geothermal power plant using CSP parabolic troughs to harvest the sun’s 
renewable energy for charging a subsurface reservoir with thermal energy (Solar Spaces, 2018), 
thereby providing power when the CAISO price demands that power. This allows the project to 
generate economically-positive cash flows in today’s market.  This project is configured to provide 
10 MW of electric power produced for five to eight hours, nightly.  In so doing, the heat stored in 
the reservoir will remain routinely available for such generation purposes.  However, the project 
configuration will also allow the plant to provide continuous power for up to 42 days (over 1,000 
hours), should seasonal conditions dictate the need for this form of “base load” power.  In such an 
operation, the energy stored in the reservoir will be exhausted at the end of the draw period and 
will require months of energy recharge to allow renewed efficient power production. The plan for 
this project will be to operate with zero regulated substance emission. 

 
Figure 5: Artist Rendition of PRM GeoTES Project Process. 
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8. Solar Variation 

An economic project must be configured to recover solar heat when it is available, as shown by 
the 20-year solar irradiance data, Figure 5. This chart clearly demonstrates that solar irradiance is 
highly variable. Design of any heat absorbing process is complex, requiring sophisticated process 
management equipment and practices for the purpose. 

 
Figure 6: Historical solar irradiance for the area proximal to the proposed project. Data compiled from NREL 

National Solar Radiation Database, specific to PRM’s demonstration site. 

 

9. Project Integration Processes 

GeoTES projects are complex, requiring clear understandings of local irradiance, reservoir 
description for knowledge of heat storage, and fluid circulation capacity. The process must also 
conform to market conditions associated with regional power demands for successful economic 
results.  We believe this integration is achievable and have confirmed these practices can be 
employed by using proprietary simulation tools.  PRM will demonstrate these competencies at 
their Antelope Hills Field.  However, for widescale application by others with convertible oilfields 
and power utilities wishing to use this solution method, the following list of industrial method 
studies and resultant tools will be required: 
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• Definition of wellbore configurations for the purposes presented herein 
• Optimization of solar heat absorbing equipment for application in variant terrain service 
• Reservoir definition for circulation capacity and energy storage 
• Integrated modeling processes for heat absorption and recovery 
• Powerplant integration into power grid demand structures 
• Parametric capital plant models to facilitate process framing 
• Process control methods to optimize plant economic return 

 
10. Summary 

PRM is in the permitting and design phases to construct this GeoTES project in the San Joaquin 
Valley of California.  The project will be configured to collect and store solar heat (in an oil 
reservoir) for reuse in the production of electric power.  This plant will be designed to operate in 
conformance with power grid demands, as induced by favorable power prices.  Proprietary energy 
modeling software estimates a heating time to efficiently generate electric power of approximately 
18 months. Further study and tool development in the integration of reservoir and economic 
conditions will be a requirement to extend this project’s expected performance to other oilfields. 
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ABSTRACT 

Cement endurance is crucial for high-temperature reservoir thermal energy storage applications. 
Cyclic pressure and temperature fluctuations during injection and production processes can lead 
to the degradation of cement strength and induce plastic deformation. In this study, we assess the 
mechanical properties of cement with the formulation of 60% Class G cement and 40% silica flour. 
These cements were cured at 50 °C but subjected to temperature cycling between 50 °C and 200 
°C. We collected data on the mechanical strength, Young's modulus, Poisson's ratio, and plasticity 
of the cement by measuring its stress-strain curves under high-pressure and high-temperature 
conditions, specifically up to 20 MPa and 180 °C. The findings revealed that the cement exhibits 
higher plasticity under high pressure and high temperature conditions. After two months thermal 
cycling in the oven under dry conditions, the cement experienced strength degradation, 
manifesting as a reduced yield strength and lower Young's modulus. The thermal cycling also led 
the cement to behave more elastically than plastically. By employing a thermoporoelastic model 
and performing an operational safety analysis, it became evident that a reduced Young's modulus 
resulted in safer well conditions, with a reduced likelihood of shear failure, tensile cracks, and 
debonding. Although thermal cycling was initially suspected to induce plastic deformation in the 
cement, our initial thermoplastic analysis with the Abaqus software indicated that such 
deformation is unlikely to cause debonding between the cement and casing. 

1. Introduction 
To counteract global climate change, we're shifting away from conventional fossil fuels and 
embracing renewable energy. We are also looking to utilize subterranean spaces such as boreholes, 
salt caverns, porous structures, aquifers, pits, etc., for carbon capture, hydrogen storage, and 
thermal storage. Underground thermal energy storage is a process in which heat or cold is stored 
within appropriate geological structures for seasonal, weekly, or even daily usage. For example, 
heat gathered from solar panels during warmer seasons can be injected into the subsurface and 
then extracted to mitigate power shortages during cooler seasons.  
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For geological thermal storage to be both practical and sustainable, numerous technical challenges 
need addressing, one of them being the integrity of wellbore cement. For a thermal storage well, 
key areas of concern include the long-term thermal stability of the cement system, its thermal 
insulation capabilities, and its mechanical safety during the heat injection and extraction cycles. 

When a wellbore is in use, the fluid flow in and out results in pressure and temperature fluctuations 
across the entire wellbore structure. While most studies on traditional oil and gas wells have 
centered on pressure changes, recent research shows that temperature fluctuations could have a 
more significant impact on cement damage (Andrade et al., 2015; Meng et al., 2021a; Niu et al., 
2022; Zhang et al., 2022). For thermal storage wells, temperature perturbations are more frequent 
and pronounced than in traditional wells. Post thermal cycling, the cement is more prone to plastic 
deformation compared to the steel casing. Both the casing and cement expand during heating, but 
if the cement surpasses its elastic-plastic limit while the casing remains within the elastic range, 
the cement deformation will not fully recover during cooling. This discrepancy reduces the 
compressive stress at the cement-casing interface with each cycle and could potentially lead to 
debonding after many cycles (Meng et al., 2021b; 2022). Moreover, studies have reported that 
thermal cycling could cause the cement's mechanical degradation (Bauer et al., 2020; Zeng et al., 
2022), and its impact on well integrity is yet to be fully understood. 

In this paper, we measured the mechanical properties of cement before and after thermal cycling 
under high pressure and temperature conditions. We then integrated this data with an analytical 
thermoporoelastic analysis and a preliminary numerical thermoporoplastic analysis. Our current 
findings indicate that mechanical degradation could have both advantageous and disadvantageous 
effects on well integrity. According to our initial thermoplastic analysis, cement plastic 
deformation does not pose an issue. 

2. Methods 
2.1 Experiments 

In our experiments, we used a mixture of 60% Class G cement and 40% silica flour, maintaining 
a water-to-cement ratio of 0.4. We prepared the cement slurry in accordance with API standards 
and cured the cement in a dry oven at 50 °C. We subjected the cement samples to different pressure 
and temperature conditions and varied curing durations. Some of these specimens underwent 
thermal cycling between 50 °C and 200 °C over a period of 2 months. The comprehensive 
experimental scheme is outlined in Table 1. 

Table 1 Experimental matrix 

Specimens Curing Conditions Testing Conditions 
1 2 days, 50 °C 50 °C, no confining pressure 
2 2 days, 50 °C 100 °C, no confining pressure 
3 7 days, 50 °C 50 °C, no confining pressure 
4 7 days, 50 °C 100 °C, no confining pressure 
5 7 days, 50 °C 180 °C, no confining pressure 
6 7 days, 50 °C 180 °C, 20 MPa confining pressure 
7 7 days, 50 °C, and then 2 months thermal cycling 180 °C, no confining pressure 
8 7 days, 50 °C, and then 2 months thermal cycling 180 °C, no confining pressure 
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We utilized our high-temperature and high-pressure triaxial compression equipment (Figure 1) to 
measure the stress-strain curve of the cement. The equipment can withstand temperatures up to 
200 °C and provides a confining pressure range from 0 to 70 MPa. The load capacity of the 
equipment is 1000 kN. Throughout the compression test, we maintained the strain rate at 
approximately 10-6 /s. 

 
Figure 1: Triaxial compression equipment 

2.2 Modeling 

2.2.1 Thermoporoelastic Analytical Modeling 

We have established a fully coupled thermoporoelastic model to assess the safe operating envelope 
of the wellbore (Meng et al., 2021). This model views both cement and rock as poroelastic 
materials and is capable to analyze the impact of induced pore pressure on cement failure, as well 
as the effects of the wellbore heating and pressurization rates. The general equations for the model 
are as follows, which includes constitutive equation, momentum equilibrium equation, fluid mass 
equilibrium equation, thermal equilibrium equation, and heat diffusion equation. 

⎩
⎪
⎪
⎨

⎪
⎪
⎧∆𝜎𝜎𝑖𝑖𝑖𝑖 = 2𝐺𝐺 �∆𝜀𝜀𝑖𝑖𝑖𝑖 + 𝑣𝑣

1−2𝑣𝑣
∆𝜀𝜀𝑣𝑣𝛿𝛿𝑖𝑖𝑖𝑖� − 𝛼𝛼∆𝑝𝑝𝛿𝛿𝑖𝑖𝑖𝑖 − 𝜔𝜔𝑑𝑑∆𝑇𝑇𝛿𝛿𝑖𝑖𝑖𝑖

𝜕𝜕𝜎𝜎𝑟𝑟
𝜕𝜕𝜕𝜕

+ 𝜎𝜎𝑟𝑟−𝜎𝜎𝜃𝜃
𝜕𝜕

= 0
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ ∇𝑞𝑞𝑓𝑓 = 0

∆𝑇𝑇 𝜕𝜕𝑠𝑠ℎ
𝜕𝜕𝜕𝜕

+ ∇𝑞𝑞ℎ = 0
𝑞𝑞ℎ = −𝑘𝑘 𝑇𝑇∇(∆𝑇𝑇)

             (1) 

The detailed derivation of these equations and an explanation of the specific variables can be found 
in our prior publications (Meng et al., 2021). We highly recommend referring to these works for a 
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comprehensive understanding of the thermoporoelastic model and its implications in wellbore 
safety. 

2.2.2 Thermoporoplastic Numerical Modeling 

We constructed the thermoporoplastic numerical model using Abaqus, taking inspiration from the 
work of Zhang et al. (2020, 2022). We defined the interfaces between cement-casing and cement-
formation as contact surfaces with cohesive behavior. To outline the initiation of debonding 
fracture, we applied a quadratic traction-separation law, and a linear softening traction-separation 
law was used to dictate the evolution of the debonding fracture aperture (SIMULIA, 2017). 

Using the Galerkin Method approximation, we calculated the displacement (u), pore pressure (p), 
and temperature (T). To characterize the plastic deformation of cement, we employed the Drucker-
Prager failure criterion. This comprehensive modeling allows us to simulate and analyze the 
performance and integrity of cement during thermal cycling, vital for subsurface thermal storage 
applications. 

3. Results 
3.1 Experimental Results 

The stress-strain curves are illustrated in Figures 2 through 9, and a summary of the results is 
provided in Table 2. It's worth noting that cement specimens with identical formulations and under 
the same treatment conditions can exhibit considerable variance in mechanical measurements. For 
instance, specimens No.7 and No.8 have markedly different compressive strengths despite being 
processed in the same manner. Nonetheless, we can still derive multiple significant findings from 
these measurements. 

Comparatively, the 7-day cured cements generally demonstrate higher strength than the 2-day 
cured specimens, as the cement continues to hydrate, and the strength continues to develop after 2 
days. With the same hydration conditions, cement strength increases as the testing temperature 
rises. For example, the strengths of cement tested under 50 °C, 100 °C, and 180 °C are 22 MPa, 
21 MPa, and 44.6 MPa, respectively. The elastic-plastic critical point escalates from 10 MPa to 13 
MPa and then to 20 MPa, suggesting that cement behaves more elastically at higher temperatures. 

However, the water content within the cement could also influence our measurements. After being 
cured for 7 days at 50 °C, there should still be some water content within the cement. When we 
elevate the temperature to above 100 °C during the compression tests, the residual water content 
rapidly evaporates, leading to the cement drying out more completely. We observed water droplets 
at the end of our pore pressure lines, which likely evaporated inside the cement and condensed 
back into water through our unheated pore pressure lines. 

Cement exhibits stronger plasticity at higher temperatures (Test 3, 4, and 5), and the combined 
high pressure and high temperature (Test 6) makes cement more plastic than high temperature 
alone (Test 5). After 2 months of thermal cycling, we observed mechanical degradation (Test 5 vs 
Test 7, 8). The strength decreased from 44.6 MPa to 30-40.9 MPa, and the elastic modulus reduced 
from 16.6 GPa to 5.2-12.4 GPa. The cement appears more brittle after thermal cycling, with the 
elastic-plastic critical point increasing from 20 MPa to over 26.6 MPa. 
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Table 2 Experimental results 

Specimens/Tests Strength (MPa) Elastic-plastic critical 
point (MPa) 

Elastic modulus (GPa) Poisson’s ratio 

1 13.4 7.3 7.4 0.1 
2 20 No clear limit 14 0.2 
3 22 10 9.5 0.02 
4 21 13 6.3 0.01 
5 44.6 20 16.6 0.22 
6 55.7 10 31.52 0.03 
7 40.9 26.6 12.4 0.09 
8 30 No clear limit 5.2 0.09 

 

 
Figure 2: Uniaxial compression test under 50 °C for cement after 2 days curing 

 

 
Figure 3: Uniaxial compression test under 100 °C for cement after 2 days curing 
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Figure 4: Uniaxial compression test under 50 °C for cement after 7 days curing 

 
Figure 5: Uniaxial compression test under 100 °C for cement after 7 days curing 

 
Figure 6: Uniaxial compression test under 180 °C for cement after curing for 7 days 
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(a) Deviator stress versus strain 

 
(b) Axial stress versus axial strain 

Figure 7: Triaxial compression test under 180 °C and 20 MPa for cement after curing for 7 days 

 
Figure 8: Uniaxial compression test under 180 °C for cement after 2 months thermal shock 
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Figure 9: Second uniaxial compression test under 180 °C for cement after 2 months thermal shock 

3.1 Analytical Modeling Results 

Utilizing the thermoporoelastic model, we analyzed the impact of the elastic modulus and cohesion 
on the safe operating envelope of cement downhole. Three types of failure were taken into account 
in the analysis. As illustrated in Figures 10 through 12, the well becomes safer with a reduced 
elastic modulus and increased cohesion. In our experiments, we observed that thermal cycling 
diminishes both the strength and elastic modulus of the cement. Cement strength is associated with 
cohesion and the internal friction angle. However, from our existing experimental data, we couldn't 
determine the cohesion due to the lack of measurements under varying confining stress. 
Regardless, the elastic modulus appears to have a more substantial impact on cement failures than 
cohesion. This suggests that the mechanical degradation of cement due to thermal cycling might 
not necessarily be detrimental to cement integrity. 

 
Figure 10: Safe operating envelope for different elastic modulus 
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Figure 11: Safe operating envelope for different cohesion 

3.3 Numerical Modeling Results 

Three cycles of thermal cycling were implemented in the wellbore, varying from 45 °C to 200 °C. 
Figure 12 and 13 illustrates the temperature profile of the wellbore, as well as the temperature 
gradient at the cement-casing interface. Employing the most pronounced plastic deformation data 
obtained from our experiment (Test 6), we discovered that there was no plastic strain during 
thermal cycling (Figure 14). Furthermore, the resulting interface stress remained steady under the 
same temperature conditions post thermal cycling (Figure 15). 

 
Figure 12: Temperature profile of the numerical model 
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Figure 13: Temperature profile at the cement-casing interface 

 
Figure 14: Plastic strain in the cement annulus 
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Figure 15: Interface stress for different thermal cycles 

4. Conclusions 
Our study involved subjecting cement to thermal cycling and measuring their mechanical 
properties through triaxial compression tests under high pressure and high temperature. The 
insights gleaned from the experimental results and modeling analysis are summarized as follows: 

1. Thermal cycling results in mechanical degradation of cement. As per our current findings, we 
observed a reduction in strength from 44.6 MPa to a range of 30-40.9 MPa, and a decrease in 
elastic modulus from 16.6 GPa to a range of 5.2-12.4 GPa. 

2. The decrease in elastic modulus contributes to the safety of the cement, while the reduction in 
strength, leading to smaller cohesion, adversely affects its safety. The modeling analysis suggests 
that the impact of elastic modulus on cement failure is more significant than cohesion. Thus, 
mechanical degradation of cement, considering both effects, might not necessarily be detrimental 
to cement integrity. 

3. Our preliminary numerical analysis indicates that plastic deformation of cement does not occur 
during thermal cycling. More comprehensive analysis will be carried out in future studies. 
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ABSTRACT  

The Synthetic Geothermal Reservoir (“SGR”) is a reservoir thermal energy storage (RTES) 
technology targeting the optimization of thermal energy storage in any permeable sedimentary 
formation, regardless of the initial temperature of the formation. This can be valuable to convert 
the growing amount of excess grid power (primarily from wind and solar) and/or solar thermal 
collectors into a fully dispatchable 24/7 geothermal resource that can be used for power generation 
or process heating and cooling. Here, we perform numerical models of the SGR using different 
wellbore configurations and production/injection schedules to identify and optimize thermal and 
economic performance. The numerical model is built with an idealized reservoir with the same 
properties as past work for direct comparison. These reservoir models include common traits of a 
permeable and porous reservoir delimited by a fluid impermeable boundary rock as a caprock and 
bedrock. We present results for a configuration of vertical wells (5-spot) designed following 
previous work, which was used to evaluate well distance, flow balance, charging/discharging 
schedule, and pressure limits. Then results are presented for drilling and completion configurations 
beyond the 5-spot design and cost evaluated to compare the energy cumulated versus development 
cost to determine the most cost-effective design. Results show that energy round trip efficiency 
increases year over year because of a continual warming of the reservoir. Additionally, well 
distance and configuration can have significant impact on the cost effectiveness of a project, and 
these additional evaluations show there may be opportunities to reduce total well counts. 

1. Introduction  
As we seek to develop a low Carbon, low emissions energy ecosystem, energy storage is a key 
component for increasing renewable energy penetration. One such energy storage concept is 
reservoir thermal energy storage (RTES) in which excess energy is stored in the subsurface as 
heat, being injected as hot water, and later produced for electricity generation. Storing hot water is 
not new; the unique characteristic here is its application to sedimentary basins with formations that 
are water saturated and exhibit high porosity and high permeability, and high temperature water 
storage focused on electricity production. For certain reservoirs, calculations suggest that close to 
100% of the stored heat can practically be recovered, and long-term, even seasonal storage is 
possible. Previous work has modeled this concept using traditional vertical wells in a hypothetical 
permeable sandstone reservoir, charged with concentrating solar power and discharged to produce 
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electricity using various types of power generation technology (Wendt et al., 2019; Green et al., 
2021; Panja et al., 2021; Sharan et al., 2021). These previous models kept the 5-spot well pattern 
and similar production/injection schedules and varied the pre-production injection time period, 
energy generation buildout (solar thermal generation), and with the energy buildout, varied the 
cost per installed MW (Wendt et al., 2019). Iterative improvements have been completed 
examining the impact of the quality of the reservoir on the development potential (Panja et al., 
2021). These previous works developed a baseline understanding of the potential of RTES systems 
including suggesting potential thermal energy recovery efficiency of 80 – 97% (Panja et al., 2021; 
Sharan et al., 2021) and levelized cost of electricity (LCOE) potential costs of $0.13 – 0.17 
USD/kWh, which is cost competitive with other thermal energy storage technologies such as 
molten salt (Wendt et al., 2019; Sharan et al., 2021). These values provide a reference point for 
RTES system development. 

These previous works identified several key uncertainties within the numerical modeling efforts 
that would be examined in future, ongoing studies. Some of these identified uncertainties include 
reservoir heterogeneity, different reservoir types and properties, potential for scaling, 
mineralization, and more generally geochemical reactions, production and injection schedule, and 
well design. Much of the focus on the key uncertainties is related to energy storage and recovery 
efficiency, which indirectly relates to the potential LCOE. Here, we examine uncertainties that 
directly relate to system cost and test various systems to design the Synthetic Geothermal 
Reservoir (SGR). We do this by first building a 3D numerical model to replicate the prior work, 
which is then used to examine different system parameters.  

A synthetic model (five-spot) was built according to the considerations analyzed in the previous 
work. The five-spot pilot model was evaluated considering flow rate and pressure limitations. 
Then, a horizontal well system model was designed with variable horizontal length and wellbore 
diameters with additional flow rate and pressure limitations tested. Following well pair 
optimization, we expanded the five-spot model in a 4x4 and 8x2 5-spot model to evaluate actual 
conditions considering flow rate, fracture pressure, temperature, grid size, and a charging and 
discharging schedule. A reservoir simulation model using a thermal simulator was built to evaluate 
energy storage performance. From the final system design, a techno-economic evaluation was 
performed based on estimated well costs and power production, following the input values from 
the previous studies. 

2 Wellbore Configuration 
According to Ekasari and Marbun (2015), The lifetime of a geothermal well can be prolonged 
significantly by performing robust well casing design, with particular attention paid to selecting 
the appropriate production casing since that will be the only casing in constant contact with the 
extracted geothermal fluid (Figure 1). The typical geothermal wellbore design was used for these 
studies because this is known to withstand the potential operating conditions of a geothermal 
system and is relatively easy to source because it is common casing sizes and materials. There may 
be potential to design the production and injection wells differently, but here we assume all wells 
are the same design for simplicity. Unique production / injection well design may be one 
opportunity for further cost reductions. 
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Figure 1. Typical geothermal wellbore configuration (Ekasari, 2015) 

3. Geologic Reservoir Design 

Current RTES models examined deployment in high permeability (~100 md) and high porosity 
(12 – 25 %) rock. This type of reservoir is often abundant in sedimentary basins and is therefore 
not a major limitation of the technology. Saline aquifers can provide an excellent location to utilize 
SGR technology since these are highly permeable and porous zones with a source of fluid that 
does not directly compete with potable water. To maintain energy storage, the optimal depth for 
the reservoir is about 900-1500 m deep and about 100 m thick, based on previous studies (Wendt 
et al., 2019; Panja et al., 2021; Sharan et al., 2021). Sedimentary basins with aquifers co-located 
with high wind or solar resource are ideal potential locations because there is a significant 
renewable energy source that likely would benefit from energy storage. 

Geologic formations naturally have variations throughout a sequence as different depositional 
environments influence the rock properties. While an aquifer is dominantly comprised of a porous 
sandstone, it is possible to have some variation in the sand content or even some small interbedded 
layers of a different type of rock. To model a reservoir more accurately than simply an extremely 
homogeneous section of rock, it is important to consider these interbedded layers and variations 
that could influence the reservoir characteristics. Later, we examine the impact of interbedded 
shale layers within a target sandstone reservoir.  

3.1 Data Gathering  

The conceptual reservoir model was built considering a similar reservoir to previous studies with 
a horizontal permeability of 100 mD, vertical permeability of 10 mD, thickness of 100 m, and 
porosity of 0.15. The initial reservoir temperature is 50 °C. According to the literature review, the 
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thermal source temperature is 250 °C, and the injection pressure is forced to be less than the 
fracture pressure to avoid reservoir fracturing. Table 1 shows a summary of the reservoir 
properties. Caprock and bedrock properties were set to be a seal with different thermal conductivity 
and rock-specific heat properties. 

Table 1 Reservoir Properties 

Reservoir Thickness 
Parameter Value Unit 
Thickness 100 m 

Permeability - horizontal 1.00E-13 m2 
Permeability - vertical 1.00E-14 m2 

Porosity 0.15   
Rock density 2000 kg/m3 

Rock specific heat 930 J/kg/K 
Rock volumetric heat 1860000 J/kg/K 
Thermal conductivity 2.5 W/m2-K 

Initial temperature 50 oC 
Temperature gradient 50 oC/Km 

Pressure gradient 9 kPa 
Formation compressibility 0.0000035 psi-1 
Formation compressibility 5.07E-07 kPa-1 

Caprock and bedrock 
Parameter Value Unit 
Thickness 100 m 

Permeability  1.00E-19 m2 
Porosity 0.025   

Rock density 2500 kg/m3 
Rock specific heat 770 J/kg/K 

Thermal conductivity 1.05 W/m2-K 
 

3.2 Setting Initial Conditions.  

The simulation was designed to fully encompass the thermal reservoir to be simulated. A single 
porosity value is used with 15 layers defined (5 caprock / 5 reservoir / 5 bedrock). Each layer is 20 
m thick, and each grid cell is 50x50 m.  Based on the defined lithologies and grid cell sizes, grid 
cell physical properties were defined. Figure 2 shows an example of defining the rock 
compressibility correlation used for this project. Rock compressibility is the measure of the change 
in rock volume with a change in pressure; however, for this project, temperature issues are not 
considered for geomechanical purposes. Fracture Pressure and reservoir pressure are identified 
according to fracture gradient from previous examples. Table 2 shows reservoir and fracture 
pressure calculated according to reservoir gradient (9.8 KPa/m) and fracture gradient (17 KPa/m). 

904



Porlles et al. 

 

 

Figure 2.  Empirical relationship showing rock compressibility by rock type. (Satter and Iqbal, 2016) 

  

Table 2 Reservoir and Fracture Pressure 

Reservoir Pressure 
Depth Pressure Gradient Pressure 

m kPa/m Mpa 
Top 1300 9.8 12.74 

Midpoint 1350 9.8 13.23 
Bottom 1400 9.8 13.72 

Fracture Pressure Depth Pressure Gradient Pressure 
Top 1300 17 22.1 

Midpoint 1350 17 22.95 
Bottom 1400 17 23.8 

 

3.3 Flow Rate Calculation 

Vertical, horizontal, and deviated wells' initial flow rates were calculated analytically and 
numerically. The Darcy equation was used for vertical wells to calculate the flow rate as a function 
of permeability, thickness, viscosity, pressure drop, and formation volumetric factor (FVF) (Table 
3). The range of initial flow rates is predominately a function of thickness for a vertical well (Figure 
3). The initial flow rate for vertical wells used for the simulation was 40 l/s. It is essential to show 
that thickness affects the initial flow rate significantly. There is also a relationship between well 
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diameter and initial flow rate (Figure 4) that is significant to consider. Here, we utilize a well radius 
of 0.35 m, but this must be further modeled, especially when there is discussion of unique 
production and injection well designs. Here, we also used PipesimTM to validate the initial flow 
calculations. This software provides tools to develop a sensitivity analysis and model for different 
wellbore designs (open hole, casing, liner, and gravel packed). The Joshi equation was used for 
horizontal wells to calculate the flow rate in function permeability, thickness, viscosity, pressure 
drop, and FVF (Table 4). Similar to the vertical wells, initial flow rates is a function of thickness 
for horizontal wells. The initial flow rate for horizontal wells used for the simulation was 300 l/s, 
which is significantly greater than that of the vertical well (Figure 5). 

Table 3 Reservoir and Wellbore Properties for vertical wells  

Initial Flow Rate - Radial Flow 
Thickness 100 m 

Reservoir pressure 1757 psi 
Bottom hole pressure 750 psi 

Viscosity 1 cP 
Formation volumetric factor 1.02   

Drainage ratio 500 m 
Skin factor 2   
Well ratio 0.09 m 

Initial Flow Rate 40 l/s 
 

 

Figure 3. Reservoir thickness versus initial flow rate for a vertical well. 
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Figure 4. Well radius versus initial flow rate. 

Table 4 Reservoir and wellbore properties for horizontal wells  

Initial flow rate - Horizontal well 
Horizontal length 500 m 

Drainage area 275 acres 
Half of the longest axis of the drainage area 2041   

Anisotropy relationship  3.2   
Initial Flow rate 73 l/s 

 

 

Figure 5. Reservoir thickness versus initial flow rate for a horizontal well. 
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4. Pilot Model Design  
After collecting reservoir, petrophysical, and initial flow rates, a pilot model was designed 
considering the 5-spot model with one 1 hot well in the middle and 4 cold wells surrounding 
(Figure 6). All wells are dual purpose wells, injection and production. The initial schedule 
performed was six months of charging (energy injection) and six months of discharge (energy 
production). The 5-spot model followed the previous models built (Wendt et al., 2021). The model 
covers a reservoir model grid of 50x50x15 m, including petrophysical and rock thermal properties. 
The wellbore, flow rate, pressure, fluid properties, formation compressibility, and turn on/turn off 
schedule were built into model and recorded. 

 

 

Figure 6. The initial model design, a 5-spot well field. 

Energy accumulation for the hot well was recorded to record the system’s starting round trip 
thermal efficiency (Figure 7). During the charge cycle, energy is stored in the hot well and 
accumulated in the reservoir (green line). During the discharge cycle, the hot well produces energy 
and the total amount of energy produced is recorded (red line). In the meantime, the cold wells 
work as production wells during the charging time and as injection wells during the discharging 
period. System round trip thermal efficiency is the relationship between cumulative energy 
produced versus cumulative energy injected at the hot well. 
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Figure 7. Baseline model round trip energy efficiency at the hot well. 

5. New Reservoir Models  
After successfully modeling the 5-spot design presented by previous work, further scenarios were 
evaluated that expanded the well field including a 4x4 design (16 hot wells) and 8x2 (16 hot wells). 
Additionally, a horizontal well pair design (2 hot wells) and deviated wells (2 hot wells) were 
evaluated. All well field designs followed the same basic parameters for reservoir design and 
production / injection schedule, with the only variation being the wells and well field design.  

5.1 First scenario: 4 x 4 (16 5-spot)  

After modeling the 5-spot pilot design the model was expanded to be 16 5-spot well pads in a 4x4 
pattern (Figure 8). This design provides 16 hot wells, each with 100 m of reservoir thickness (1600 
m of total reservoir contact) and requires 25 cold wells. 

 

Figure 8. 4x4 development design using the vertical well 5-spot model. 
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5.2 Second scenario: 8 x 2 (16 5-spot)  

Similarly, a well field design was testing examining 16 5-spot well clusters in an 8x2 pattern 
(Figure 9). This design still has 16 hot wells (for 1600 m reservoir contact) and now has 27 cold 
wells. 

 

Figure 9. 8x2 development design using the vertical well 5-spot model. 

5.3 Third scenario: Horizontal well (2 hot wells)  

We examined a third scenario, not yet published for RTES, using horizontal wells, with two hot 
wells and two cold wells (Figure 10). Here, the reservoir and production / injection schedules are 
still the same, but the difference is that the wells now have a 800 m horizontal section within the 
100 m reservoir, to have a cumulative 1600 m of reservoir contact, similar to the previous vertical 
wellbore models. 1600 m in total.  

 

Figure 10. 2x2 development design using the horizontal well doublet model. 
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5.4 Fourth scenario: Deviated wells (2 hot wells)  

Similar to the horizontal wells, a deviated well pair was examined as an additional scenario (Figure 
11). Here, in similar fashion, the development design was built to match the 1600 m of reservoir 
contact. This ultimately looked very similar to the horizontal well design but may be a more 
realistic drilling scenario compared to the modeled horizontal wells. 

 

Figure 11. Deviated wellbore designs examined for the well productivity modeling. 

Round trip thermal efficiency was examined for all wellbore scenarios tested, using the energy 
accumulation for one hot well (Figure 12). Table 5 shows a summary of the energy accumulation 
and efficiency. These models suggest thermal efficiency is between 52% to 63%.  

 

Figure 12. Summary of energy accumulation. The greater the distance between the blue and yellow lines, the 
less efficient the well design system. 
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Table 5 Summary energy accumulation  

Models 
Cumulative Energy (J)   

Hot production Hot Injection Efficiency 
4x4 5-spot 1.25E+15 2.40E+15 0.52 
8x2 5-spot 1.20E+15 2.40E+15 0.50 
Horizontal 3.20E+15 5.90E+15 0.54 
Deviated 3.70E+15 5.90E+15 0.63 

 

6. Results  
Figures 13 and 14 show the thermal energy flow rate for different wellbore models for geothermal 
wells. After 5 years we can see that the model of horizontal wells is able to achieve 80% efficiency, 
in comparison to the vertical well (5-spot) models that can store achieve 60% efficiency. This is 
important to describe because the number of wells will affect the feasibility of the project. The 
trend of peak round trip efficiency increase year over year for all of the well design criteria. 

 

Figure 13. Energy flow rate and thermal efficiency for different vertical well field designs. 
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Figure 14. Energy flow rate for horizontal well completion types. 

7. Conclusions  
From this study, a review of existing literature on geothermal energy storage, reservoir numerical 
simulation, and wellbore modeling was presented. The review included field studies, analytical 
models, and case studies. Multiple reservoir numerical models (vertical, horizontal, and deviated) 
were presented, discussed, and compared to store energy in a geothermal reservoir. Multiple 
wellbore models for vertical and horizontal wells in different patterns were analyzed for optimal 
well field design. Energy accumulation, heat extraction, and efficiency were determined as a part 
of this analysis. We calculated reservoir thermal efficiency of 60 – 80%, depending on drilling 
configuration and timeline of project and measurement. A conceptual reservoir geometry was 
generated to answer questions related to injection patterns, reservoir parameters, and reservoir type 
and to contribute additional knowledge about improving the SGR.  An optimal thermal flow rate 
that makes the best energy accumulation was generated, which will vary depending on the specific 
reservoir properties and well design. Here, total heat extraction from horizontal wells is indicated 
as the most thermally efficient production design and similar in value to previous modeling. 
Assuming similar pricing parameters, horizontal drilling and the SGR may be a direct and obvious 
way to produce more cost competitive energy storage. 
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ABSTRACT 

There is growing interest in developing technology to store energy in deep hydraulic fractures, as 
this has the potential to offer numerous benefits over other forms of energy storage.  One key 
advantage is that large amounts of energy can be effectively stored in a relatively small footprint, 
which is particularly important in areas where land is at a premium.  Additionally, subsurface 
energy storage can be more reliable and predictable than other forms of energy storage, as it is less 
subject to weather and other external factors that can affect the performance of above-ground 
systems.  There is also potential for subsurface energy storage to be used in conjunction with hot 
dry rock (HDR) geothermal energy, which could further increase the overall round trip efficiency 
and value of the system. 

To test the proposed storage concept, a deep plugged and abandoned well in South Texas was re-
entered, re-completed and a vertical downward fracture was created.  Multiple test cycles were 
performed that injected fluid into this created fracture and then produced it to the surface under 
pressure.  Power generation was simulated by flowing through the controllable choke and 
measuring pressure drop as well as flow rate and temperature across the choke.  The tests show 
that deep fractures can be used to store and recover energy. 

A mathematical model has been developed for simulating, evaluating, and analyzing subsurface 
mechanical energy storage systems.  Governing physics underlying the simulator include: (1) the 
near-tip behavior of propagating fractures governed by competing dissipative processes and fluid 
balances; (2) interactions with the reservoir; (3) non-isothermal wellbore hydraulics; and (4) 
surface equipment behavior. 

The developed mathematical model was calibrated and validated against real-time data obtained 
during the five weeks of tests with varying duration of injection/production cycles and different 
fluid volumes and pump/flowback rates. 
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One of the main benefits of this novel energy storage technology is that it is scalable now as it 
relies on current, commercially available equipment that can be adapted to a broad range of 
subsurface conditions.  Any intermittent renewable (such as solar and wind farms) can be easily 
paired with this technology to store mechanical energy to be delivered during times when these 
intermittent generators are not producing, making them 24/7 baseload.  Although the best 
utilization for this energy storage is to pair it with wind and solar, it can be paired with any energy 
generation system (nuclear, gas, etc.)  Modeling and simulation are, thus, imperative for 
optimizing system configurations before engineering commercial operations. 

1. Introduction 
Decline in costs of intermittent renewables, such as solar and wind power generation, has led to 
an increased deployment of these energy resources, which in turn has augmented the need for 
energy storage capacity.  Currently pumped hydro energy storage (PHES) accounts for 96% of 
global storage power capacity and is cheap for large-scale energy storage, while batteries are rising 
competitors for short-term storage.  See Figure 1 taken from the IRENA (2017) report on 
projections of storage capacity; see Blakers et al. (2021) for a review on the above topics that also 
discusses off-river pumped hydro systems that reduce environmental costs as PHES is typically 
limited to mountainous areas. 

 
Figure 1: Projections are large for battery energy storage capacity.  In the REmap Doubling case, the share of 

renewable energy (RE) in the global energy system is doubled from 2014 levels, and projections for this 
case are compared to the reference projections. 
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Mechanical energy storage, in the form of pressurizing deep hydraulic fractures as described in 
Section 2, is an emergent alternative to pumped-hydro and battery energy storage for the following 
reasons.  First, mechanical energy storage is not geographically limited to mountainous or near-
river locations as it can be sited essentially anywhere.  Secondly, the pressurized system can 
produce small (1 MW) to large (1 GW) electric power output, whereas PHES usually needs to be 
sized between 100 MW to 3 GW to be economical.  Next, mechanical storage has a small surface 
footprint, which is about four to ten times smaller than PHES, but the energy density (due to 
fracturing at great depth) is ten times greater than PHES.  Moreover, obtaining permits for 
constructing mechanical energy storage facilities is a process that takes much shorter times (a few 
weeks in Texas) in contrast to the decades that hinder the completion of PHES projects.  
Furthermore, mechanical energy storage at scale has a lower Capital Expenditure / Levelized Cost 
of Storage (CAPEX/LCOS) than PHES; compare $2 million per MW to $2.64 million per MW, 
respectively; see NREL (2023).  Lastly, an individual mechanical energy storage system can 
dispatch power at varying rates by changing flow rates, which is a challenge for battery storage 
solutions.   

A field test in South Texas, see Figure 2, has successfully demonstrated managed pressure power, 
defined here as power obtained from an adaptive subsurface pumped storage process that precisely 
controls the pressure in the wellbore/fracture system; the objective is to ascertain the pressure 
environment of the fracture system downhole and to manage the system pressure profile 
accordingly to produce the desired power at surface.  The South Texas demonstration thus 
exhibited the viability of the mechanical energy storage concept as an alternative to (at surface) 
pumped-hydro and battery energy storage.  During the field testing the following were displayed: 
large amounts of energy were stored mechanically by pumping fluid into a single deep vertical 
hydraulic fracture and then the energy was efficiently extracted; the site occupied a small area at 
surface; and development of the site relied on readily available oil and gas technology.  Moreover, 
according to the seismic array installed by the University of Texas at Austin Bureau of Economic 
Geology prior to operations with continuous public recording as part of the TexNet observation 
network, there was no induced seismicity detected during fracturing and subsequent pumping 
operations (http://www.beg.utexas.edu/texnet/catalog/ ; TexNet-CISR (2021-2023)).   

 
Figure 2: Location and pictorial timeline for the Mechanical Energy Storage field test at Starr County, Texas.  

The map shows pumped storage projects with preliminary permits from the Federal Energy Regulatory 
Commission (FERC) as published on May 22, 2023. 

A mathematical model has been developed to simulate and analyze the mechanical energy storage 
system described in Section 2.  The model captures: the deformation and multi-scale nature of 
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fracture propagation; wellbore friction; pressure response due to injection pumping, shut-in, and 
production; and power conversion models.  Section 4 presents the associated governing equations.   

In this paper, the simulator is used to digitally replicate the South Texas field test results.  
Benchmarking shows evidence that the developed model predicts the behavior and outcomes of 
the managed pressure power operations that were performed in the mechanical energy storage 
demonstration in South Texas.  Section 3 presents some of the cycles of energy storage conducted 
at the South Texas site that illustrate the attainment of managed pressure power, and these cycles 
are used for benchmarking in Section 5. 

2. Mechanical Energy Storage System  
The framework of an energy-storage system comprising a single well and a single hydraulic 
fracture is presented in Figure 3.  To exemplify the utility of the system, the injection/production 
timings are chosen as if the system were connected to solar power and operating to help flatten the 
so-called duck curve associated with the penetration of solar power generation; see Denholm et al. 
(2008).  The system, however, can be connected to other intermittent renewables such as wind 
power, or to the utility grid to move energy from time periods when demand is low to those time 
periods when demand peaks.   

 
Figure 3: Framework of a single-well/single-fracture mechanical energy storage system.  Left shows system 

during off-peak hours (on a sunny day) and right shows system during peak-hours (after work/school). 

This system behaves as follows:  during off-peak hours (left of Figure 3), the system is pressurized 
with an electrically driven pump that inflates the fracture with fluid and stores mechanical energy 
through the elastic compression of rock in the deep low-permeability rock reservoir region.  The 
system is, and can be maintained, shut-in when the appropriate pressures are reached.  Then the 
system is partially vented during the subsequent period of peak power demand (right of Figure 3), 
returning the previously stored mechanical energy.  During the production phase of the cycle, this 
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recovered energy is then converted to electrical energy via a hydroturbine.  Similar inflation-
deflation processes are sometimes called huff-and-puff cycles in the oil and gas industry.   

Creating a multi-well system based on this concept enables the engineering and development of a 
high-capacity mechanical energy storage system.  Figure 4 below is a rendering of such a system 
with 20-30 MW power capacity where ten wells are connected at surface and are serviced by 
several injection pumps, turbines, and an adjacent surface water pond.  Distance is scaled to aid 
the visual, but it is worth noting that the surface footprint is still relatively small; a multiple-well 
system with 10 to 20 wells can be constructed from a pad at surface that occupies less than 5 acres 
(excluding water storage). 

Construction of such multi-well systems is currently possible by implementation of multi-well pad 
drilling techniques that have been used in the oil and gas industry for the past 15-20 years for 
unconventional shale development.  The short distance at surface between wells enables movement 
of the entire drill rig from well to well without it being disassembled.  This ‘walking drilling rig’, 
as it is usually called, leads to: (1) having a smaller surface footprint; (2) significant improvements 
in efficiencies and thus reductions in costs; and (3) supply chain advantages. 

 
Figure 4: Rendering of a surface layout of a high-capacity mechanical energy storage system. 

The rendered design shows, from the pedestrian’s point of view, ten wellheads to the left, five 
injection pumps to the right, and five hydro turbines further ahead placed on top of a tank to capture 
the discharge water.  All these components sit next to a water-storage facility (pond). 

3. Experimental Data from Field Testing Mechanical Energy Storage  
3.1 Test Site Location and Wellbore Description 

Siting, construction and field test operations (see Figure 2 photos) took place in Starr County 
located in South Texas at the site (coordinates 26°34′34.8040", 98°34′01.6664") that is about 
30 miles northeast from Rio Grande City, TX, and about 45 miles northwest from the city McAllen, 
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TX.  The abandoned gas exploratory well at this location is named JFB Heard Estate 1.  Figure 5 
pinpoints the test site and gives a satellite view of the well that is also seen in Figure 2. 

 
Figure 5: Telescoping view of the well (appearing as a black dot in the right image) used for the Mechanical 

Energy Storage field demonstrations. 

The well JFB Heard Estate 1 was drilled as a gas exploration well targeting Paleogene reservoirs, 
reaching a total true vertical depth of about 19,000’ with casing run to a depth of about 11,500’.  
The geologic sections encountered at this site comprise the Vicksburg, Yegua, Cook Mountain, 
Weches, Queen City, Reklaw, and Wilcox formations.  The lower Vicksburg section consists of 
transitional facies down to about 9,300’ MD; competent mudstones and siltstones dominate the 
section below 9,500’ down to 11,500’ MD, i.e., down to the bottom of the cased interval. 

 
Figure 6: Subsurface data of the re-entered P&A well (seen in Figure 2 and 5) at the Starr County test site in 

South Texas showing well completion and gamma ray/resistivity logs for the testing interval. 
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Gamma ray and resistivity logs were employed to re-survey and confirm depths of the various 
formations.  For demonstrating the pumped hydraulic fracture energy storage system, formations 
with low estimated permeability were targeted.  Higher permeability formations and natural 
faults/fractures are typically avoided to minimize water/working-fluid leak-off and reduce induced 
seismicity risk.  The original completion of the abandoned well and log plots in Figure 6 focus on 
the targeted zone for pumped storage.  It was decided not to re-enter the deeper non-cased interval 
in the JFB Heard Estate 1 well, focusing on the Vicksburg formation mudstone/siltstones between 
8,000’ and 11,500’.  The 9-5/8” drilling liner was tied-back to surface, providing a uniform inner 
diameter of the wellbore from surface to TD.   

3.2 Engineered Deep Hydraulic Vertical Fracture 

Between November 2021 to April 2022, a vertical fracture was created using a high-density 
fracturing fluid and a connection was made, confirmed through subsequent pumping operations, 
between perforations 3,200-feet apart in the well (~7,900’-11,100’ MD).  For this stimulation 
operation, small rig pumps were used (instead of a traditional frac fleet that have much larger costs 
and footprint) given the lower required pressures and volumes required for the gravity-driven 
technique applied.  In later experimental preparation, deeper perforations were isolated and new 
perforations were made in a specific testing interval between ~7920’ and ~8425’ MD, giving 
access to a section of the previously gravity-fractured Vicksburg formation.  It should be noted 
that with depth come higher energy densities as deeper fractures typically have higher closure 
pressures.  Moreover, formations at deeper depths, in general, have lower porosities and 
permeabilities, as documented by Bebout et al. (1978) for this region of South Texas.  In 
mechanical energy storage systems, fluid leak-off from the fracture is a source of potential losses 
and thus the lower the permeability, the lower the losses.   

After initial field testing in 2021/2022, the JFB Heard 1 well was shut-in with plans to be re-
entered at a later date for extended field testing of mechanical storage technology.  Construction 
of a 30,000-barrel water storage facility at surface began at this time to enable the planned longer-
duration huff-and-puff (or cyclic) operations; volumes of water were previously limited as steel 
tanks for water storage were used (see Figure 7 showing tanks and the facility for water storage).  
Continuous monitoring for induced seismicity was installed from October 2021, and it is reported 
that induced seismicity was not detected at the site during the stimulation or subsequent pumping 
operations (this data is available to the public online via TexNet, 2021-2023).   

 
Figure 7: Steel tanks and the 30,000-barrel water storage facility built at the Starr County, Texas site. 
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3.3 Field Data on Managed Pressure Power 

With the surface water storage facility in place, the single-well/single-frac system was re-entered 
in February 2023 and five weeks of testing commenced to demonstrate the mechanical energy 
storage concept.  The test cycles produced managed pressure power in a way that demonstrated 
the energy storage system’s potential for (1) electric load-following, i.e., the capability for a 
significant, and very rapid, increase in power output upon demand, and (2) long-duration energy 
storage as observed in the following sample cycles. 

A huff-and-puff cycle that produced a long-duration constant power output was conducted on 
March 8, 2023 and is shown in Figure 8.  Here an 8-bpm injection that lasted 8 hours (minus a 30 
min gap) increased the subsurface volume by 3,601 barrels of water and consequently increased 
the pressure at the choke to 3,441 psi.  The system was shut-in for 9 minutes, and then the added 
volume of water was produced to the surface at a rate that slowly increased from about 4 bpm to 
just above 6 bpm.  This flowback produced an essentially constant 200 kW power output for the 
duration of 15 hours and 33 minutes.  Power output for all cycles is calculated using equation (9) 
given in Subsection 4.2 that takes into account the efficiency of the hydroturbine. 

 
Figure 8: Huff-and-puff cycle producing constant 200 kW power for 15.5 hours.     

A huff-and-puff cycle that produced a higher constant power output was performed on February 
25, 2023 and is shown in Figure 9.  For this cycle, an 8-bpm injection that lasted 23 hours and 10 
minutes increased the subsurface volume by 11,122 barrels of water and consequently increased 
the pressure at the choke to 3,756 psi.  The system was shut-in for 54 minutes (there was a short 
14-minute flowback in between), and then a fraction of the added volume of water was produced 
to the surface at a rate that slowly increased from about 6 bpm to 10 bpm.  This flowback produced 
an essentially constant 450 kW power output for 5 hours and 52 minutes.   
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Figure 9: Huff-and-puff cycle producing constant 450 kW power for 5.8 hours. 

The full amount of 11,122 barrels of water was not produced in this February 25 cycle in 
preparation for a subsequent long-production of power cycle on the following day.  That cycle (not 
shown in this paper) delivered a near constant 200 kW of power during the corresponding 15-hour 
flowback after injecting another pad of volume of water; the power profile for that long-production 
cycle was slightly increasing whereas the power profile in Figure 8 is essentially constant.   

Note that the pressure profile remained above 2,500 psi the February 25 cycle but dropped just 
below 2,000 psi in the March 8 cycle that produced to the surface the entire additional volume 
injected.  In the following huff-and-puff cycles presented, the pressure profiles were controlled to 
be contained roughly in the 3,000-4,000-psi range during shut-in and inflation of the fracture. To 
prepare for a production event, the fracture was inflated until reaching the appropriate calculated 
volume and pressure required for the desired power output.  Then production was active until 
pressure fell below 2000 psi at which time the system was shut-in.    

In Figure 10 it is seen that by further increasing the production flowrates (compared to the 
flowrates in Figures 8 and 9), the higher constant power output of 500 kW was achieved for 2 
hours and 6 minutes in the huff-and-puff cycle conducted on March 20, 2023.  In this cycle, an 8-
bpm injection that lasted 2 hours and 46 minutes (minus a 7 min gap) increased the subsurface 
volume by 1,269 barrels of water and consequently increased the pressure at surface to 3,450 psi.  
The system was shut-in for 3 minutes, and then the added volume of water was produced to the 
surface at a rate that gradually increased from 8 bpm to 12 bpm.  
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Figure 10: Huff-and-puff cycle producing 500 kW power for 2 hours. 

Increasing the flowrates even higher led to a cycle with a constant power output of 650 kW; this 
was conducted on March 21, 2023 and is shown in Figure 11.  The fracture inflation for this case 
was at an 8-bpm rate that lasted 3 hours and 18 minutes and increased the subsurface volume by 
1,582 barrels of water and consequently increased the pressure to 3,488 psi.  The system was shut-
in for 3 minutes, and then the fracture was partially vented at a rate that gradually increased from 
10 bpm to 20 bpm to return (most of) the added volume of water.  This flowback produced an 
essentially constant 650 kW power output for 1 hour and 9 minutes (with a 3-minute gap).  Note 
that this huff-and-puff cycle was performed immediately following the test cycle recorded in 
Figure 10 that produced 500 kW of power for 2 hours. 

The March 21 cycle should be compared to the earlier cycle of March 15, 2023 shown in Figure 
12, where the same extreme values for the production flowrate profile led to a cycle with the same 
constant power output of 650 kW but for almost twice the duration of 2 hours and 7 minutes.  The 
fracture inflation for this case was also at an 8-bpm rate but lasted 4 hours and 12 minutes and thus 
increased the subsurface volume by the higher amount 2,001 barrels of water.  However, the 
pressure at the choke increased to 3,440 psi, which is close to that of the March 21 cycle.  The 
system was shut-in for 5 minutes, and then the added volume of water was produced to the surface 
at a flowrate that gradually increased (at a slower pace than that of the March 21 production) from 
10 bpm to 20 bpm to return the added volume of water.   

This brief comparison of cycles with equal power output but different production duration 
indicates that the attainment of managed pressure power is highly sensitive, among other variables 
such as fracture base fluid volume (see Section 4), to the pressure profile that is controlled by the 
flowrate profile.  The sensitivity is further noticeable by contrasting with the pressure profiles in 
the other cycles recorded in this paper.  
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Figure 11: Huff-and-puff cycle producing 650 kW power for 1 hour. 

 

 
Figure 12: Huff-and-puff cycle producing 650 kW power for 2 hours. 
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In the huff-and-puff operations recorded above, the objective was to obtain a constant power 
production and this goal was achieved by generating the appropriate pressure profile from a 
suitable increasing production flowrate profile.  Now it is observed in Figure 13 that by setting the 
production flowrate to a higher but constant rate, a dispatch of high power is obtained.  This cycle 
was conducted on March 10, 2023 and had an 8-bpm injection that lasted 2 hours and 19 minutes 
that increased the subsurface volume by 1,102 barrels of water which in turn increased the pressure 
to 3,431 psi.  The system was shut-in for 6 minutes, and then the added volume of water was 
produced to the surface at a near constant rate of 18 bpm.  An average of 742 kW of power was 
produced during this 44-minute flowback, with a peak power of near 1 MW (there are 1067 kW 
values recorded).  

 
Figure 13: Huff-and-puff cycle with 1 MW peak power from a 44-minute flowback. 

In summary, the appropriate production flowrate profiles allowed controlling of the pressure 
profiles that led to constant-rate or peak power outputs.  The field tests show that power with 
varying rates is highly dispatchable from this individual single-well/single-frac storage system, in 
contrast to the capabilities of an individual battery storage system.  It is to be noted that the 
maximum power generated was constrained by surface facilities, and that the spin-up time to 
maximum power was less than 30 seconds, satisfying the criteria for most ancillary services to the 
grid.  

In addition to the above, long-duration energy storage was also exhibited in the South Texas field 
tests, as observed in the huff-and-puff cycle recorded in Figure 14.  On the morning of March 21, 
a volume of 1,119 barrels of water was injected between 5:39 am and 7:59 am.  At this time the 
subsurface system was shut-in for 3 hours and 41 minutes before four 10-minute (approximately) 
productions occurred that reduced the additional volume to 975 barrels.  The system was 
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maintained shut-in until the next day.  On the morning of March 22, an additional 355 barrels of 
water was injected in a time window of 45 minutes that increased the pressure at surface to 3,270 
psi.  Then the system was shut-in again, this time for 3 hours and 52 minutes.  Power was then 
produced at about 350 kW for 3 hours and 6 minutes.  This finished a complete huff-and-puff cycle 
(i.e., the entire additional injected fluid was produced) as seen by the blue curve, but the system 
was maintained on production mode at 200 kW for an additional 3 hours and 6 minutes afterwards.   

 

 
Figure 14: Long-duration energy storage (23 hours, then 4 hours) in a huff-and-puff cycle producing 350 kW 

power for 3 hours, with an extended output of 200 kW power for 3 hours.  

 

Besides long-duration energy storage, this inflation-deflation cycle also demonstrates the agility 
of the energy storage system to switch power production levels and that the system can run past 
the complete huff-and-puff cycle (provided the pressures and volumes are precisely calculated).   

We end this section by mentioning two different groups that have field tested the subsurface 
pumped energy storage concept.  Schmidt et al. (2023) experimented also with single wells, but 
with horizontal fractures at shallow depths.  Brown and DuTeau (1995) provided experimental and 
numerical results on load-following using the complex multi-frac system intersected with two 
wells at the Fenton Hill, New Mexico HDR site.  The South Texas site, on the other hand, used a 
one-well/one-frac storage system that leveraged the high energy capacity that fractures at great 
depth provide to demonstrate both managed pressure power and long-duration energy storage. 
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4. Governing Equations 
The behavior of the single-well/single-fracture system used for mechanical energy storage, as in 
Figure 3, is simulated with the following assumptions.  A fracture containing water is embedded 
in an isotropic normally faulted low permeable mudstone that is characterized by shear-strain 
modulus 𝐸𝐸′ = 𝐸𝐸

1−𝜈𝜈2
, where 𝐸𝐸 is Young’s modulus and 𝜈𝜈 is Poisson’s ratio; the fracture is assumed 

to have been previously installed in the formation.  The minimum stress field 𝜎𝜎0 is linked directly 
to the fracture gradient.  The fracture is connected to a single wellbore defined by a uniform casing 
with inner diameter 𝐼𝐼𝐼𝐼 and length 𝐿𝐿, and the fracture-well system maintains a varying volume of 
fluid by holding backpressure at the surface.  During injection, the well is connected to a set of 
pumps, and during production the well is connected to a hydro-turbine, connected to a generator, 
followed by a choke.  A surface pit holds any volume of water used for injection or production.  
Leak-off from the fracture to the reservoir is assumed to be negligible since the zone of interest is 
comprised of mudstone as mentioned in Section 3.1 and 3.2.  Temperature and pressure effects on 
thermophysical properties are neglected. 

Incompressible water is used as the primary fluid for injection and production.  To prepare for a 
huff-and-puff operation, the fracture/wellbore system is assumed to contain a given volume of 
water called the base fluid volume and denoted by 𝑉𝑉B,fl.  Then a given volume of fluid 𝑉𝑉op,fl, called 
the operating fluid volume, is injected into the well-frac system and then the total volume 𝑉𝑉fl′ =
𝑉𝑉B,fl + 𝑉𝑉op,fl is called the prime fluid volume.   

The model components comprising elastic deformation, fracture fluid flow and part of the 
boundary and propagating conditions, are taken from Zia and Lecampion (2022) but tailored to 
model mechanical energy storage.  Whereas equations concerning the behavior of wellbores, 
pumps, turbines, chokes and their interconnections are similar to those of the American Petroleum 
Institute (API) equipment and operating standards.  Moreover, the subsurface pumped-storage 
modeling is in some ways similar to that of Bunger et al. (2023). 

4.1 Elastic Deformation and Fracture Fluid Flow 

For a planar fracture, the area is denoted by 𝐴𝐴(𝑡𝑡), the fracture aperture is given by 𝑤𝑤(𝑥𝑥,𝑦𝑦, 𝑡𝑡) and 
the mode I quasi-static balancing of momentum leads to the relation 

𝑇𝑇(𝑥𝑥,𝑦𝑦) −  𝜎𝜎0(𝑥𝑥,𝑦𝑦) = − 𝐸𝐸′

8𝜋𝜋 ∫
𝑤𝑤(𝑥𝑥′,𝑦𝑦′,𝑡𝑡)

((𝑥𝑥′−𝑥𝑥)2+ (𝑦𝑦′−𝑦𝑦)2)
3
2𝐴𝐴(𝑡𝑡) 𝑑𝑑𝐴𝐴(𝑥𝑥′,𝑦𝑦′)     (1) 

where 𝑇𝑇,𝜎𝜎0 are, respectively, the normal components of the applied traction and in-situ 
compressive stress.  The fracture may close but is bounded below by a residual aperture 𝑤𝑤𝑎𝑎 defined 
as the minimum between the opening encountered thus far and a value related to the intrinsic 
roughness of the fracture.  Contact conditions are thus given by   

(𝑤𝑤(𝑥𝑥,𝑦𝑦) − 𝑤𝑤𝑎𝑎)  ≥   0    and   �𝑇𝑇(𝑥𝑥,𝑦𝑦) − 𝑝𝑝(𝑥𝑥,𝑦𝑦)��𝑤𝑤(𝑥𝑥,𝑦𝑦) −  𝑤𝑤𝑎𝑎(𝑥𝑥,𝑦𝑦)� =   0    (2) 

where 𝑝𝑝 is fluid pressure.  Conservation of mass in the fracture yields, assuming no leak-off as the 
target zone is comprised of mudstone (see Section 3.1 and 3.2), the relation 

𝜕𝜕𝑤𝑤
𝜕𝜕𝑡𝑡

+ 𝑐𝑐f𝑤𝑤
𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

+ ∇ ∙ 𝒒𝒒 = 𝑄𝑄�(𝑡𝑡)𝛿𝛿(𝑥𝑥 − 𝑥𝑥0,𝑦𝑦 − 𝑦𝑦0)       (3) 
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where 𝑄𝑄�(𝑡𝑡) = lim
𝑉𝑉→0

�̇�𝑚(𝑡𝑡)
𝜌𝜌𝑉𝑉

 is a ‘point-source’ flowrate, linked to mass-flowrate �̇�𝑚 via density 𝜌𝜌, which 
is positive for injection and negative for production, and 𝒒𝒒 is the fluid-flux within the fracture that 
is given by a Darcy-type expression, with an equivalent permeability 𝑤𝑤2/12, known as the ‘cubic-
law’ relation 

𝒒𝒒 = − 𝑤𝑤3

12𝜇𝜇
(∇𝑝𝑝 −  𝜌𝜌𝒈𝒈)         (4) 

that is derived from the relation for laminar fluid flow between parallel plates; here, 𝜇𝜇 is viscosity 
and 𝒈𝒈 is the gravity vector.  Turbulence effects have been neglected and flow is assumed to be 
maintained in the laminar regime during mechanical storage cycles. 

4.2 Wellbore, Injection Pump, Hydro-turbine and Choke 

The wellbore is a vertical casing of uniform inner diameter 𝑑𝑑C, length 𝐿𝐿, and hydraulic diameter 
given by 𝐻𝐻d = 𝑑𝑑C.  The three phases of the mechanical energy storage system are: injection, shut-
in, and production. 

4.2.1 Injection 

During the injection phase of the storage system, the bottom-hole pressure in the wellbore is 
determined by: 

𝑃𝑃BH(𝑡𝑡) = 𝑃𝑃pump(𝑡𝑡) + 𝜌𝜌𝐿𝐿 �𝑔𝑔 −  8𝑓𝑓𝑄𝑄(𝑡𝑡)2

𝜋𝜋2𝐻𝐻d
3 �       (5) 

with acceleration due to gravity 𝑔𝑔 and Fanning friction factor 𝑓𝑓 given by the Colebrook-White 
relationship, which for the transitional/turbulent regime, Re > 2100, reads as 

1
�𝑓𝑓

= −4log10 �
𝜀𝜀

3.7𝐻𝐻d
+ 1.255

Re�𝑓𝑓
�         (6) 

and for the laminar regime, Re ≤ 2100, reads as 

𝑓𝑓 = 16
Re

           (7) 

where Re = 4𝜌𝜌𝑄𝑄
𝜋𝜋2𝜇𝜇𝐻𝐻d

 is the Reynold’s number.  The power required by the injection pump at surface 
is determined by 

 �̇�𝑊pump(𝑡𝑡) = ∆𝑃𝑃pump(𝑡𝑡)𝑄𝑄(𝑡𝑡)
𝜂𝜂pump

         (8) 

where 𝜂𝜂pump is the overall efficiency of the pump assumed to be around 0.85.  The pump suction 
pressure is assumed to be taken at atmospheric pressure. 

The power generated by the hydroturbine at the surface is determined by 

�̇�𝑊turb(𝑡𝑡) = ∆𝑃𝑃turb(𝑡𝑡)𝑄𝑄(𝑡𝑡)𝜂𝜂turb        (9) 

where 𝜂𝜂turb is the overall efficiency of the pump assumed to be around 0.9.  

4.2.2 Shut-In 
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To keep the fracture filled with a given fluid volume 𝑉𝑉 during the shut-in stage of the system, the 
bottom-hole pressure 𝑃𝑃BH needs to be maintained.  To accomplish this, the required backpressure 
is given by 

   𝑃𝑃BP =  𝑃𝑃BH − 𝜌𝜌𝑔𝑔𝐿𝐿         (10) 

4.2.3 Production 

During production, a hydro-turbine is installed downstream of an adjustable choke which connects 
to the wellhead.  The choke can be opened manually or automatically, dropping the back pressure 
to the well which allows the wellbore to flow.  In this case, the flowrate is unknown and must be 
resolved.  A pressure balance with the bottom of the well pressure in production is given by: 

   𝑃𝑃BH(𝑡𝑡) − 𝜌𝜌��𝑔𝑔 + 8𝑓𝑓𝑄𝑄(𝑡𝑡)2

𝜋𝜋2𝐻𝐻d
3 � 𝐿𝐿 + ℎturbine(𝑡𝑡)� − 𝑃𝑃choke(𝑡𝑡) = 0     (11) 

and the turbine pressure drop is given in terms of the static available head ℎturbine. 

The pressure-loss across a choke in a non-choked flow is given by 

   𝑃𝑃choke(𝑡𝑡) =  8𝜌𝜌𝑄𝑄(𝑡𝑡)2

𝜋𝜋2𝐶𝐶d
2(𝜒𝜒v𝑑𝑑c)4         (12) 

where 𝑑𝑑c is the upstream choke diameter and 𝜒𝜒v = 𝑑𝑑choke 𝑑𝑑c⁄  is the valve fraction open with 
𝑑𝑑choke the restricted diameter.  In equation (12), the discharge coefficient 𝐶𝐶𝑑𝑑 can be modeled by 

   𝐶𝐶d =  𝜒𝜒v + 0.3167
𝜒𝜒v0.6 + 0.025(log(Rec) − 4)       (13) 

with the choke Reynolds number being defined by Rec = 4𝜌𝜌𝑄𝑄
𝜋𝜋𝜇𝜇𝑑𝑑c

. 

4.3 Coupling Considerations and Boundary Conditions  

For points (𝑥𝑥,𝑦𝑦) on the fracture front, at time 𝑡𝑡, of a propagating hydraulic fracture, we have 

   𝑤𝑤(𝑥𝑥,𝑦𝑦, 𝑡𝑡) =  0,         𝒒𝒒(𝑥𝑥,𝑦𝑦, 𝑡𝑡) ∙ 𝒏𝒏(𝑥𝑥,𝑦𝑦, 𝑡𝑡) = 0        (14) 

Since the fracture is assumed to be propagating in a quasi-static equilibrium, the propagation 
condition becomes 

   �
(𝐾𝐾I(𝑥𝑥,𝑦𝑦, 𝑡𝑡) −  𝐾𝐾Ic(𝑥𝑥,𝑦𝑦)  ≤   0

�𝐾𝐾I(𝑥𝑥,𝑦𝑦, 𝑡𝑡) −  𝐾𝐾Ic(𝑥𝑥,𝑦𝑦)� × 𝑉𝑉(𝑥𝑥,𝑦𝑦) =   0       (15) 

for points (𝑥𝑥,𝑦𝑦) on the fluid front.  Here, 𝑉𝑉(𝑥𝑥, 𝑦𝑦) is the local fracture propagation velocity, 
𝐾𝐾I(𝑥𝑥,𝑦𝑦, 𝑡𝑡) is the stress intensity factor and 𝐾𝐾Ic(𝑥𝑥,𝑦𝑦) is the fracture toughness of the material.  
However, see the work of Detournay et al. (2007) where they show theoretically that most 
hydraulic treatments are in the viscosity-dominated regime and where they also provide lab 
experiments confirming those results. 

During a huff and puff operation the hydraulic fracture is assumed to not propagate (it is arrested), 
and this enforces the aperture at the fracture tip to be zero, so that the following hold, see Detournay 
and Peirce (2014): 

   𝑤𝑤(𝑥𝑥,𝑦𝑦, 𝑡𝑡) =  0,         𝒒𝒒(𝑥𝑥,𝑦𝑦, 𝑡𝑡) = 0        (16) 
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The hydraulic fracture is coupled to the wellbore by either a pressure condition or a flowrate 
condition. 

4.3.1 Injection 

An injection 𝑄𝑄(𝑡𝑡) > 0 is prescribed for a period of time 𝑡𝑡inj.  The flowrate serves as volumetric 
flowrate point-source in equation (3) and pump pressure/work can be determined by equations (5) 
and (8).  The bottom hole pressure is set equal to the fracture pressure 𝑝𝑝(0,0, 𝑡𝑡).   

4.3.2 Shut-in and Production 

The system flowrate for a given time-step is determined by resolving equations (12) and (3) 
iteratively.  The bottom hole pressure is again assumed equal to the fracture pressure 𝑝𝑝(0,0, 𝑡𝑡).  
The turbine head ℎturbine(𝑡𝑡) is prescribed but limited by the maximum head available depending 
on the overall pressure balance. 

4.3.3 Initial Conditions 

A hydraulic fracture of volume 𝑉𝑉 equal to the base fluid volume is given and is held at uniform 
initial pressure 𝑝𝑝0.  The pressure 𝑝𝑝0 is determined by static conditions in the wellbore while shut-
in pressure at the surface is found to maintain the volume 𝑉𝑉.   

It was observed from huff-and-puff field data, that the hydraulic fracture during injections 
followed a PKN fracture behavior in the asymptotic case of a near zero leak-off.  Thus, the pressure 
profile behaved as 

   𝑝𝑝 ~ 𝑡𝑡1/5          (17) 

See Valko and Economides (1995) and Economides and Nolte (2000) for a detailed description 
of the PKN model and its asymptotics with respect to fracture efficiency. 

 

5. Results and Discussion 
5.1 Validation with field data 

The mathematical model described in Section 4 has been used to model the huff-and-puff 
operations from the South Texas field tests shown in Figures 8, 10, 11, and 13 of Subsection 3.3.  
Injection and production flowrates from the field data were taken as simulation input parameters, 
and the outputs resulting from the modeling are the backpressure profiles.  Comparison of the 
modeled (black dashed lines) versus field data (red) backpressure profiles in the following figures 
indicates that there is good agreement between the digital replication and the actual South Texas 
mechanical energy storage operations.  It is noted that the similar behavior of the pressures was 
found in Ricks et al. (2022) where the authors used ResFrac (a commercial reservoir simulation 
software) to simulate fracture behavior during injection and production cycles in an EGS reservoir 
(with one injector and two producer wells intersecting a multitude of vertical fractures).  The 
modeling of the one-well/one-frac energy storage system in South Texas produced the following. 
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Figure 15: Comparison of pressure profiles from the mathematical model (black) and the operational data 

(red) for the huff-and-puff cycle with constant 200 kW power production lasting 15.5 hours. 

 

 

 
Figure 16: Comparison of pressure profiles from the mathematical model and field data from the cycle with 

constant 500 kW power production lasting 2 hours. 
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Figure 17: Comparison of numerical pressure profile with that of the actual profile from the field for the cycle 

producing constant 650 kW power for 1 hour. 

 

 
Figure 18: Comparison of numerical (black) and operational (red) pressure profiles for the huff-and-puff cycle 

with 1 MW peak power. 

It is emphasized that the increasing profiles for production flow rates of the first three cycles were 
controlled to manage the pressure profiles that yielded corresponding constant-rate power outputs, 
whereas on the fourth cycle the production flowrate was near constant, but at a high value, and this 
sharply decreased the pressure profile which consequently produced a near linearly decreasing 
power output profile.  These simulations (black dashed lines) show that the mathematical model 
is in good agreement with the field data and that the model may be used for predicting managed 
pressure power from the constructed energy storage system. 
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6. Summary and Conclusion 
Testing of a pumped energy storage system, developed in South Texas in 2021, 2022, and 2023 of 
a system comprising a deep vertical hydraulic fracture connected to a single vertical well, 
demonstrated the ability to produce managed pressure power (as defined in the Introduction) with 
varying performance requirements.  Long-duration power production was illustrated, for example, 
in the huff-and-puff cycle shown in Figure 8 where the constant 2 kW power production lasted 
15.5 hours, and a 1 MW peaking power was evidenced in the cycle shown in Figure 13; also 
recorded in this paper were huff and puff cycles with 450 kW, 500 kW, 650 kW and 650 kW 
constant power productions lasting for 5.8 hours, 2 hours, 1 hour and 2 hours, respectively.  These 
sample cycles also exhibited the capability for a significant and swift increase in power output 
upon energy requests/needs (i.e., dispatchable or load-following).  Furthermore, long-duration 
energy storage and the agility to switch power output levels midway of a flowback were also 
displayed in the demonstration; these can be seen, for instance, in the inflation-deflation cycle 
documented in Figure 14.  Therefore, the managed pressure power produced from this storage 
system has the potential, using the framework outlined in Section 2, to empower the renewable 
energy sector by enabling reliable and sustainable power generation.  

As the demonstration relied on readily available equipment and procedures, this mechanical energy 
storage system provides an alternative to traditional pumped-hydro and battery storage with 
several key advantages.  For instance, depth of the reservoir allows for a higher energy capacity, 
the technology has minimal geological and/or geographical limitations, and the single vertical well 
considerably reduces construction costs and/or permits for drilling new or repurposing existing 
wells. 

A mathematical model has been developed to simulate the generation of managed pressure power 
from the energy storage system at the South Texas site.  Good agreement was observed between 
the mathematical model and the huff-and-puff operations in this energy storage demonstration; the 
comparisons are seen in Figures 15 -18.  This shows that the mathematical model may be used for 
optimizing future system configurations that are vital for planning and arranging commercial 
operations as well as the assessment of ongoing energy storage operations. 
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ABSTRACT  

If carefully planned and completed successfully, a forked well can be lower cost than two separate 
penetrations from surface and increase injection capacity per-wellhead connection. Two forked 
wells were successfully completed at Sorik Marapi Geothermal Project (SMGP). These wells were 
forked using time drilling and without whipstocks or cement plugs. Competent geologic conditions 
at SMGP contributed to the success of this approach. In this paper, we discuss the well design and 
the steps taken to manage risk during the forking operation. The key to successful risk management 
with the collaboration between drilling and geoscience personnel to develop a robust wellbore 
evaluation and operational program. This program is described herein. We present the SMGP wells 
as operational case studies, and conclude by describing the cost and permeability implications of 
forking. 

1. Introduction  
It is possible to make two useable reservoir penetrations from the same wellhead, as long as the 
original hole is either left open or can be re-opened without damage (Henneberger et al., 1995). 
These are referred to as multi-lateral, multi-legged, or “forked” wells. Wells with this design have 
been successfully completed in geothermal resources using different methods and equipment. 
Steffen (1993) described several forked wells completed in the Geysers Geothermal Field, 
California in the early 90’s. Those wells involved placing a bridge plug inside the production 
casing and then a cement plug set on top of it. This enabled a ~ 40 ft casing window to be cut, 
through which additional leg or legs could be deviated. The cement and bridge plug were drilled 
out to recover the original hole after the second leg was completed. Stimac et al. (2010) described 
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three forked wells drilled in Indonesia and Philippines using a similar process but using a 
retrievable, cased-hole whipstock instead of a bridge plug. These can simplify setting a perforated 
liner to the forked well. 

The approaches described by Steffen (1993) and Stimac et al. (2010) involved cutting a window 
through the production casing. Safe practice when cutting casing requires that the cement bond 
quality is checked (i.e., CBL/CCL logging) to determine a suitable forking depth. There were 
several stuck pipe incidents reported in the Geysers while tripping in and out through the cut 
windows, with unsuccessful fishing that generated the need for further sidetracking (Steffen, 
1993). Whipstock retrieval may also pose a challenge. For example, an unsuccessful retrieval 
operation left a whipstock anchor and debris exclusion system in Awi 20-1 (Stimac et al., 2010). 
Fishing for the lost equipment was successful in that case but would have had associated non-
productive time and cost.  

Given these challenges, the SMGP project team elected to use a technique that does not require 
either a bridge plug or whipstock assembly. Instead, a directional bottom-hole assembly (BHA) is 
used to form a ledge in open hole from which a sidetrack can be made using time drilling. Time 
drilling is a method to deviate a wellbore by means of very slow controlled drilling applying low 
weight on bit until side-tracking is achieved. Time drilling avoids the need for additional 
equipment (i.e., bridge plug or retrievable whipstock) and services (i.e., specialist contractors), 
which subsequently generated a cost reduction. Provided the selected sidetrack point is stable, the 
time drilling approach has a reduced risk of lost time in stuck pipe and fishing when compared to 
the bridge plug or retrievable whipstock methods. The potential downside to time drilling is 
damage to feedzones in the original hole (OH) if cuttings from the sidetrack settle into that leg 
rather than exiting to surface. The risk of this downside is minimized by using aerated water and 
sweeps. A second downside is that the capacity of the second leg cannot be accurately determined. 
Because there are two open legs, the PTS tool cannot be stationed at the major feedzone in the 
second leg during injection testing. Instead, a PTS tool is positioned above the fork when testing 
the second leg. These data and wellhead pressure are both compared to injection test results in the 
original hole to determine chance in injectivity. Time drilling also requires that ~100 m of open 
hole below the production casing shoe (PCS) is left un-lined, so is only suitable for stable rock 
formation types. This ~100 m open hole interval is also useful to accomplish minimum magnetic 
interference requirement.  

In this paper, we describe design considerations for a time-drilled forked well. These can be used 
as a template for similar operations in future. We then provide an operational summary of the two 
forked injection wells at SMGP. Time drilling is not a new technique for forked wells. The authors 
are aware that this approach has been used in other Indonesian geothermal projects. However, this 
paper contains the first published case studies of time-drilled forked wells. We conclude this paper 
with a discussion of the potential cost and capacity benefits of forked wells, based on the results 
of the two SMGP cases. 

2. Well Design Considerations 
A wide range of well design factors were considered while planning the SMGP forked wells (AA-
02/ST and P-117OH/L2) to ensure that the well design would be safely and successfully completed 
while also meeting the project objectives of increased injection capacity. The factors are described 
below and include the short- and long-term stability of formation below the production casing shoe 
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(PCS), the selection of the kick-off point (KOP), the trajectory of the second leg relative to the 
first, and hole cleaning. Additional to these, we also ensured that both the rig lifting capacity and 
the drill pipe mechanical properties would not be exceeded.  

2.1 Wellbore Stability below the PCS 

Both wells are designed to be a multi-leg injector using an open hole sidetrack that occurs 
approximately within the first 100 m below the PCS. For successful sidetrack operations and the 
long-term stability of this zone, the hole conditions need to be competent. Offset wells indicated 
that the formation was stable and suitable for time-drilling. However, testing formation stability 
below the PCS is still critical because formation conditions may vary laterally in a geothermal 
reservoir.   

Typically, there are three types of wellbore stability issues: 

• Stress-driven mechanical (compressive) failure of the borehole wall, referred to as borehole 
breakout. Although this is rare in conventional geothermal wells due to the thermal stresses 
(Wallis et al., 2020), it is still a consideration. 

• Mechanical failure triggered by poorly consolidated or heavily fractured rock. This is more 
likely in volcanic-hosted, conventional geothermal systems because of the high fracture 
frequencies and variable rock mechanical properties.   

• Chemical failure caused by the presence of smectite or similar water reactive and swelling 
clays. Water reactive clays may either be disseminated throughout an interval (secondary 
alteration) or be present as a layer (primary clays or secondary alteration of a layer with a 
high susceptibility for alteration).  

The stability of a well needs to maintained on the short-term during the drilling operation and the 
long-term over lifetime of the well. All three cases above apply to the short-term, while the long-
term is most likely to be impacted by mechanical failure associated with poorly consolidated or 
fractured formation. It is rare to leave open-hole intervals unlined in high temperature, volcanic-
hosted geothermal reservoir because of the common occurrence of fractured formation. Stability 
is especially important in a forked well where the KOP and second leg are left unlined. From a 
stability perspective, injection wells are better suited to forking with time drilling because the 
boiling and flow direction of production is more likely to exasperate mechanical issues in the 
formation.  

We designed a program of well stability monitoring that is conducted during drilling of the first 
100 m below the PCS. These indicators of hole stability are considered together because the 
presence of one indicator alone, such as slightly higher methylene blue (MeB) or a small increase 
of fill, does not point to a significantly increased wellbore stability risk. By way of example, we 
describe this program with results from monitoring in P-117OH. 

• Check average hole diameter regularly via pumping rice or hi-vis pill (or dye) and record 
any enlargement in daily reports. Hole enlargements > 10% together with evidence of 
sloughing (i.e., larger cuttings and increased fill) could indicate that the formation is not 
sufficiently stable for open hole side-track. In P-117OH, the average hole diameter was 
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measured as 12.32 inches, which was a 0.05% enlargement and significantly below the 
preset 10% margin.  

• Test for fill while drilling the 100 m interval that would be left open hole. Stop every 20 
meters, pick-up into the production casing shoe, wait for 30 minutes, and then trip back in 
and record the depth of fill on bottom. In P-117OH, no fill was detected during such trips. 

Compare the trend of calculated torque and drag (T&D) to the measured. Any measured 
T&D that is significantly above the calculated values indicate potentially problematic 
conditions. During T&D monitoring in P-117OH, there were no anomalies and measured 
real-time values similar to calculated values. 

• Monitor for losses. The presence of losses would indicate open fractures. Zones with open 
fractures may present a hole stability risk during long-term operation of the well in an 
unlined well. No losses were encountered in the first 100 m below the P-117OH PCS. 

• Conduct high-resolution cuttings analysis, with samples collected at 2-meter intervals (note 
that the typical sample frequency is 3 meters). An aggregate sampling approach involves 
continuously collecting a subsample of cuttings throughout the entire sample interval. A 
grab sample where a single sample is collected at the defined sample intervals. An 
aggregate sample approach is preferred during stability monitoring because it is more likely 
to identify the presence of thin, problematic zones. High-resolution cuttings analysis 
includes: 

o Monitoring the cuttings. Note their depth, size, shape, and frequency. Check 
carefully for the presence of cavings that would indicate stress-induced mechanical 
failure. Note the presence of any problematic lithology types. No cavings or 
problematic formation types were found in the first 100 meters of P-117OH.  

o Based on offset drilling, a MeB index greater than >10 is deemed to indicate a 
potentially problematic concentration of smectite clays. However, some wells 
immediately adjacent the forked wells included intermittent peaks of MeB > 10 
below the main clay cap that had no discernible stability issues. In P-117, the MeB 
index was consistently 3 in the 100 m below PCS, which is well below the 
threshold. 

• A microresistivity borehole image (MBI) was acquired in the open hole of the first leg. 
Conduct a rush interpretation of the MBI that is focused on locating any borehole breakout 
(stress driven mechanical failure) or well oversizing (formation driven mechanical failure). 
This involves evaluating both the caliper data and the degree of MBI pad contact with the 
borehole wall. This can be done using the rush print prior to concatenation and orientation 
of the MBI, but a processed image is preferred. In P-117OH, no borehole breakout was 
identified (as is typical for conventional high temperature geothermal wells). There caliper 
data revealed that the borehole was around two inches over-gauge in parts of the 
observation interval. However, the MBI revealed that changes in borehole size were 
gradational and there was no evidence of local fracture-driven mechanical failure. This 
oversizing was likely caused by griding of the formation by drill pipe or multiple passes 
than local mechanical failure. 
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2.2 Kick-off Point Selection 

The ideal KOP would have consistent and competent rock mechanical properties. As such, the 
details of lithology, drilling parameters, and MBI were evaluated together to inform the KOP 
selection. The preferred KOP has a relatively softer rock with consistent mechanical properties to 
ease the cutting of a ledge.  

2.3 Well Trajectory Concerns 

The first consideration for the well trajectory is reaching geologic targets most likely to provide 
the permeability required for injection. These trajectories are then refined iteratively by drilling 
and geoscience to achieve sufficient interference standoff, which is ~250 m in the case of these 
injectors, and minimize torque and drag. Safety and drillability are also drivers for minimizing 
well trajectory complexity and maintaining stand-offs. 

2.4 Hole Cleaning Concerns 

Effective hole cleaning while drilling the second leg is a critical part of protecting the first leg from 
permeability damage. Cuttings from the second leg that are not removed to surface may settle in 
the first leg to either become fill or plug permeability. The approach to hole cleaning depends on 
the well hydrology. If there is minor partial lost circulation (PLC), then mud properties can be 
maintained for effective hole cleaning while drilling the second leg. This was the case in AA-
02OH/ST, which had minor PLC at a 132 bbls/hr rate. If there is major PLC or total lost circulation 
(TLC), then mud properties cannot be maintained. Instead, aerated water with sweeps and foam 
are needed to maintain circulation to surface. This was the case in P-117OH/L2, which had major 
PLC at a 540 bbls/hr rate. 

3. Case Studies 
In this section, we provide operational narratives that illustrate how two forked wells were 
executed at SMGP. These case studies reflect the data-driven decision making employed 
throughout to optimize project injectivity. 

3.1 AA-02OH/ST 

AA-02OH was drilled to a TD of 2,450 m-MDRF, below a 13-3/8” production casing shoe (PCS) 
that was set and cemented at 1,397 m-MDRF. Drilling losses and a short injectivity test revealed 
that the well had not reached the targeted injection magnitude. A 10-3/4” perforated liner was run. 
This liner was set at 2,385 m-MDRF (65 m off bottom) due to hole conditions and had a top of 
liner ~150 m below the PCS to give ample room for time-drilling the second leg. A full completion 
test was after the perforated liner was run to characterize the magnitude and distribution of 
permeability in the original hole prior to forking. 

AA-02ST was time drilled with a KOP selected at 1,440 m-MDRF using the well design criteria 
described above. The ledge was formed by washing a 1.83-degree bent motor up and down at 
1,420 – 1,440 m-MDRF. Washing was conducted at a remarkably low pipe speed and with minor 
PLC. The 12-1/4” sidetrack was drilled to the proposed TD at 2,450 m-MDRF with minor PLC 
throughout. The final completion test of AA-02OH/ST revealed a ~25% increase in injectivity 
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when compared with the AA-02OH alone. While the rig was skidded to the next well, stimulation 
was conducted with a 1,200 gal/min flow rate. 

3.2 P-117OH/L2 

P-117OH was drilled to a TD of 2,450 m-MDRF, below a 13-3/8” PCS that was set and cemented 
at 1,350 m-MDRF. Minor PLC of up to 300 bbl/hr was encountered in P-117OH from 1,999 m-
MDRF to TD. A 10-3/4” perforated liner was set with a shoe at 2,445 m-MDRF and leaving ~150 
m gap below the PCS. P-117L2 was deviated from parent hole using the same procedure we 
describe above for AA-02ST. The 12-1/4” hole section was drilled to a TD of 2,200 m-MDRF. 
There were moderate PLC up to 600 bbl/hr from 1,400 m-MDRF to TD. A 3-dimesional image 
displaying both original and forked wellbore is provided below in Figure 1. 

 
 Figure 1 : 3-dimensional image (created by Halliburton WellPlan software) of P117OH/L2 forked well. 
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Like AA-02OH/ST, two completion tests were performed: One on the original hole with the PTS 
tool positioned at the main feedzone and a second after forking with the tool above the fork. 
Comparison of these tests indicate that the second leg improved injectivity by around 45%. Lower 
wellhead pressure in the combined P-117OH/L2 when compared to P-117OH at the same and 
higher injection rates supports the conclusion that permeability has improved (Figure 2).  

 
Figure 2: Injection Rate vs wellhead pressure that compares P-117OH (blue) and P117OH/L2 (orange) and 

illustrates capacity gain (SMGP, 2023). 

5. Cost Savings 
Because they share the top-hole section, forked wells in SMGP were ~75% cheaper than if two 
separate penetrations were completed from surface (Table 1). The elimination of drilling a second 
26” and 13-3/8” section saved the cost of tangibles like casing, floating equipment, accessories, 
cement, and mud chemicals, as well as the services required for drilling. It should be noted that 
costs in Table 1 includes a daily rig rate even though these wells were drilled using the operator’s 
own rig. The forked legs were drilled and completed in 12 days whereas parent wellbores required 
38 days for AA-02OH and 41 days P-117OH.  

 

Well Name TD 
(m-MD) 

KOP 
(m-MD) 

Total 
Cost 

(MM$) 

Cost 
Saving 
(m-MD) 

Cost 
Reduction 

(%) 
AA-02OH 2,450 N/A 3.70 - - 

AA-02ST 2,450 1,440 1.42 2.3 62 

P117OH 2,450 N/A 3.60 - - 

P117L2 2,200 1,390 0.80 2.8 77 

Table 1: Cost comparison of OH to second leg for forked injection wells at SMGP. 

5. Conclusion 
In this paper, we have described the operational considerations, capacity gain, and cost savings 
that came from completing forked injectors at SMGP. These two case study wells at SMGP show 
that forked completed using time drilling can provide significant cost savings while improving the 
capacity per wellhead. Provided the formation conditions are sufficiently stable, a time-drilling 

WHP Inject Rate WHP Inject Rate
bara gpm bara gpm
12.76 800.00 7.14 1000.00
3.38 600.00 2.03 800.00
0.00 500.00 0.00 600.00
0.00 400.00 0.00 400.00
0.00 200.00 0.00 200.00

P-117 MultilateralP-117 OH

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

0.00200.00400.00600.00800.001000.001200.00

W
H

P 
(b

ar
a)

Injection Rate (gpm)

WHP vs Injection Rate

P-117 OH P-117 Multilateral

943



Atalay et al. 
 

approach also reduces risk by removing the need to recover a whipstock and minimizing stuck-in-
hole issues generated by windows cut through casing. Well forking using any approach is a 
complex operation with inherent risk. The well design considerations described herein can be 
applied to reduce risk. They also illustrate the importance of collaboration between drilling and 
geoscience during program design and management. 
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Abstract 
Loss of circulation is a major concern in geothermal projects due to the abundance of fractures and 
high permeability zones. Cost effective methods to mitigate this problem involve the use of Lost 
Circulation Materials (LCM) in order to clog fractures and prevent excessive circulation loss. The 
clogging behavior of these LCM particles need to be understood to better inform our efforts to 
mitigate this problem. In this work we present a 2D computational study on the impact of size and 
concentration of granular LCM particles on their fracture clogging capabilities at different 
pressures. We use a Navier-Stokes simulator that employs the immersed boundary method to 
model the motion of solid particles immersed in a fluid. We simulate a pressure driven LCM flow 
through a fracture of aperture 0.75 mm. We consider three particle sizes: 0.18 mm, 0.27 mm, and 
0.33 mm. Our simulations show that depending on the particle size, the circular particles exhibit 
two types of behavior, namely, freely flowing through the fracture, and formation of an unstable 
plug outside the aperture. We find that the 0.18 mm size and 0.33 mm size LCM particles form 
unstable bridges and reduce the loss of liquid, while the 0.27 mm size particles did not exhibit any 
bridging behavior. Our simulations show that increasing the concentration of LCM particles can 
improve the reduction of liquid loss into the fracture.  

945



Bhuvankar et al. 

1. Introduction  

Loss of circulation during drilling is a major cause of concern in geothermal systems, accounting 
for up to 10% of the total cost of a geothermal project by estimates (Saleh et al., 2020). The losses 
are expected to be higher in exploratory wells. Geothermal systems are usually under-pressured 
and contain networks of natural fractures, contributing to this problem. The primary mode of 
circulation loss in such a system is through natural or induced fractures encountered during 
drilling. Often times the project is abandoned due to the increased expenses from lost circulation 
(Saleh et al., 2020). Conventionally, this problem is mitigated by the use of Lost Circulation 
Materials, which are relied upon to either block the leakage pathways or reduce the effective leak 
permeability. These Lost Circulation Materials (LCM) usually comprise of fibrous, flaky, or 
granular particles (Lee et al., 2021) of various size distributions to maximize permeability 
reduction for various mean fracture aperture sizes. Examples of these materials include cottonseed 
hulls, sawdust, and combinations of various inexpensive and often organic materials readily 
available at the place of drilling (Nakagawa et al., 2023). There are also several commercial LCMs 
available, but the order of operations during loss of circulation is to first use inexpensive and 
readily available LCM and if unsuccessful use the more expensive and effective ones.  
The size of LCM particles in relation to the fracture geometry is critical in determining the clogging 
capabilities of the material employed. Guidelines such as the Abram's rule (D50 larger than 1/3rd 
the average size), and Haliburton method (D50 equal to the fracture width) are used to inform the 
selection of the average size of LCM particles in relation to the average fracture dimensions for 
effective sealing, but the fracture apertures in situ are difficult to estimate, and also, a fracture can 
have complex geometry and aperture distribution (Nakagawa et al., 2023). Some commercial smart 
LCM materials can expand in diameter depending on the temperature at the depths where are 
deployed (Lee et al., 2020). On the other hand, if the particle size is too large, they can plug the 
drilling equipment (Lee et al., 2020). In addition to the size, some other parameters that influence 
the clogging dynamics of LCMs are their Youngs modulus, the viscosity of the liquid they are 
suspended in, and the inter-particle friction coefficient.  

Lab scale experiments and computer simulations have provided insights into the clogging behavior 
of LCM. Kibikas et al. (2023) conducted lab experiments on the degradation of LCM under 
different temperature conditions to examine the changes in microstructure and geometry of the 
LCM particles. Nakagawa et al. (2023) studied the clogging behavior of LCM materials added to 
bentonite-containing synthetic drilling fluid. They found the granular LCM particles to show four 
main types of behavior when made to flow into a fracture, namely, i) freely passing through the 
fracture with no clogging, ii) bridging with filtration effect, iii) complete clogging behavior, and 
iv) unstable clogging behavior. They found that the clogging primarily occurs at the inlet of the 
fracture, and a mixture of different types of LCM, which provide both bridging and sealing 
capabilities, to be optimal for clogging (Figure 1).  
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Figure 1: Laboratory-observed clogging of a model granite fracture by micronized cellulose fiber (micro-C) 
type LCM. Coarse, ~1 mm size particles form a bridge at the entrance of a fracture, on which ~50 μm 
size particles deposit to cause effective clogging. The applied differential pressure was 500 psi (3.4 MPa), 
and the test temperature was 90°C. 

Lee et al. (2020) conducted CFD-DEM based simulations of granular LCM particulate flow into a 
fracture. Their simulations show that the LCM particles can penetrate the fracture and clog it near 
the outlet, and that softer LCM particles tend to penetrate further into the fracture before clogging 
it. Particulate flow CFD is a powerful tool that has been underutilized in LCM literature for 
parametric studies. In the present study we use particulate flow CFD to simulate the bridging and 
clogging behaviors of LCM particles at the entrance of a fracture. The main parameters of interest 
are the particle size, concentration, and holding pressure.  

2. Methodology and Problem Setup 
In the present work we use the Immersed Boundary Method (IBM) (Mittal and Iaccarino, 2005) 
to model solid-liquid interactions and the Finite Volume Method (FVM) to discretize the Navier-
Stokes equations in our simulations. We consider a fixed fracture geometry, and three different 
particle sizes along with four different holding pressures. The fluid is assumed to be 
incompressible and the LCM particles are assumed to be uniform sized and circular/spherical in 
shape. In the following subsections we describe the governing equations and numerical method 
used to simulate the LCM flow. 

2.1 Governing Equations and Numerical Method 

Our in-house IBM Navier-Stokes code uses the fraction-step method (Kim & Moin 1985) and a 
semi-implicit method for time integration. Our computational domain is decomposed into 
cartesian, staggered grid, and contains two regions namely, the liquid zone occupied by drilling 
fluid, and the solid zone occupied by LCM particles or the fractured rock. These zones change 
dynamically as the solids and fluids in the system move. Rigid body behavior is enforced in the 
so-called solid zones using the Immersed Boundary Method. The governing equations below apply 
to both zones. 
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∇.u = 0, (1) 

ρ�∂tu+∇.(uu)�=-∇p+∇.{μ(∇u+(∇u)T)}+ρg+ρF (2) 

Equations 1 is the continuity equation for incompressible fluid flow. Equation 2 is the momentum 
transport equation. ρ [kg m-3], p [Pa], and μ [Pa-s] are the density, pressure, and viscosity of the 
liquid, respectively. u is the velocity vector field, and g is the gravitational acceleration vector. F 
is the fictitious IBM force that is imposed in the spaces occupied by LCM particles and the rock 
to obtain the desired rigid-body motion. F is equal to zero in the liquid zones and is only active in 
the solid zone. Equations 1 and 2 are solved using the finite volume method on the staggered grid 
where velocity information is stored at cell faces, and pressure, density, and viscosity are stored at 
the cell centers.  

The zero level-set of a distance function φ(x) (Sethian & Smereka 2003) is used to represent the 
LCM-fluid and rock-fluid interfaces in our domain. At any location x in our computational domain, 
φ(x) is defined as the smallest distance of the point x from any solid surface. This implies φ(x) is 
positive in the fluids and negative in the solids. We also define a color variable c(x) such that 

c(x)=
1
2 �1+tanh �

2ϕ(x)
∆x

��   (3) 

Here, ∆𝑥𝑥 is the grid spacing. By the above definition c(x) is 0.5 at the liquid-solid interface. The 
IBM force F is then computed as 

F(x)=(1-c(x)) �
U(x)-U*(x)

∆t �   
   (4) 

Here, U and U* are the rigid body velocity vector field we wish to impose in the solid zone, and 
the intermediate velocity vector field from the fractional-step method (Kim & Moin 1985), 
respectively. ∆𝑡𝑡 is the time step size of the simulation. The rigid body velocity is given by 

 U(x)= up+ωp×�x-xp� (5) 

Here, up, 𝝎𝝎p, and xp are the velocity, angular velocity, and enter of mass location of the LCM 
particle ‘p’, respectively. Note that inside the stationary rock zones, U(x) is set to zero. By 
integrating the momentum and angular momentum inside the zones occupied by LCM particles, 
one can write the following equations dictating the motion of individual particles. 

948



Bhuvankar et al. 

 dup

dt
=g-

1
�ρp-ρ�vp

� ρFdV + �
fp̅i

mpi, i≠p

 
(6) 

 Ip
dωp

dt
=-

ρp

�ρp-ρ�
�(r×F)dV + � τpi

i, i≠p

 
(7) 

Here, Ip [kg m2], mp [kg], and ρ𝑝𝑝 [kg m-3] are the moment of inertia, mass, and the density of the 
LCM particles, respectively. The volume integral terms are computed with the zones occupied by 
particle 𝑣𝑣𝑝𝑝. Here, fp̅i and τpi are the force and torque interaction between LCM particle p and object 
i. Here i could be another LCM particle or the fractured rock. The interaction forces include normal 
and frictional forces.  

The normal and frictional forces between interacting objects are simulated using the Hertz-Mindlin 
model (Nosewicz et al. 2017). This model employs a spring-damper system with a non-linear 
spring constant accounting for deformation and the radius of curvature of interacting objects. The 
normal stiffness (kn) and tangential stiffness (ks) are given as follows 

 kn= 2Eeff�reffδ (8) 

 ks= 8Geff�reffδ (9) 

Here, Eeff, Geff, and reff are the effective Young’s modulus, shear modulus, and effective radius of 
the interacting objects, respectively, and the damping coefficient is calculated using critical 
damping conditions. 𝛿𝛿 is the penetration between the two objects. Equations 8 and 9 are used to 
compute the interaction forces and torques  fp̅i and τpi which are then plugged into equations 6 and 
7, to compute the particle velocities. These velocities are then used to find U and F in equations 5 
and 4, respectively. Finally, the force F is used at the next time step of the Navier-Stokes 
simulation. A detailed description of the immersed boundary method and its numerical 
implementation can be found in Bhuvankar et al. (2022). In our study the liquid density, LCM 
solid density, and viscosity of the fluid were kept constant across all simulations.  

2.2 Problem Setup and Boundary Conditions 

In the present work we consider a single fracture with an aperture width 0.75 mm. A fluid with 
LCM particles is driven through this fracture under various pressure conditions. Figure 2 shows 
the computational domain with the flow geometry, and the LCM particles. 
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Figure 2: Schematic of the simulation showing the LCM particles, pressure boundary conditions and the 

dimensions of the fracture. 

The computational domain has the constant pressure boundary condition on right, left, top and 
bottom boundaries. The fracture has sharp corners and along its boundaries we impose a zero-
velocity boundary condition. Wherever there is a constant pressure boundary condition we also 
impose a zero-normal velocity gradient boundary condition, i.e., 𝜕𝜕𝑢𝑢𝑛𝑛/𝜕𝜕𝜕𝜕=0. The pressure 
difference between the left and right sides of the domain drives the particulate flow into the 
fracture. The fracture aperture size is fixed to be 0.75 mm. We use 120× 90 nodes along the x and 
y directions. This offers us a sufficient number of grid points to resolve the LCM particles. 

The initial locations of the LCM particles are randomized such that they don’t overlap with one 
another. For the case shown in Figure 2, the LCM particle diameter is dp = 0.33 mm. The fracture 
is placed at the mid-point of the computational domain along the vertical direction. The values of 
various properties used in the simulations are expressed in Table 1.  

 

Table 1: Values of the various properties used in simulations 

Property Values used in simulation 

Liquid density (𝜌𝜌𝑙𝑙) 1000 kg/m3 

Solid density (𝜌𝜌𝑝𝑝) 2000 kg/m3 

Liquid viscosity (𝜇𝜇) 8.9 × 10-4 Pa-s 

Young’s modulus (E) 183 GPa 
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Poisson’s ratio (𝛾𝛾) 0.33 

Static/Dynamic friction 

coefficient (𝜂𝜂) 

0.75 

 

When an LCM particle exits from the right side of the domain in Figure 2, it is artificially made to 
re-enter the domain. This is done by randomly placing the exited particle upstream of the fracture 
opening at a location where it does not overlap with the existing LCM particles. This is done in 
order to maintain a constant particle density.  

We consider three different values of LCM particle size: dp = 0.33 mm, 0.27 mm, and 0.18 mm, 
and values of pressure difference ∆𝑃𝑃 in the range of 0.15 MPa to 1.5 MPa. The LCM particle 
concentration is defined by 𝛼𝛼, the volume fraction occupied by the particles outside of the fracture 
at the start of the simulation. In the present study we consider two LCM volume fractions, 𝛼𝛼 =
 0.48 and 0.68. The cumulative leaked volume of circulation fluid Q (m3/m) is computed as the 
velocity integrated over the outlet area on the right-side boundary, and over time. Note that since 
the simulations presented in our study are 2D in nature, Q is expressed as volume per unit length 
along the direction normal to the paper. Hence the units m3/m.  

3. Results and Discussion 

3.1 Clogging behavior of LCM particles 

For dp = 0.33 mm and 0.18 mm, across all the simulated pressures we found the primary 
mechanism of clogging to be via the formation of unstable bridges at the entrance of the fracture. 
The process begins with the LCM particles gaining traction due to friction at the fracture opening, 
which retards the motion of the particles. This leads to a crowding of the LCM particles near the 
opening, leading to formation of a compact bridge. At this instance, the main forces that balance 
the pressure difference across the bridge particles are the particle-particle frictional and normal 
forces, and the particle-rock frictional and normal forces.  

Shown in Figure 3 is a plot of the cumulative lost volume per unit depth Q(t) vs t for a case with 
∆𝑃𝑃 = 0.6 MPa, dp = 0.18 mm, and particle density 𝛼𝛼 =  0.68. We note that Q initially increases 
with time until approximately t = 1 ms, at which point it plateaus until 2.7 ms. At this stage Q 
begins to increase again. The figure also shows snapshots of the simulation at times t = 0.66 ms, 
1.75 ms, and 4.6 ms along with the velocity contour plot. It is evident from the velocity contour 
plot and the orientation of the LCM particles at 1.75 ms that the stagnation in Q is due to a bridge 
that is formed at the entrance of the fracture. This bridge blocks the flow, thereby reducing the 
velocity magnitude in the computational domain. We observe that this bridge is broken at t = 2.7 
ms, causing the flow to develop and Q to increase.  
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Figure 3: A plot of cumulative loss Q vs time for ∆𝑷𝑷 = 𝟎𝟎. 𝟔𝟔 MPa, dp = 0.18 mm, and particle volume fraction 

𝜶𝜶 =  𝟎𝟎. 𝟔𝟔𝟔𝟔. Also shown are velocity contours and particle positions at various stages of bridge formation 
a breakage. 

Note that the slope of Q after the bridge breaks is smaller than that from 0 < t <1 ms. This is 
because the presence of the LCM particles inside the fracture after t = 2.7 ms provides resistance 
to the flow. Figure 4(a) and (b) show the pressure distribution around the fracture when the LCM 
particles form a bridge and when said bridge is broken, respectively. Note the network of LCM 
particles circled in Figure 4(a) that form the bridge.  

We observe in Figure 4(a) that the pressure gradient around the fracture opening is sharp compared 
to the more diffused pressure distribution seen in Figure 4(b), in the case of no-bridge free flow.  
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Figure 4: The pressure contours in the computational domain at (a) t = 1.75 ms with the bridge intact and (b) t 

= 4.6 ms with the bridge broken. 

3.2 Influence of pressure difference (∆𝑷𝑷) and size particle size (dp) 

During geothermal drilling, the pressure deficit within the fracture driving circulation loss is 
expected to be dependent on depth. To examine the effect of this pressure difference we simulated 
LCM clogging for seven values of pressure ranging between 0.15 MPa and 1.5 MPa. Figures 5(a) 
and (b) show the cumulative loss Q as a function of time for LCM particle sizes 0.18 mm and 0.27 
mm, respectively. Understandably, we observe an increase in the fluid loss as the holding pressure 
increases. We note that in the timeframe of the simulations, the losses experienced with both 
particle sizes are similar in magnitude. We observe that all of the cases with dp = 0.18 mm exhibit 
bridging behavior at the opening of the fracture, as noted in subsection 3.1. This trend of having a 
prolonged bridge was not observed in the cases with dp = 0.27 mm.  

We also note from Figure 5(a) that the smaller the holding pressure, the longer the bridge lasts 
before giving way to the flow. Figure 5(a) also shows that the same amount of fluid is drained out 
before the bridge is formed in all the pressure cases simulated. Given that the solid fraction in all 
the cases is identical, it would stand to reason that for all pressures, the same amount of fluid needs 
to be drained out in the vicinity of the fracture opening before compaction of the LCM particles 
can commence. Figure 6(b) shows a side-by-side comparison between the cumulative losses for dp 
= 0.18 mm and 0.33 mm at different holding pressures. We see a prolonged bridging phase in the 
0.33 mm cases like in the case of dp = 0.18 mm. However, the amount of fluid drained prior to 
compaction and bridging is much lower than in the case of dp = 0.18 mm. A prominent feature of 
the Q plots for dp = 0.33 mm are the sharp oscillations we observe in the plot once the bridge 
breaks. These oscillations arise due to sharp fluctuations in velocity caused by sudden motion 
between two particles in contact. This could occur when the friction between them changes 
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abruptly from static to dynamic friction. The pressure fluctuations in conjunction with the constant 
pressure outlet boundary condition may give rise to momentary inflow at the outlet.  

 
Figure 5: The cumulative loss per unit normal length Q as a function of time, under different pressures for (a) 

dp = 0.18 mm, and (b) dp = 0.27 mm, respectively. 

Figure 6: A comparison between cumulative loss Q in the cases with (a) dp = 0.18 mm and (b) dp = 0.33 mm. 

3.3 Influence of LCM concentration: Volume fraction (𝜶𝜶) 

We ran two sets of simulations for dp = 0.27 mm with LCM volume fractions 𝛼𝛼 = 0.68 and 0.48. 
Figure 7 shows the cumulative losses for holding pressures of 0.6 MPa (blue) and 1.4 MPa (black) 
with both solid fractions. We observe that there is a significant drop in the cumulative loss as the 
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LCM concentration increases from 0.48 to 0.68. For pressure differentials of 1.4 MPa and 0.6 
MPa, this amounts to a 4-4.5 times smaller cumulative loss. These simulations indicate that 
increasing the concentration of LCM particles in the mixture can reduce losses. Note that the LCM 
particle volume fraction is not uniform and homogenous in space in the liquid. It may vary in the 
vicinity of the fracture. For the purpose of this study, we qualify the particle volume fraction as 
being one that is observed in the vicinity of the fracture. 

Figure 8 shows pressure distribution near the fracture during the bridging phase for dp = 0.18 mm 
and 0.33 mm, both having an LCM concentration of 𝛼𝛼 = 0.68. The pressure distribution is more 
diffused in the 0.18 mm case compared to the 0.33 mm case.  

4. Conclusion and future work 

The Immersed Boundary Method (IBM) based CFD method was used to simulate the flow of LCM 
particles into an idealized fracture of size 0.75 mm. Bridging at the entry point to the fracture was 
the mechanism by which the LCM particles reduced liquid loss. Our simulations show that the 
0.18 mm and 0.33 mm sized LCM particles exhibited unstable bridging in all cases of pressures, 
while the 0.27 mm sized particles didn’t show bridging behavior for an LCM volume fraction of 
0.68. The 0.33 mm sized LCM particles resulted is a lower cumulative liquid loss compared to the 
0.18 mm sized particles. Our simulations show that the pressure gradients are sharp in the vicinity 
of the fracture during bridging, and more diffused during free flow. The pressure gradients were 
found to be sharper near the fracture for the larger particle size of 0.33 mm compared to 0.18 mm. 
We also show that a larger concentration of LCM particles, in terms of volume fraction occupied, 
results is better loss reduction for the case of dp = 0.27 mm.  

Future work on this topic will involve examining the impact of other parameters like the Young’s 
modulus, the coefficients of static and dynamic friction, and the effect of a vertical background 
flow velocity, on loss reduction.   

 

 

Figure 7: Cumulative loss per unit normal length Q as a function of time for two different pressure and two 
different LCM concentrations.  
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Figure 8: Pressure distribution in the vicinity of the fracture for dp = 0.18 mm and 0.33 mm, with both cases 

having the same LCM concentration of 𝜶𝜶 = 𝟎𝟎. 𝟔𝟔𝟔𝟔. 
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ABSTRACT 

With an increasing global demand for cleaner, climate friendly power generation, geothermal has 
been identified as one of several energy sources that can help meet our future power-generation 
needs. There are a diverse range of issues and challenges with geothermal resources, both at the 
surface and the subsurface locations, which the geothermal industry faces as it attempts to become 
a much larger part of the current energy transition effort. 

In subsurface drilling, the drill bit plays a key role in the well construction process. Drillbit 
evolution over the last few decades, especially the shift from traditional roller-cone to fixed-cutter 
drill bits in the oil and gas industry, has had a significant impact on lowering well construction 
costs. However, drilling geothermal wells presents unique challenges compared with conventional 
oil and gas wells, particularly from the drillability perspective. Geothermal wells are typically 
drilled in areas with high-temperature regimes and elevated rock strength, with hard, abrasive 
lithologies requiring drill bits that can withstand this difficult environment. The associated drilling 
costs are a significant percentage of the overall geothermal project, and the industry requires rate 
of penetration (ROP) improvements by a factor of 5 to 10 times to make some projects 
economically viable.  

An extensive global review of the world’s largest drilling data repository containing data from 
over 1,300 geothermal wells reveals that the wells have traditionally been drilled with roller-cone 
bits, while oil and gas wells are typically drilled using fixed-cutter bits. Driven by the challenges 
in the geothermal application, roller-cone bits can provide a cost-effective solution for geothermal 
projects. The benefits of roller-cone bits are evaluated and presented with a review of data from 
several geothermal areas where these bits continue to provide the best performance. However, if 
geothermal resources are to be more fully exploited, then there must be a shift to more 
mechanically efficient drilling methods. A renewed focus on application-specific cutting structure 
design with advanced synthetic diamond cutters has the objective of allowing fixed-cutter bits to 
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drill deeper and faster than roller-cone bits, thereby reducing well construction costs. Case studies 
and lessons learned from global hard-rock drilling applications—both from geothermal and oil and 
gas wells—will be presented where technology, application, and knowledge are combined to 
deliver a step-change in well construction performance. Significant developments in synthetic 
diamond materials in conjunction with optimized cutting shapes are presented in this paper to 
demonstrate that fixed-cutter bits are capable of being used in challenging geothermal subsurface 
environments. 

1. Introduction  
The geothermal market is currently experiencing a significant boom due to several key factors. 
First, and most importantly, the growing global emphasis on renewable energy sources and the 
urgent need to mitigate climate change have spurred increased interest and investment in 
geothermal energy. Additionally, advancements in drilling technology and exploration techniques 
have made it easier to identify and tap into geothermal reservoirs, expanding the potential for 
geothermal energy production.  

As of today, drilling costs represent a significant fraction of the total budget for geothermal projects 
and can have a substantial impact on the overall economics and feasibility of a venture. As shown 
in Figure .1, the drilling fraction of the total cost can reach up to 30% for geothermal power projects 
and can increase to more than 50% for geothermal heating projects (Rystad Energy 2023). 

 

 
Figure 1: Expenditure (CAPEX) on geothermal heating (left) and power (right) projects (data sourced from 

Rystad Energy). 

 

Moreover, because of the hard formations typical of geothermal reservoirs, drilling performance 
is typically inadequate compared with that in hydrocarbon wells. The rate of penetration (ROP) of 
drilling bits is often < 10 m/h, and many bit runs may be required to complete a geothermal well. 
To reduce drilling costs and improve the competitiveness of geothermal projects, there is a need 
to improve geothermal drilling performance. 
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While some newer technologies such as hammer drilling are being explored, most geothermal 
wells are drilled with rotary drill bits. Rotary bits may be subdivided as roller-cone, fixed-cutter, 
and hybrid (with both roller-cone and fixed-cutter components). Roller-cone bits have three cones 
that rotate with respect to each other as the entire bit turns; they crush the rock as the teeth on the 
cones successively encounter unbroken areas (Figure 2). Fixed-cutter bits have cutters (inserts) in 
a solid head. They cut the rock with a shearing action, and they are often categorized by the 
composition and positioning of the cutters. Common types include polycrystalline diamond 
compact (PDC) and, to a much lesser extent, natural diamond bits. 

 

 
Figure 2: Two major bit categories: roller-cone and fixed-cutter (PDC) bits. 

 

1.1 Drilling Data Repository 

The drilling data repository (DDR) utilized for this paper was originally developed as a bit record 
database in the mid-1980s (Steinke et al. 1988). Over the years, it has expanded in scope to include 
much more than simple drilling performance and bit data. Today, the DDR captures a wealth of 
contextual well data including surface location, trajectory, casing string, and formations and 
geology drilled, as well as detailed run data including drillstring design, downhole drive systems 
and tools utilized, drilling fluid properties, operating parameters, and, of course, the drill bit itself. 
Drillbit details include the size, manufacturer, model, serial number, and part number; 
International Association of Drilling Contractors (IADC) bit classification code; condition after 
usage, known as the IADC dull grading; and the reason pulled. These data are captured and 
screened for accuracy globally by a dedicated team of field sales representatives, data entry 
specialists, and engineers. In all, the DDR contains a vast amount of worldwide well drilling data, 
which, as of October 2022, encompasses more than 1.8 million wells and 7.5 billion ft drilled since 
1980 (Skoff et al. 2023). 
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Within the DDR, wells are categorized by target resource, such as “Geothermal”. Over the past 
few years, an extensive effort has been made to properly categorize global geothermal wells; this 
is a direct response to the organization’s efforts to support the geothermal energy industry. This 
effort has yielded a geothermal dataset comprising 1,372 total wells drilled and 15,140 total bit 
runs, across 33 countries. A breakdown of geothermal well count by country since 1980 in the 
DDR is shown in Figure 3. 

 

 

Figure 3: Geothermal well count since 1980 in DDR by country. 

 

This dataset can be analyzed to identify global trends in geothermal drilling practices. For example, 
with regards to drillbit selection, the usage of roller-cone bits and fixed-cutter bits can be quantified 
with respect to the number of bit runs and total drilled distance. Since 1980, roller-cone bits 
accounted for 13,566 (86.3%) out of the 15,727 total bit runs, while fixed-cutter bits accounted for 
only 1,519 (9.7%). Roller-cone bits accounted for 80.5% of the total drilled distance while fixed-
cutter bits accounted for 16.8%. Another trend can be spotted—the average fixed-cutter bit run is 
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86.7% longer than the average roller-cone bit run. However, the popularity of roller-cone bits in 
geothermal wells is also seen when considering only more recent wells. In geothermal wells 
spudded from 2010 through 2022, 83.8% of bit runs used roller-cone bits while 11.3% used fixed-
cutter bits. Likewise, roller-cone bits accounted for 79.6% of the total drilled distance while fixed-
cutter bits only accounted for 16.9%. The use of roller-cone bits for geothermal well drilling had 
been consistent since 1980 and only since 2016 has there been an increased use of fixed-cutter bits 
(over 16.9% of total drilled length).  

The DDR also contains a vast amount of data from conventional oil and gas wells, thus geothermal 
well trends can be analyzed against them. Figure 4 shows the difference in roller-cone and fixed-
cutter bit drilled length split in geothermal wells and in oil and gas wells. In the oil and gas industry, 
fixed-cutter bits have replaced roller-cone bits in most applications. In geothermal, this split is the 
opposite. 

 
Figure 4: The split between roller-cone and fixed-cutter bits by year for geothermal (left) and oil and gas 

(right) industries. 

The geothermal dataset from the DDR supports the case studies presented throughout this paper. 

1.2 Defining “Hard Rock” 

When drilling for oil and gas, wells are typically drilled through sedimentary formations. In 
contrast, the lower sections of geothermal wells are mainly drilled in igneous and metamorphic 
formations, which are, in general, more difficult to drill compared to sedimentary rock types 
because of their higher compressive strength (Table 1). 

Rock Strength Definition Unconfined Compressive Strength 
(UCS) Range (psi) 

Lithology Examples Lithology Classification 

Very Soft <3000 shale sedimentary 
Soft 3,001 to 5000 clay, claystone sedimentary 

962



Ford et al. 

Medium Soft 5,001 to 9,000 anhydrite sedimentary 
Medium 9,001 to 14,000 limestone sedimentary 

Medium Hard 14,001 to 20,000 dolomite, sandstone sedimentary 
Hard 20,001 to 30,000 siltstone sedimentary 

Very Hard 30,001 to 40,000 granite, gneiss Intrusive, volcanic 
Super Hard 40,001 to 50,000 diabase Intrusive 
Ultra Hard >50,001 quartzite, Basalt metamorphic, intrusive 

Table 1: Formation hardness (UCS) classification and examples of associated lithologies. 

 

It should be noted that geothermal wells are not the only wells that are drilled through very hard 
rock types. While conventional oil and gas wells are often drilled through less hard sedimentary 
rock types, they are also drilled through very hard and super hard rocks in some specialized 
applications. Therefore, this paper will describe lessons learned not only in geothermal wells, but 
also in oil and gas wells that were drilled through very hard or super hard rock types. 

2. Roller-Cone Bits 
Roller-cone bits are classified as either milled tooth (MT) bits or tungsten carbide insert (TCI) bits, 
depending on the cutting element on the cones (Figure 5). The cones are mounted on bearing pins 
(or arm journals), which extend from the bit body. The bearings allow each cone to turn about its 
own axis as the bit is rotated.  

 

 
Figure 5: Milled tooth (left) vs. tungsten carbide insert (right) roller-cone bits. 

 

Traditionally, roller-cone bits are preferred over fixed-cutter bits when drilling geothermal wells 
for the following reasons: 

• Hard rock. Igneous and metamorphic formations are more difficult to drill compared to 
sedimentary types because of their higher compressive strength. Since these rock types 
show minimum plastic deformation, they are suitable to be drilled with a crushing / impact 
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action. This is why roller-cone bit types have proven to be one of the most effective 
technologies to date for geothermal drilling. 

• Economics. In general, roller-cone drill bits have lower cost than fixed-cutter drill bits. 
Therefore, for short drilling sections, the overall economics is in favor of this technology. 
In general, if a roller-cone drill bit can drill an entire section to total depth, it will have an 
overall lower cost per foot compared to fixed-cutter drill bits. 

• Formation drillability uncertainty. Roller-cone drill bits are known to be a “versatile” 
technology that can drill unexpected lithologies, withstand vibrations, and operate within 
a wider parameter window than fixed-cutter drill bits. Some geothermal projects face a 
large degree of uncertainty because of a limited amount of local offset data. While fixed-
cutter drill bits deliver superior performance in a well-controlled environment, roller-cone 
drill bits are more suitable to deal with uncertainty and unexpected drilling conditions. 

• Torque. Roller -cone bits produce less torque than fixed-cutter bits, which is especially 
relevant in hard rock and large-diameter hole size. Some drilling rigs may not be able to 
produce enough torque to use fixed-cutter bits. 

Even though roller-cone bits show good durability when drilling hard formations in geothermal 
fields, these bit types typically have a sealed bearing package inside each cone that limits the 
number of revolutions the bit can achieve before the sealed bearing package fails. In the industry, 
this is a well-known limitation of roller-cone bit life tied to the total revolutions, generally 
expressed as krevs (one krev is 1,000 revolutions). 

Another major limitation of roller-cone bits used in high-temperature environments is degradation 
of the elastomer components such as bearing seals and grease reservoir compensation system. 
Some bit manufacturers offer roller-cone bits specifically designed for high-temperature (HT) 
downhole environments. HT drill bits, for example, use fluoroelastomers, which have a greater 
resistance to both heat and chemical attack than standard hydrogenated nitrile butadiene rubber. 
HT bits are rated to work in drilling environments with static temperatures up to 290°C. 

2.1 Roller-Cone Drilling in Geothermal—Examples of Typical Performance 

In reviewing the roller-cone drillbit technology performance in geothermal fields for the last 20 
years, a general trend of running TCI bits with higher IADC codes into the reservoir has been 
observed. In the three-digit IADC code for TCI bits, the first number represents hardness of the 
rock being drilled, from 4 (very soft) to 8 (very hard). Since higher number IADC codes identify 
bits for harder formation, they are generally preferred for drilling hard formation typically 
encountered in the deepest reservoir sections (these are typically drilled in sizes 8.5 in. or 9.875 
in.).  

2.1.1 Turkey 

Turkey has a long history (over 2,000 years) of using geothermal hot water sources. However, 
within the last decade, there has been exponential growth in geothermal power generation within 
Turkey, driven in part by regional financial grants. This growth industry is mainly concentrated in 
western Turkey, but across multiple locations, with over 60 geothermal power plants in operation 
as of 2022. The target reservoir/production lithology mainly consists of metamorphic rock types, 
with varying levels of quarzitic content. The typical drive systems used are cost-effective positive 
displacement motors. Drillbit limiters within this application are predominantly cutting structure 
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life and drillbit total revolutions. As these projects are cost sensitive, roller-cone tungsten carbide 
insert bits have been preferred versus fixed-cutter bit types. At times there may appear to be a 
chaotic approach to the roller-cone bit type (IADC code) selection, but selection is typically driven 
by the anticipated lithology and the previous dull condition and bit type selection. A typical well 
length is 3,000 m measured depth (MD), although this varies depending on directional work. In a 
typical well, the 17 ½-in. section is an MT roller-cone. Then, the 12.25-in. section is a roller-cone 
tungsten carbide bit (IADC  447-647 series) with one to two bit runs in the valley and three to four 
bit runs on the mountainous terrain. Finally, the 8.5-in. section is drilled with a roller-cone tungsten 
carbide bit (IADC 447-647 series) with four to five bit runs required. In wells that have been 
drilled, the8.5-in. sections have been logged, enabling UCS calculation, which consistently 
averaged 24,000 psi, with peaks of up to 30,000 psi (Figure 6). 

 

Figure 6: UCS plots (from a drillbit optimization system) from a geothermal 8.5-in. metamorphic 
section, western Turkey. 

 

Table 2 shows the performance of 8.5-in. roller-cone bits grouped by IADC code for geothermal 
wells in the Aydin area, Turkey. IADC codes in the 537 to 627 range are usually the ones that 
deliver optimum performance in terms of ROP and interval drilled.  

 

IADC Depth In (m) Depth Out 
(m) 

Interval 
Drilled (m) 

ROP (m/h) Drive Type Dull Grade 

517 1866 2192 326 4.9 Motor 2-2-BT-M-F-2-CT-HR 
527 1364 1778 414 4.9 Motor 2-5-WT-A-E-IN-BT-HR 
537 1673 2128 455 5.5 Motor 4-4-WT-A-E-1-NO-TQ 
547 1310 1823 513 5.5 Motor 2-3-WT-A-E-1-NO-BHA 
617 2333 2769 436 6.1 Motor 7-8-CD-A-F-4-BT-HP 
627 1043 1517 474 6.7 Motor 2-3-WT-A-E-1-NO-HR 
637 2200 2235 35 4.0 Motor 2-5-BT-A-F-2-LT-TD 

Table 2: Best 8.5-in. roller-cone individual performances for each IADC code. 
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Further development of roller-cone drillbit designs within the heavy-set IADC code 627 delivered 
optimized performance specifically for the geothermal reservoir section. Two tests with the new 
design showed considerable improvement in both ROP and length (Figure 7). 

 

Figure 7: 8.5-in. roller-cone bit performance evaluation by IADC code showing median performance for 
IADC codes 437 through 547 for groups of between 8 and 60 runs. The two bars on the right represent 

individual IADC 627 design test runs. 

 

2.1.2 California 

In the Mayacamas Mountains of northern California is a field of reservoirs with natural steam 
known as The Geysers. Metamorphosed sandstone, shale, and granite comprise the geothermal 
reservoirs of The Geysers, which reach temperatures of 600°F (315°C). UCS in The Geysers can 
be as high as 60,000 psi (Graham et al. 2016). 

In this field, there was a test of a novel 8.5-in. roller-cone design equipped with heat-resistant 
elastomers. This bit drilled for 49 hours from a depth in of 7,233 ft to 8,005 ft, enduring bottomhole 
temperatures that ranged from 500 to 600°F (260 to 316°C). When compared with bits used to drill 
offset wells, the roller-cone bit drilled 14 hours longer and approximately 150 ft farther, 
representing a run length increase of 25% (SLB 2013). 

2.1.3 Italy 

The Larderello geothermal power plant in Tuscany, Italy, was the world’s first geothermal power 
plant. The Enel Green Power facility has been generating electricity since 1911 but it first began 
powering light bulbs, as part of an experiment, in 1904. To this day, Enel continue to operate 

627  
(Run #1) 

627 
(Run #2) 

437  
(17 runs) 

447  
(12 runs) 

517  
(60 runs) 

527  
(19 runs) 

537  
(47 runs) 

547  
(8 runs) 
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numerous geothermal power plants within Tuscany and even worldwide, drilling new geothermal 
wells within Tuscany continues to this day. 

Historically, the wells had been drilled with conventional roller-cone designs. In latest years, new 
8.5-in. HT bits were tested to drill hard and abrasive granite/metamorphic formations with 320 to 
350°F temperatures and spikes up to 570°F. The HT bits set a new field record for on-bottom 
drilling time of 77 hours. Total bit revolutions of 300 krevs were compiled with all seals effective, 
and a 20% improvement from the best offset well bit runs was observed. The bit’s new seals and 
grease formulation enabled a 37% increase in total on-bottom drilling hours compared to an offset 
well drilled with standard roller-cone bit (Figure 8) (SLB 2011) (Orazzini et al. 2011). 

 

 
Figure 8: Roller-cone performance comparison using HT roller-cone bits. 

 

2.2 Roller-Cone Drilling Geothermal—The Eden Geothermal UK Case 

Eden Geothermal Limited drilled a single deep geothermal well, EG-1, to 5,277 m MD (4,871 m 
true vertical depth), with the primary objective of supplying heat to the Eden Project’s famous 
biomes, but also for associated greenhouses and offices. The Eden Geothermal Project is an 
industrial research project, enabling assessment of the geothermal resource potential, specifically 
how much heat (and potentially power) can be obtained from the resource. The bottomhole 
temperature was expected to be in the range of 170 to 190°C. Drilling was completed in 162 days, 
finishing in October 2021, and, at the time of writing, this is the longest (mMD) geothermal well 
in the UK. The lithology from surface to total depth was high-compressive-strength granite.  
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Roller-cone tungsten carbide insert bits were used for the entire well, with the 12.25-in. and 8.5-
in. sections utilizing IADC codes of 627 and 637. These sections were logged, enabling UCS 
calculation, which consistently averaged 24,000 psi, with peaks of up to 36,000 psi. Figure 9 shows 
compressive strengths observed in a section of the well. 

 

 
Figure 9: UCS Plot (from the drillbit optimization system) for the EG-1 well. 

 

Drilling was challenging at shallower depths due to the granite’s high compressive strength and 
the short/light bottomhole assemblies (BHAs).  Average penetration rates for each section 
increased with every reduction in hole size throughout the well (Table 3). 

 
 

Maximum Recorded Single-Run Figures   
Interval 

Drilled (m) 
ROP (m/h) Drilling Hours Krevs 

12.25-in. IADC 627 336 4.50 74.7 576 
12.25-in. IADC 637   259 4.71 55.0 490 
12.25-in. IADC 627   284 3.34 85.1 611 
12.25-in. IADC 627   222 2.78 80.0 686 
8.5-in. IADC 637 325 4.17 78.0 568 
8.5-in. IADC 637 306 6.42 47.7 581 

Table 3: Roller-cone performances by size and IADC code for the EG-1 well. 

 

Within the 8.5-in. section, gauge durability was the primary concern. With decreasing hole size, 
there was an increase in heel and leg-back protection (i.e., the amount of additional carbide 
protection and, more importantly, diamond protection, striving to maintain each drill bit in an in-
gauge condition). The expected total depth circulating temperature estimates meant that standard 
grease, twin-seal rubber, and bearing components were chosen, and these subsequently performed 
in-line with predrill reliability expectations and estimates. 
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2.3 Roller-Cone—Lessons Learned 

The examples described here clearly illustrate that, despite the overwhelming dominance of fixed-
cutter bits in traditional oil and gas wells, the roller-cone bit can still achieve desirable drilling 
performance in geothermal reservoirs. The effective combination of the crushing behavior of the 
teeth into hard, dense, abrasive rocks with careful parameter management can yield cost-effective 
results for the geothermal operator.  It must be noted that despite the renewed focus on geothermal 
happening today, the technology evolution within the roller-cone product portfolio has slowed 
significantly because of the developments in fixed-cutter bit designs and synthetic diamond 
materials, driven by the demand in oil and gas wells. It is therefore imperative that geothermal 
operators and roller-cone bit suppliers work together to ensure that roller-cone bits deployed into 
hard, abrasive rocks incorporate the most recent advances in cutting structure layout and materials 
to ensure that these bits continue to deliver effective performance in the most challenging 
geothermal subsurface environments. 

3. Fixed-Cutter Bits in Oil and Gas 
Fixed-cutter bits fail rock with a shearing action. They are inherently more efficient than roller-
cone bits. They began to be used in the early 1980s for their ability to drill faster and last longer in 
soft to medium formations, and nowadays they dominate in oil and gas drilling.  

A major disadvantage of fixed-cutter bits is their cost, which is sometimes 10 times more than a 
similar sized roller-cone bit. There is also no guarantee that these bits will achieve a higher ROP 
than a correctly selected roller-cone bit in the same formation. They are, however, cost-effective 
when drilling formations where long rotating hours (200 to 300 hours per bit) are required, and a 
single bit can replace several roller-cone bits. 

Hard rock is not only present in geothermal wells. Oil and gas wells occasionally must be drilled 
through extremely hard and tough formations, and sometimes those formations are comparable to 
the hard and abrasive formations encountered in geothermal wells. In recent years, we proved that 
innovative cutting elements can further expand the fixed-cutter bits application window to drill 
effectively through very hard rock.  

3.1 Shaped Diamond Elements for Fixed-Cutter Bits 

Conventional PDC cutters are cylindrically shaped, with a flat circular diamond face. Incremental 
improvements in the robustness of conventional PDC cutters have been made over the years 
through changes in leaching, diamond and carbide tungsten grades, and press processes. 

Shaped diamond elements (SDEs) are fundamentally different from conventional PDCs because 
they do not have a flat circular face. Instead, they have a three-dimensional face. Various SDEs 
have been developed with specific rock failure mechanisms in mind. 

3.1.1 Conical Diamond Element 

Conical diamond element (CDE) bits were originally developed in the late 2000s by Novatek 
International and commercially introduced by Schlumberger in 2014. Compared to conventional 
PDC cutters, CDEs provide concentrated point loading and greatly improved impact resistance 
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(German et al. 2015) (Figure 10). Fixed-cutter bits can be configured to utilize CDEs in many 
different arrangements and orientations, including bits that solely utilize CDEs.  

 

 
Figure 10: Point loading action of PDC compared to CDE. 

 

CDE bits have been developed and implemented in many hard rock applications around the globe 
to improve drilling performance compared to roller-cone bits. A brief overview of a couple of 
publicly available papers will follow. 

3.1.2 Ridged Diamond Element 

Ridged diamond element (RDE) in contrast has the diamond table shaped like a saddle with an 
elongated ridge running through the center of the diamond table and normal to the cutter axis 
(Figure 11). The designated cutting section, known as the "ridge," actively interacts with the 
formation, simultaneously fracturing and shearing the rock. The increased thickness of the 
diamond table on the cutter ridge enhances the durability of the cutting element, improves frontal 
load capacity, and ensures consistent and desired penetration rates throughout the run (Crane et al. 
2017). Designing the RDE bits with CDE further enhances the durability of the bit and makes it 
extremely durable for tough drilling environments. 

 
Figure 11: FEA tests of conventional PDC (left) and RDE (right). Red area denotes zone of maximum stress; 

blue area denotes zone of minimum stress. 
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3.2 Fixed-Cutters Drilling Oil and Gas—The Solimões Basin, Brazil, Case 

Solimões Basin is situated in the northern area of Brazil. The hard, heterogeneous reservoir section 
through the Juruá formation is characterized by ultra-hard and abrasive diabase intervals. To 
address the diabase layer challenge, tailored cutting structures were developed using the CDE with 
two different cutting structure layouts (Figure 12). 

Full and hybrid CDE bits were utilized on steerable motor BHAs to improve both drilled length 
and ROP versus hard TCI bits utilized on rotary BHAs. Wells were drilled through the diabase 
rock with UCS of 30,000 to 45,000 psi, targeting gas production from the Solimoes Basin, onshore 
Brazil, in 2018 (Figure 13). 

 

 

 

 

 

 

Figure 12: CDE design iterations with hybrid layout combining conventional PDC and CDE (left) and full 
CDE layout (right) 
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Figure 13: UCS plots (from the drill bit optimization system) for the Solimões Basin. 

 

 

 

 

The Brazilian Solimões Basin application has shown a significant performance improvement using 
latest CDE technology when comparing against conventional fixed-cutter and roller-cone tungsten 
carbide insert (TCI) drillbit technology. 

When comparing performance through the Upper Diabase interval, roller-cone TCI drill bits 
achieved variable length, which meant the first diabase interval was not always drilled in one run. 
The introduction of fixed-cutter bit technology yielded an improvement in penetration rate, but not 
a significant improvement in length and all were unable to drill the entire first diabase interval in 
one run. Thereafter, the introduction CDE technology set a field record for length with a significant 
improvement in penetration rate, along with an improved dull grading (Table 4) 
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Hole Size 
(in.) Bit Type IADC Interval Drilled 

(m) 
ROP 
(m/h) 

Dull 
Condition Comment 

12.250 TCI 637Y 345 (800-1145) 2.66 2-2-WT Conventional roller-
cone technology 

12.250 TCI 537X 414 (805-1219) 3.52 4-3-WT Conventional roller-
cone offset 

12.250 PDC PDC 422 (793-1215) 4.20 5-4-CT Conventional fixed-
cutter offset 

12.250 PDC PDC (CDE) 854 (794-1648) 4.50 2-3-CT New hybrid CDE 
layout design 

12.250 PDC PDC (CDE) 126 (1967-2093) 4.30 2-3-BT New full CDE layout 
design 

8.50 PDC PDC (CDE) 194 (2837-3031) 4.50 1-1-BT New full CDE layout 
design 

Table 4: Comparison of bit performances of roller-cone and fixed-cutter bits. 

 

 

3.3 Fixed-Cutters Drilling Oil and Gas—The Kutch Saurashtra Basin, India, Case 

The Deccan Trap is a vast basaltic formation covering central India, created by massive volcanic 
eruptions approximately 66 million years ago. It consists of multiple layers of solidified lava flows 
and volcanic ash. Intervals up to 2100 m have been encountered in the field comprising of 
interbedded hard and compact basalt with average UCS in range of 25,000 psi and peaks up to 65 
to 80,000 psi (Figure 14).   
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Figure 14: UCS plots for Deccan Trap for two fields in India. 

 

 

 

 

Table 5 shows the performance of different types of bits in Deccan Trap (data compiled from 44 
wells drilled in these fields). Figure 15 shows the different design iterations developed and utilized 
in this application. 
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Hole 
Size 
(in) 

Bit 
Type IADC Number 

of Runs 

Average 
Interval 
Drilled 

(m) 

ROP 

(m/h) 
Average Dull 

Condition Comment 

12.25 TCI 517-537 67 125.7 2.37 3-4-BT-E-PR Conventional roller-cone 
technology 

12.25 TCI 617-637 29 149.2 1.75 4-4-BT-E-PR Conventional roller-cone offset 

12.25 PDC PDC 4 119 1.78 3-3-CT-PR Conventional fixed-cutter bit (7 
bladed -13-mm/16-mm cutters) 

12.25 Hybrid RC-
PDC 1 60 1.32 6-6-RO-PR Roller-cone and PDC hybrid bit 

12.25 PDC PDC 
(CDE) 2 280.3 2.44 6-5-CR-PR New CDE technology 

12.25 PDC PDC 
(RDE) 5 940 2.39 1-2-WT-TD New RDE technology with CDE 

as backup 

Table 5: Bit performances of roller-cone and fixed-cutter bits. 

 

The use of CDE and RDE bits have brought a paradigm shift in bit performance in the field. 
Introduction of CDE bits in the field yielded 178% improvement in length drilled per bit compared 
to roller-cone and conventional PDC bits (Kundan et al. 2017). However, the RDE bits improved 
the length drilled per bit by 834% compared to offset runs in the field. In addition, 38% higher 
penetration rates were achieved in the RDE runs compared to field average (Sharma et al. 2019). 

 
Figure 15: CDE and RDE bit design iteration for Deccan Trap. 

 

The new RDE cutting structure for the Deccan Trap application was designed following a detailed 
analysis of field data and finite element analysis (FEA) modeling. This cutting-edge design 
achieved the longest length in this application by drilling 1078m of Deccan Trap in two different 
wells. In comparison, conventional TCI and hybrid bits in the closest offset wells achieved 36 m 
to 229 m per bit before being pulled due to low penetration rates. It is noteworthy that all four bits 
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with the new design were pulled out with minor worn-teeth dulls on the cutting structure compared 
to the bits with heavy cutter breakage in the offset wells. 

4. Fixed-Cutter in Geothermal 
Historically, fixed-cutter bits have not had adequate durability in geothermal hard or fractured 
formations, and a great deal of work was done to extend their use to harder rocks. Fixed-cutter bits 
dressed with PDC cutting elements had been tested in geothermal with limited success until recent 
years.  Because of the high formation hardness, conventional PDC bits delivered below-average 
performance since they lacked robustness.  

However, recent studies have shown that when correct practices are applied, the performance can 
be improved dramatically. A recent example of this was achieved by monitoring mechanical 
specific energy (MSE) during drilling operations in the Utah FORGE project (Dupriest and 
Noynaert 2022). The authors showed that low ROP occurred mostly due to high MSE and not hard 
rock. By identifying the dysfunctions causing the high MSE and acting upon these, the ROP 
improved 400% and record length per bit by 200% within a three-well program. In these wells, 
they advised on using high weight on bit (WOB) and low RPM to reduce the cutter wear. However, 
they also pointed out that the interfacial severity damage may occur when rock strength varies 
across the face of the bit, causing cutters to be unevenly loaded, which can limit the WOB in many 
geothermal applications. 

A particular advantage of fixed-cutter bits for geothermal is that they do not have any moving 
parts, so temperature limitations on bearings, seals, and lubricants are not a factor. Table 6 shows 
the difference in performance between 8.5-in. roller-cone and fixed-cutter bits, within the same 
geothermal field in Turkey. 

 

Bit Type IADC Depth In 
(m) 

Depth 
Out (m) 

Interval 
Drilled 

(m) 

ROP 
(m/h) 

Drive 
Type 

Dull 

Roller-cone 537Y 1893 2652 759 10.1 Motor 4-6-BT-G-E-5-WT-TD 

Roller-cone 527X 2141 2830 689 10.6 Motor - 

Roller-cone 527X 1427 2110 683 10.6 Motor 3-4-BT-G-E-4-WT-BHA 

Fixed-cutter PDC 2333 3295 962 4.7 Motor 2-4-BT-A-X-IN-CT-PR 

Fixed-cutter PDC 1243 2339 1096 5.3 Motor 1-1-WT-S-X-IN-NO-HP 

Fixed-cutter PDC 1967 2568 601 4.2 Motor 1-1-WT-A-X-IN-BT-PR 

Table 6: Comparison of bit performances of roller-cone and fixed-cutter bits. 

 

As already mentioned, geothermal applications drill through very hard and abrasive lithologies. 
Since performances of conventional fixed-cutter designs lagged behind that of roller-cone bits, it 
was decided to start implementing the lessons learnt from the oil and gas industry and test the CDE 
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cutting element in geothermal applications.  These tests occurred initially in the Philippines and 
Indonesian geothermal fields. 

 

4.1 Fixed-Cutters Drilling Geothermal—Southern Negros, The Philippines, Case 

The case from the Philippines in the southern Negros geothermal field is one of the first tests aimed 
at testing the CDE element in geothermal applications.  The 8.5-in. application in the Philippines 
is composed of high compressive strength volcanic rock composed of silicified andesitic tuff, 
breccia, quartz, chert, and pyrites.  Historically, fixed-cutter PDC bits did not have enough 
durability to drill the interval, and roller-cone TCI bits were the bit of choice, although requiring 
multiple drillbit runs to drill through the entire interval. Therefore, a CDE bit was developed to 
improve performance over TCI bits (Iskandar et al. 2016)  

The nearest offset well required three separate TCI bit runs, which drilled between 103 and 260 m 
each, at ROP between 3.3 and 4.1 m/h.  The new CDE bit drilled the entire 742-m interval in a 
single run at an overall ROP of 9.7 m/h (Figure 16).  

 

 
Figure 16: Roller-cone and fixed-cutter performance in southern Negros geothermal field, the Philippines. 

4.2 Fixed-Cutters Drilling Geothermal—Indonesia Cases 

4.2.1 Manduru Field, Sumatera, Indonesia 

The Manduru field application covers a metamorphic basement oil reservoir in Sumatera, 
Indonesia.  The basement zone consisted of hard and abrasive quartzite, with UCS ranging between 
26,000 and 50,000 psi (Figure 17). Exploration wells that reached the basement formation were 
drilled in 2009 by Pertamina EP using tungsten carbide insert bits that averaged 29.4 m/bit in 
MDR-01 (Manduru field) and 42.1 m/bit in KLL-01 (Kalalili field).   

In MDR-02 well, two 8.5-in. CDE bits were used to drill 307 m (131 and 176 m, respectively) of 
metamorphic basement rock with UCS of 22,000 to 40,000 psi (Figure 18).  Steerable motor BHAs 
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were utilized.  In the KLL-02 well, a single 8.5-in. CDE bit was used to drill 275 m.  ROP of the 
CDE/PDC bit runs was also improved over the roller-cone TCI bit runs (Abdila et al 2018). 

  
Figure 17: UCS plots (from the drill bit optimization system) for Manduru field. 

 

 
Figure 18: CDE and conventional bit performance results in Manduru field, Well MDR-02 

 

4.2.2 Hululais, Indonesia 

This application covers a geothermal volcanic igneous 9 7/8-in. reservoir onshore in Sumatera, 
Indonesia. The volcanic interval consisted of breccia and igneous rock (tuff and andesite) with a 
range of UCS of 18.000 to 30,000 psi (Figure 19). The application historically was drilled using 
conventional roller-cone TCI drill bits. 
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A hybrid CDE/PDC bit improved the longest run and the highest ROP of any roller-cone TCI bit 
offset runs for geothermal wells in the Hululais field, Sumatra, Indonesia, replacing two to three 
TCI bit runs (Figure 20) (Gunawan et al. 2018).  

 
Figure 19: UCS plots (from the drillbit optimization system) for Hululais field. 

 

 
Figure 20: CDE (right bar) and conventional bit performance results. 
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4.3 Fixed-Cutter Lessons Learned 

As has been observed, fixed-cutter bits have been successful in several geothermal applications, 
and there are very likely more opportunities that exist around the world.  It is also fair to state that 
there have been other examples where a fixed-cutter bit has been trialed and performance did not 
meet expectations, leading to costly bit trips, additional bit runs, and increased well construction 
costs.  The results shown here are a direct consequence of coordinated planning and discussion 
between operator and bit supplier to ensure drilling objectives and requirements are clearly 
defined. This drives a careful evaluation of fixed-cutter design options alongside synthetic 
diamond cutters to deliver a product that can meet the challenges that exist for fixed-cutter bits in 
geothermal reservoirs.  Although tempting to select from the vast array of products available today 
that are used in the oil and gas industry, there currently is no single design or technology that can 
be applied to a fixed-cutter bit that will deliver consistent, cost-effective results in geothermal 
applications.  Just as with roller-cone bits, a partnership between the operator and bit supplier is 
required to understand the goals and develop fit-for-purpose solutions that can extend the 
performance advantage of fixed-cutter bits into more geothermal environments.   

Complementary to this, there also needs to be an exploration of technology and tools developed 
over the last decade within the oil and gas technical domain to help accelerate fixed-cutter usage 
in geothermal.  This includes the use of advanced drilling system simulation and modeling tools 
to optimize BHA design and parameter management; deployment of specialized sensors within 
the drill bit to quantify damaging downhole shock and vibrations (Krough et al. 2021), and 
embracing digital workflows to empower decision-making for improved drilling performance 
(Aguiar et al. 2022).  Collectively, these innovations have contributed to the well construction 
success in the oil and gas industry, and they need to be implemented into geothermal to achieve 
new performance benchmarks and help reduce well construction costs. 

5. Conclusions 
Geothermal drilling had been consistently dominated by roller-cone bits until recent years. In 2014, 
the oil and gas industry saw the introduction of SDE and the parallel technical enhancement of 
conventional PDC in terms of diamond table thickness and thermal stability. Since these technical 
innovations, fixed-cutter technology has begun to encroach on roller-cones in geothermal 
applications.  

As per the DDR internal database, in 2022, the percentage of geothermal length drilled with fixed-
cutter bits is approximately 40% (Figure 4). This is a considerable advancement observed in less 
than 10 years. Nevertheless, it is also interesting to notice how roller-cone tungsten carbide insert 
bits are still the foundation technology for drilling geothermal. 

Figure 21 shows a chart based on DDR data; it displays the fixed-cutter adoption by country. It 
shows the gradual adoption of fixed-cutter technologies and their encroachment into different 
geothermal markets. The percentage of fixed-cutter technology adoption is different depending on 
several factors including specific geothermal basin, country, and operators. Regardless of the 
geographical differences, the trend of this adoption is mainly upward. 
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Figure 21: The split between roller-cone and fixed-cutter (in percent) by country in geothermal markets, 

covering two different time periods.  

 

Although hard formations and high temperatures pose challenges for geothermal drilling, recent 
studies such as the one in Utah FORGE show that significant improvements in terms of fixed-
cutter drillbit performance and durability are still achievable by combining appropriate practices 
with existing technologies. Especially reducing the cutter wear by managing the sliding distance 
(high WOB and low RPM) and keeping the temperature of cutters below critical levels are crucial 
in this regard. 

A collaborative approach is required between drillbit companies and geothermal clients, with 
regards to pushing the application boundaries for fixed-cutter drill bits. Applications typically 
drilled by roller-cone bits require field trials to prove whether the length drilled and/or penetration 
rates gains can be achieved with new technology fixed-cutter bits. These field trials require 
agreement between client and vendor to enable technical boundaries to be pushed further. With 
this said, there also needs to be understanding that certain applications are beyond the current 
technical limits for fixed-cutter bits and the acceptance that in certain applications roller-cone bits 
are here to stay, until a fixed-cutter alternative proves to be better. 
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ABSTRACT 

Conventional deviated geothermal wells reach very high temperature rock, occasionally up to 
300°C and even as hot as 350°C. The typical procedure is to perform all directional work while 
the downhole circulating temperature is within the specifications of the directional tools and 
then pull them from the well. Afterward, drilling continues into the hotter formation using an 
all-steel bottomhole assembly commonly known as a dumb-iron assembly, while attempting to 
maintain inclination through stabilizer placement. Total downhole losses usually occur when 
drilling a conventional geothermal well, in which case fresh fluid at ambient surface 
temperature is pumped down the well, cooling the downhole equipment. 

The absence of losses poses a much greater challenge since the fluid pumped down the drill 
string has already accumulated heat from prior circulation in the well. This results in higher 
downhole circulating temperature, increasing the risk of directional tool failure. 

This paper will discuss the considerations necessary to drill a directional well, with full fluid 
returns into formation with a static temperature of 500°C. Modeling will be used to illustrate 
the sensitivity of temperature to drillstring design, drilling fluid properties, and operating 
parameters. Having optimized those factors, temperature is further managed through the use of 
insulated drillpipe and surface fluid cooling, to ultimately control the downhole circulating 
temperature within the limitations of currently available directional drilling equipment. 

1. Introduction 
Conventional deviated geothermal wells have been successfully drilled for several decades. A 
conventional geothermal project, also referred to as hydrothermal or traditional or natural 
geothermal, hopes to encounter total losses while drilling, since the same connected natural 
fracture network that causes the losses is also necessary for later producing hot water or steam 
at the very high flow rate necessary for economic feasibility. 
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An obstacle to further conventional geothermal development and scalability is that, although 
hot rock can be located through the use of geophysics, fracture interconnectivity can only be 
proven via drilling. This makes exploration expensive, and there is much hot rock that lacks 
the necessary permeability to be productive. Also, the suitable geological conditions for 
traditional geothermal conditions are extremely geographically concentrated, with most of the 
large, well-known fields already delivering at or close to maximum capacity (Geothermal 
Technologies Office 2023). 

In an effort to scale the production of geothermal energy beyond the current niche geographical 
regions and geological conditions, other strategies broadly referred to as unconventional 
geothermal have been pursued since the 1970s (Potter et al. 1974). Unconventional geothermal 
can be coarsely divided into enhanced geothermal systems (EGS) and advanced geothermal 
systems (AGS), the latter being also referred to as closed-loop geothermal (CLG). In both 
cases, significant losses are not expected or desirable in the production section. 

The concept of EGS involves drilling an injection well and then applying pressure to create or 
enhance a fracture network that would otherwise be naturally occurring in a traditional 
geothermal well. Production well(s) would then be drilled into this fracture network, producing 
water that is pumped down the injection well and heated as it permeates through the now 
enhanced reservoir (Brown 2009; Ziagos and Phillips 2013; Geothermal Technologies Office 
2023). 

AGS involves construction of a closed loop through which fluid is circulated to produce heat. 
This could be in the form of a flow loop installed into a single larger well or an injector and 
producer pair of wells drilled from surface and then intersected to create the loop. To reduce 
the surface footprint and improve economics, these wells might be multilaterals, creating 
multiple flow loops within the reservoir rock from the same surface well pair. In particular, 
AGS that involves intersection relies on precise directional control to total well depth, and so 
controlling temperature within the tool specifications is essential to success. 

Both EGS and AGS are considerably more expensive than traditional geothermal projects. In 
the current early phase of technology development, modest formation temperatures by 
geothermal standards are being targeted. As the techniques mature, hotter formation 
temperatures will be targeted to improve economics (Clean Air Task Force 2022). 

A complex well engineering consultancy (CWEC) and well temperature control provider 
(TWCP) took an interest in gaining an understanding of whether extremely hot temperatures 
were achievable and collaborated to study this question. Traditional geothermal wells can have 
bottomhole static temperatures (BHST) up to 350°C; however, the same temperature would be 
more challenging for an unconventional geothermal project since losses would not be expected. 
Given the higher construction costs of unconventional geothermal wells, yet greater 
temperatures would be desirable. 

This paper studies the feasibility of drilling a hypothetical slant well with a geothermal gradient 
of 16°C/100 m, to a final BHST of 500°C. The studied trajectory with casing points appears in 
Figure 1. It was chosen to drill the production section as 8½-in. hole size, since it is a common 
size and there is good availability of downhole equipment to suit this size. An interested 
operator provided data from four wells drilled in a similar temperature environment, and these 
data were used for model calibration and verification and then extrapolated to deeper depth and 
hotter temperature for the hypothetical well. 
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It was concluded that it was feasible to drill the hypothetical directional well to 500°C BHST, 
with full fluid returns, using current readily available technology. This included use of high-
temperature directional tools rated to 175°C, which several vendors can provide, with 
downhole temperature limited to 165°C, to provide a 10°C operating margin. Higher-rated 
directional tools are commercially available, at least up to 200°C, although these were not 
considered since they are extremely expensive and there are very few worldwide. 

A flowline temperature limit of 80°C was implemented to ensure a manageable situation for 
personnel safety and maintaining well control. This is consistent with requirements for most 
operators worldwide. As flowline temperature approaches and exceeds 100°C, the water-based 
fluid would flash to steam, which can progress down the annulus as hydrostatic pressure is 
relieved, causing a blowout. 

 
Figure 1: The trajectory of the hypothetical slant well to 500°C and the four available existing wells. 
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2. Heat Transfer Theory 
Temperature in the wellbore is best understood through the first law of thermodynamics and 
the resulting heat and mass balance. Assuming no losses or influx from the formation, the 
solution for finding temperature throughout the wellbore becomes a simpler system of partial 
differential equations (Welty et al. 2015), where the governing energy balance of the tubular 
fluid is:  

 
𝑑𝑑�̇�𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑑𝑑𝑑𝑑
+  𝑑𝑑�̇�𝐸𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖

𝑑𝑑𝑑𝑑
+  �̇�𝑄𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑑𝑑 =  𝜌𝜌𝜌𝜌𝐶𝐶𝑝𝑝

𝑑𝑑𝑑𝑑
𝑑𝑑𝑔𝑔

                      (1) 

𝑑𝑑�̇�𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑𝑑𝑑  represents the heat transfer between the tubular wall and annular space at a specific 

depth:  

 𝑑𝑑�̇�𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑𝑑𝑑

=  𝑈𝑈𝑈𝑈Δ𝑇𝑇𝐿𝐿𝐿𝐿𝑑𝑑𝐿𝐿                                                                                               (2)   

where A is the surface area of the inside of drillpipe for the given control volume, and ΔTLMTD 
is the temperature difference between tubing and annular fluid temperatures. U is the overall 
heat transfer coefficient: 

 𝑈𝑈 =  1

𝑔𝑔𝐼𝐼𝐼𝐼∗( 1
ℎ𝑡𝑡𝑡𝑡𝐼𝐼𝐼𝐼

+
ln�

𝑡𝑡𝐼𝐼𝐼𝐼
𝑡𝑡𝑂𝑂𝐼𝐼

�

𝑘𝑘𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡
+ 1
ℎ𝑡𝑡𝑡𝑡𝑂𝑂𝐼𝐼

)

                                                                                        (3)  

where rID is the internal radius of the tubular pipe and rOD is the outer radius and kpipe is the 
thermal conductivity of the pipe. ht and ha are the convective heat transfer coefficients of the 
drilling fluid in the tubular and annular space, respectively:  

 ℎ𝑔𝑔 𝑜𝑜𝑔𝑔 𝑔𝑔 =  𝑘𝑘𝑡𝑡𝑖𝑖𝑓𝑓𝑖𝑖𝑓𝑓∗
�0.023Re0.8Pr0.35�
𝐿𝐿𝑡𝑡 𝑜𝑜𝑡𝑡 𝑡𝑡

                                                                                   (4)  

where kfluid is the thermal conductivity of the drilling fluid, Re is the Reynolds number, Pr is 
the Prandtls number, and D is the diameter of the tubular or annular space.  

𝑑𝑑�̇�𝐸𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖
𝑑𝑑𝑑𝑑  is the energy related to the relative positions and interactions of its parts at a specific 

depth:  

 𝑑𝑑�̇�𝐸𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖 
𝑑𝑑𝑑𝑑

=  𝑑𝑑
𝑑𝑑𝑑𝑑

(∆𝑃𝑃�̇�𝑃 +  ∆𝐾𝐾�̇�𝑃 +  ∆�̇�𝐻)                                                                           (5) 

Where PE is the potential energy, KE is the kinetic energy, and H is the enthalpy related to 
phase changes and thermal expansion in the system for the fluid at a specific depth.  

Q̇generated is related to the heat generated due to hydraulic (Q̇hydraulic) and mechanical (Q̇mechanical) 
friction inside the tubular.  

 �̇�𝑄𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑑𝑑 =  �̇�𝑄ℎ𝑑𝑑𝑑𝑑𝑔𝑔𝑔𝑔𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦 + �̇�𝑄𝑚𝑚𝑔𝑔𝑦𝑦ℎ𝑔𝑔𝑔𝑔𝑦𝑦𝑦𝑦𝑔𝑔𝑦𝑦                                                                     (6)   

The term on the right-hand side of Equation 1 is the accumulated thermal energy in a given 
control volume over time, where ρ is the density, υ is the volumetric flow rate, and Cp is the 
specific heat capacity of the drilling fluid. The term ρυCp represents the total thermal mass of 
the tubular fluid in a specified control volume. dT/dt represents the change in temperature of 
that thermal mass over time; therefore, moving the thermal mass to the left side of the equation 
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means it is possible to solve for the change in temperature over time at a specified depth. 
Changing drilling parameters to decrease the energy on the left side of the equation can lower 
the energy content of the tubular mass, leading to lower bottomhole temperatures at specific 
depths and time. 

Equation (7) provides a thorough understanding of the forces driving temperature change in 
the tubing fluid: 

 1
𝜌𝜌𝜌𝜌𝐶𝐶𝑝𝑝

(𝑑𝑑𝐸𝐸𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑑𝑑𝑑𝑑

+  𝑑𝑑𝐸𝐸𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖
𝑑𝑑𝑑𝑑

+  �̇�𝑄𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑑𝑑) = 𝑑𝑑𝑑𝑑
𝑑𝑑𝑔𝑔

                                                        (7) 

Upon deeper analysis of this equation, most attempts at well temperature control affect more 
than one term of the energy balance and usually in counteracting phenomena. The 
multiphenomena feedback to changing drilling conditions gives rise to a nonlinear response in 
bottomhole circulating temperatures (BHCT) (Trichel and Fabian 2011). Examples include the 
following: 

• Decreasing the size of drillpipe causes fluid velocity and cross-sectional area to 
compete in the overall heat transfer term. It also increases the heat generated from 
hydraulic losses.    

• Increasing the flow rate and thereby thermal mass on the left side of Equation (7) will 
require more thermal energy accumulation to raise the temperature of the control 
volume. However, high mass flow rates increase the heat generated by hydraulic 
friction and increase the overall heat transfer due to higher fluid velocities.  

• Increasing rotary speed increases the mechanical energy input of the system, Q̇mechanical, 
which increases bottomhole temperature. There are no competing forces.  

• Increasing the viscosity of the drilling fluid lowers the Reynolds number, which in turn 
lowers the overall heat transfer coefficient; however, an increase in rheology also 
increases the heat generated through hydraulic friction losses both inside the pipe and 
the annulus.  

• The addition of surface cooling equipment lowers the initial thermal energy of the 
tubular fluid, which allows for a lower initial condition; however, it also increases the 
ΔTLMTD leading to a localized increase in heat transfer rate between the tubular and 
annular fluids. 

• Adding insulated drillpipe lowers the rID and kpipe, which can lead to lower heat transfer 
but increases the convective heat transfer coefficient and heat generated by hydraulic 
friction losses.  

The nonlinearity of these competing phenomena requires modeling each well on a case-by-
case basis to minimize bottomhole circulation temperature through multivariable optimization. 
Even after decades of experience, no rules of thumb have proven consistent or accurate. 
Through proper examination and optimization of drilling parameters, correctly designed 
surface cooling, and the use of insulated drillpipe (IDP), the accumulation of thermal energy 
in the tubular fluid can be reduced to economical and safe temperatures. For this paper, the 
temperature objectives were to keep the BHCT less than 165°C and the flowline temperature 
less than 80°C. 

First, it was imperative that an accurate model was established to model a geothermal well with 
a static formation temperature of 500°C to ensure the results were credible. The CWEC and 
TWCP were given the opportunity to look at offset well data similar to the desired geothermal 
well in this study and to use the data as the basis for optimization modeling. 
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3. Model Validation 
3.1 Complex Well Engineering Consultancy Software Model 

The modeling workflow followed by the CWEC is to gather offset well data, review the various 
reports for events of interest, and input the offset data into the proprietary software. Examples 
of input data for the simulation software consist of the actual casing schematic and hole profile; 
static temperature profile; ambient air temperature; actual surveys; the actual drillstring; actual 
bottomhole assemblies (BHAs), including directional tool and bit specifications; all drilling 
fluid properties checks; the high-temperature/high-pressure (HTHP) matrix of the drilling 
fluid; downhole measurements including equivalent circulating density (ECD) and downhole 
temperature; and time-based drilling recorder data, from which the software extracts on-bottom 
depth-based data and off-bottom torque and drag measurements. In this case, the drilling 
recorder data was at a 4-s increment and included flowline and suction pit temperature. 

Using all the actual well properties and measured parameters, the software calculates what the 
resulting loads should have been. This process is referred to as performing a hindcast. These 
modeled loads are then compared to the actual measured loads. If the hindcast modeled loads 
do not match the measured loads, the model is calibrated to achieve a match, through 
adjustment of various calibration parameters. In the case of temperature and hydraulics, what 
is relevant is matching of the modeled and actual standpipe pressure (SPP); ECD; and 
downhole circulating, flowline, and suction temperatures.  

Four offset well data sets were available, and so for accuracy and repeatability, each was 
modeled in the software using the above workflow. A set of calibration parameters that 
provided an acceptable data fit for all four wells was derived, and this was then used for 
modeling of the future hypothetical well in the same area. 

The plots in Figure 2 show a comparison of the modeled and measured SPP, ECD, and 
temperatures using the CWEC software, for the Offset #4 well. Note that for this data set, the 
final ~280 m was drilled using a dumb-iron rotary assembly, and so the downhole temperature 
and ECD measurements are not available for this interval. The calibrated model provides a 
close match to the measured data, with the exception of the final ~200 m of measured ECD. 
The measured data trend lower faster than the model. The reasons for this could not be 
determined from the data available, and the calibration was not adjusted to mimic this behavior 
since it was not observed on the other three offset wells. Since the modeled ECD was higher 
than measured, this could potentially result in overestimating ECD if the future hypothetical 
well exhibited the same behavior, but well feasibility would not be affected.  

989



Goura, Champness, Fitzpatrick 

    
Figure 2: Plots comparing Offset Well #4 measured data to the calibrated modeled loads. 

  

Temperature (°C)

0 50 100 150 200 250 300 350 400

B
it 

M
ea

su
re

d 
D

ep
th

 (m
)

1200

1300

1400

1500

1600

1700

1800

1900

2000

2100

2200

2300

2400

2500

2600

String Profile (Length, Component):
88                                                                     

 Calculated DH Temp
 Calculated FL Temp

 Calculated Suction Temp
 Measured DH Temp
 Measured FL Temp

 Measured Suction 
 Static Downhole 

8½" Hole: Temperature

Well:   Offset #4
Field:  GeothermalOperator:  
Location:   

              

Pressure (psi)
0 400 800 1200 1600 2000

B
it 

M
ea

su
re

d 
D

ep
th

 (m
)

1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

2100

2200

2300

2400

2500

2600

 Calculated SPP
 Bit Pressure Loss
 BHA Pressure Loss

 Measured SPP
 ΔP

8½" Hole: Drilling SPP
Sensitivity to Flow Rate

Well:   Offset #4
Field:  GeothermalOperator:  
Location:   

              

ECD Felt at Bit (s.g.)
1.06 1.08 1.1 1.12 1.14 1.16 1.18 1.2

B
it 

M
ea

su
re

d 
D

ep
th

 (m
)

1100

1200

1300

1400

1500

1600

1700

1800

1900

2000

2100

2200

2300

2400

2500

2600

100

 Calculated Clean ECD
 Calculated ECD
 Calculated ESD
 Measured ECD
 Surface MW

BHA 8, 8½" Hole: Drilling ECD
Sensitivity to Rheology

Well:   Offset #4
Field:  GeothermalOperator:  
Location:   

              

990



Goura, Champness, Fitzpatrick 

3.2 Well Temperature Control Provider Software Model 

Simulation of the physics presented above in a wellbore requires software to solve a system of 
partial differential equations through numerical methods. A deep understanding of the physics 
and natural phenomena occurring inside the wellbore is necessary to write accurate governing 
partial differential equations. Once an established set of governing equations, phenomena, and 
software is trialed against real-world data, additional verification is needed for novel resources, 
such as high-temperature granite or basalt. The resource of this paper was modeled and verified 
against shallower offset wells. During verification, drilling parameters are updated at regular 
intervals to emulate how the well was drilled in the field. The drilling parameters are always 
known values from the rig’s data, which are flow rate, rotary speed, torque, rate of penetration 
(ROP), suction tank temperature, rheology, and density. Any adjustments to the wellbore 
architecture are also updated in the simulation as frequently as they occur. The architectural 
parameters include BHA, drillstring, sidetracks, directional survey, and actual casing and 
cement dimensions. On the other hand, drilling parameters are updated as needed. If the 
model’s flowline, BHCT, ECD, and SPP do not agree with field data within ±5%, then 
additional drilling parameter granularity is needed. Once the model is within ±5% error, no 
additional parameters are added and no adjustments are made to the model to further refine the 
results. The required granularity is brought forth from the offset models to the novel resource 
model.  

In cases where the model does not match offset field data within ±5% and the known drilling 
parameters cannot be input into the model at a more granular level, there is assumed to be a 
flaw with the model’s representation of wellbore physics. A common misrepresentation of 
wellbore physics is in the methodology of predicting the drilling fluid physical characteristics 
at different conditions throughout the wellbore. To solve issues related to physics, a separate 
investigation of the phenomenon must occur outside the model. This investigation may or may 
not already exist in scientific literature and other software. Once thorough research is 
conducted, the model can be updated, and the verification process repeated. The model used 
for this paper did not require such an investigation into wellbore physics. 

All four offset wells were verified; however, Figure 3 shows the results of the Offset #4 well 
for bottomhole and flowline temperatures as well as ECD and SPP, all with a ±5% error range 
of the offset well data. In multiple instances, the WTCP predictions fell outside ±5% of the 
field data. Most of the deviation was concerned with model granularity, where known inputs, 
such as flow rate and torque, should have been updated more frequently with time. For the 
bottomhole temperature results, the model could have been more granular around 2000 m to 
get better accuracy. The Offset #4 well ECD data stopped ~280 m short of total depth and until 
that point, the modeling results matched accurately to the known data. However, towards the 
end of the available ECD data, the model seemed to trend higher, the reason for which was not 
determined. It is reasonable to think that adjusting flow rate, rheology, and density more 
frequently near the end of the well would have resulted in a better modeled ECD match. The 
SPP modeling results trended on the lower side compared to the Offset #4 well data; increasing 
the granularity of the inputs could have established a better fit. Lastly, the WTCP flowline 
modeling data matched the Offset #4 well within the ±5% error boundaries the entire depth.  

Based on the results of the model being near ±5% error to the Offset #4 field data, the WTCP 
determined the model’s physics was adequate to proceed with the case study. The physical 
characteristics of the drilling fluid first established were deemed accurate compared to the 
Offset #4 well, and a deeper look into those properties was not deemed necessary. 
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Figure 3: Verification results illustrating bottomhole circulating, flowline, and suction pit temperature as 

well as ECD, SPP, and flow rate modeling accuracy to known data. 
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4. Temperature Sensitivity Modeling to Determine Design Selections and Operating 
Parameters 
This section discusses the impact of a variety of parameters on temperature. None of the 
mentioned parameters, or combinations of them, can be optimized sufficiently to manage 
temperature below both the 165°C downhole circulating temperature limit targeted for the 
directional tools and the 80°C flowline temperature limit.  

The objective of this section is not to identify a solution that enables drilling to 500°C BHST 
without losses, but rather, to analyze how the various parameters impact downhole and flowline 
temperatures. Temperature management is often not a consideration when designing a well and 
selecting operational parameters, and this section seeks to raise awareness that in some cases, 
relatively minor and economical changes can be made to successfully manage temperature, or 
to at least complement other solutions. In this hypothetical well example, in addition to 
optimizing the parameters studied, it is only by also using surface cooling equipment and 
insulated drillpipe that both downhole and flowline temperatures can be managed below 165°C 
and 80°C, respectively. 

The modeling in this section uses a base case of 5½-in. drillpipe, 1.12-SG water-based mud 
with rheology of 61/41/32/21/4/3, 1900-Lpm flow rate, and 80-rpm rotary speed. All of the 
drillstrings modeled in this section are made up of a single size of drillpipe only. No tapered 
strings are featured in this section. 

4.1 Temperature Sensitivity to Drillstring Design 

Drillstring design, and in particular the selection of drillpipe, is typically driven by the 
requirement to manage torque, drag, ECD, and SPP within the various equipment and 
formation limitations. The impact of drillpipe size on temperature is seldom considered during 
well design. Consequently, controlling temperature through drillpipe selection is usually not 
attempted.  

Decreasing the size of the drillpipe used, decreases rID and rOD as well as the Reynolds number 
in the annulus, which decreases ha, but increases the Reynolds number in the tubing, increasing 
ht as well as the heat generated term. 

Figure 4 shows the downhole and flowline circulating temperatures while drilling the subject 
well 8½-in. section, for drillpipe sizes from 4-in. to 5½-in. This plot view is referred to as a 
driller’s view since results are displayed as a function of bit depth, which progresses as the 
section is drilled. The modeling result is that as drillpipe size decreases, the bottomhole 
temperature increases. This illustrates that the decreases in rID and rOD increase the convective 
heat transfer inside the pipe at a more rapid rate than they decrease the convective heat transfer 
on the annulus side of the pipe. As a result, a net increase in heat transfer rate occurs. 
Additionally, the smaller drillpipe sizes increase heat generated due to excessive hydraulic 
friction losses at the high flow rates needed to quench the bottom hole. 

There is much less flowline temperature sensitivity to drillpipe size in this scenario, which is 
recognized by the tighter range of flowline temperature results for the various drillpipe sizes, 
at a given depth. One observation of note is that the drillpipe size that generates lowest 
downhole temperature generally also results in the highest flowline temperature and vice-versa. 
High flowline temperatures occur when less heat is lost from the annular fluid on its return to 
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the surface, which means the tubular fluid has absorbed less heat on its trip down to the 
bottomhole assembly. Results for the impact of drillpipe size are not always directly correlated 
as in Figure 4. 

From the perspective of limiting downhole temperature below the limit of the downhole 
directional tools, 5½-in. drillpipe is the best drillstring design choice. However, this does not 
mean that 5½-in. drillpipe is the optimum string for this scenario since other design constraints 
such as torque, drag, ECD, SPP, and minimizing pipe handling would need to be considered. 
The 5½-in. drillstring is also not the final solution for managing temperature for this scenario, 
since the flowline temperature is above 100°C with water-based mud, and the downhole 
temperatures exceeds directional tool specifications. The intent of this section is to illustrate 
how drillpipe size impacts downhole and flowline temperatures and raise awareness that it 
should be considered when designing a high-temperature well. 

 
Figure 4: Modeling results illustrating downhole and flowline temperature sensitivity to drillpipe size. 
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4.2 Temperature Sensitivity to Flow Rate 

The flow rate that is used for drilling a section is commonly based on ECD, SPP, and hole-
cleaning requirements. Other common factors that influence flow rate selection are the 
operating range of the downhole directional tools and the mud pumps, and, in soft formations, 
the requirement to limit jetting in front of the bit because it hinders directional control. 
Temperature control is not a common consideration when selecting flow rate, and there is also 
a common perception that increasing flow rate will provide improved cooling of the downhole 
environment. This perception is sometimes incorrect. Flow rate influences both downhole and 
flowline temperatures for several reasons, most of which are similar to how drillpipe size 
affects temperature.  

Flow rate affects various terms in the governing energy equation; an increase in flow will 
increase the kinetic energy and the heat generated from hydraulic friction, as well as increase 
the Reynolds number of the fluid, leading to an increase in accumulation of thermal energy in 
the tubular fluid. High flow rate also increases the thermal mass. According to Equation (7), a 
higher thermal mass would reduce the rate at which temperature of the fluid rises for each 
additional unit of accumulated thermal energy. The various flow rate contributors to 
temperature can counteract each other, and a balance between these competing phenomena 
needs to be found. 

The modeling results for this example appear in Figure 5 and show that up to 15°C reduction 
in BHCT can be achieved by optimizing flow rate within the range modeled. The 1900-Lpm 
base case results in the highest downhole temperature, and 2300 Lpm and 1500 Lpm delivered 
equal lowest downhole temperature. From a temperature perspective, 2300 Lpm would be the 
best flow rate choice, since the flowline temperature is predicted to be considerably lower 
compared to that at 1500 Lpm. Other design constraints such as ECD, SPP, and hole-cleaning 
requirements would, of course, need to be considered before arriving at the final solution for 
target flow rate. The flow rate of 2300 Lpm is not an actual solution for managing temperature 
for this scenario, since the flowline temperature is above 80°C with water-based mud, and the 
downhole temperatures exceeds directional tool specifications.  

The intent of this section is to illustrate how flow rate impacts downhole and flowline 
temperatures and raise awareness that it should be considered when designing a high-
temperature well. There are no rules of thumb that can guide flow rate selection, since there is 
a complex interplay of many factors, which are also changing with depth. Modeling is essential 
to determine the optimum flow rate. 
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Figure 5: Modeling results illustrating downhole and flowline temperature sensitivity to drillpipe size. 

4.3 Temperature Sensitivity to Rotary Speed 

Once hole inclination exceeds 30°, string rotation is required for hole cleaning. The necessary 
minimum rotary speed is typically in the 80 to 120 rpm range, depending on the drillpipe and 
hole size combination of the scenario, which must be delivered from surface. ROP is dependent 
on bit RPM, since rotating the bit faster generally increases the rate at which rock is destroyed. 
Bit RPM can in part be generated by a downhole motor, although at least some rotation of the 
entire string is beneficial for ROP in a deviated well since it improves weight transmission. 
The surface rotary speed that is used for drilling a section is therefore commonly based on hole-
cleaning requirements and a desire to maximize ROP and is limited by surface and downhole 
equipment operating specifications. In tight-annulus scenarios, faster RPM may also result in 
undesirably high ECD. 

The relationship between string rotary speed and temperature is relatively simple compared to 
the other parameters discussed in this section. Faster string speed results in higher temperature, 
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both downhole and at the flowline, as shown in Figure 6. This is due to more mechanical heat 
being generated by rotating the drillstring against the borehole wall at faster speed. 

 
Figure 6: Modeling results illustrating downhole and flowline temperature sensitivity to rotary speed. 
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4.4 Temperature Sensitivity to Rheology 

The deciding factors in determining the rheology of a drilling fluid are its impact on fluid 
stability, hole cleaning, hydraulics, lost circulation, and cost. However, rheology is an 
important consideration in well temperature control as viscosity is a parameter that can be 
optimized to reduce heat transfer across the drillpipe wall, which can result in lower BHCT.  

Rheology affects both the heat generated and heat transfer term in the governing energy balance 
equation. An increase in rheology will increase the heat generated by frictional losses, but also 
lowers the Reynolds number of fluids, which in turn lowers the overall heat transfer coefficient. 
A 30% thicker and 30% thinner mud was compared to the water-based mud used in this study, 
while maintaining all other parameters the same, Figure 7 shows the downhole and flowline 
circulating temperatures while drilling the subject 8½-in. section, for the different mud 
rheology.  

As predicted, the thicker mud resulted in the lowest bottomhole temperature, due to the thicker 
mud having a Reynolds number in the laminar transport regime for a higher proportion of the 
annular length. Laminar fluids have a lower rate of heat transfer; therefore, the annular fluid 
has a slower heat loss rate into the tubular fluid, leading to lower bottomhole temperatures. 
However, the reduction of heat transfer from the annulus to the tubular fluid causes the annular 
fluid to return to surface at a higher temperature. 

The reverse is true for thinner muds as seen in Figure 7. The thinnest mud has the highest 
bottomhole temperature. As the drilling fluid thins, it increases its Reynolds number and starts 
to enter the turbulent transport regime resulting in an increase in heat transfer.  

Despite obvious hydraulic and ECD challenges, there is a mud viscosity that causes excessive 
heating from hydraulic friction losses outweighing any reduction in heat transfer across the 
drillpipe. This viscosity is usually too high for any practical drilling parameters. Flowline 
temperature also became unacceptably hot with increased viscosity. Prior to adjusting rheology 
for well temperature control, a thorough investigation should be made with a reputable mud 
engineer and experienced thermal hydraulics engineer. 

To this point, this section has focused on the overall rheology of the fluid, as measured at 
atmospheric pressure and a standard temperature. This rheology is routinely adjusted to 
optimize the well design. Separately, for a given fluid, the rheology will vary due to downhole 
pressure and temperature effects. There is very limited practical ability to adjust these effects, 
so they are not considered for optimization to manage temperature, but since they do impact 
the BHCT and flowline temperature, they are mentioned. It is common that rheology increases 
at higher pressure and decreases at higher temperature, although this is not universally true. 
The changes in rheology are quantified through testing of the fluid in a laboratory, and the 
results, which are referred to as a HTHP matrix, are input into the modeling software. The 
software uses the HTHP matrix to calculate the fluid rheology under downhole conditions, 
along the string from the bit to surface, both inside the string and in the annulus. This calculated 
downhole rheology is used for hydraulics and temperature modeling. This changing downhole 
rheology can transition a portion of the string or annulus fluid between laminar and turbulent 
flow regimes, and, in doing so, result in the discontinuous results that are observed on the 
various sensitivity plots in this paper. 
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The HTHP matrix used in this analysis appears in Figure 8. Two views are presented to better 
segregate the effect of increasing temperature and then increasing pressure on rheology. The 
vertical axis presents the rheology as directly read from the rheometer dial. 

 

Figure 7: Modeling results illustrating downhole and flowline temperature sensitivity to rheology. 
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Figure 8: Two views of the same HTHP matrix, as used in this analysis. The vertical axis represents the 

rheology taken directly from a rheometer as degrees of deflection of the dial. 

5. Well Temperature Control Equipment to Manage BHCT and Flowline Temperature     

This paper focuses on the temperature and hydraulics aspects of the well design. However, to 
fully assess the feasibility of the hypothetical well, mechanical loads were also considered. As 
part of the review of the offset wells, the friction factors were derived, which were then used 
in the design of the hypothetical well. 

Modeling iterations were performed to arrive at a design for the 8½-in. production section of 
the hypothetical well. The design was mechanically feasible and optimized to manage 
temperature as much as possible, although both surface and downhole remained above 
acceptable limits. The optimized design and parameters consisted of a tapered string with 1930-
m 5½-in. drillpipe on top then 1450 m 4-in. drillpipe, 1.12-SG water-based mud with rheology 
of 41/26/20/13/3/3, 2000-Lpm flow rate, and 120-rpm rotary speed. This optimized design was 
used as the base case in this section, with cooling equipment and insulated drillpipe then added 
to achieve the necessary temperature reduction. The WTCP’s mud coolers and mud chiller 
were used in all surface cooling simulations. Since mud coolers and mud chillers do not have 
equivalent heat transfer capacities across manufacturers, it was important the WTCP performed 
the thermal equilibrium calculations. A rotary speed of 120 rpm was used for modeling as it is 
the starting point to assure good hole cleaning with the 4-in. drillpipe in 8½-in. hole.  

5.1 Mud Coolers vs. Mud Chillers 

This paper was written to raise awareness on how design and operational decisions impact 
flowline and bottomhole circulating temperature. The first four sections of this paper explored 
the impacts of drilling parameters and wellbore architecture. Wellbore physics took center 
stage as phenomena were explained through the governing energy balance equation of the 
tubular fluid. During the study of the tubular energy balance, the models held a constant inlet 
temperature to the wellbore while flowline temperature varied based on the heat transfer 
dynamics in the wellbore. Several scenarios resulted in high flowline temperatures, which 
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means more heat is being produced by the well during drilling when compared to lower 
flowline temperature scenario. To maintain a constant inlet temperature, additional heat 
removal is required on the surface of the well. While this statement may seem intuitive, this 
additional surface heat removal gives way to the specific application of the second law of 
thermodynamics as applied in this paper. 

The thermodynamic system in consideration is the drilling fluid throughout the entire wellbore 
and rig. Mechanical work is done on the fluid during pumping. The drilling fluid receives net 
additional energy from its surroundings in the form of heat in the wellbore and loses heat to 
the atmosphere. A geothermal reservoir and atmosphere are not in thermal equilibrium with 
each other. Thus, there is a natural movement of heat from the reservoir to the atmosphere in 
accordance with the second law of thermodynamics. The temperature of the drilling fluid is 
based on relative resistances to heat flow to the atmosphere and from the formation. Passive 
cooling has a large resistance to heat flow from the drilling fluid to the atmosphere when 
compared to the heat transfer rates down hole. The result of this resistance is a rapid increase 
in the temperature of drilling fluid and often causes it to turn to steam. As steam is formed, the 
heat loss to the atmosphere increases substantially where the new rate of heat loss at the surface 
of the wellbore equals the rate of heat gain in the wellbore. Thus, thermal dynamic equilibrium 
is established within the system. 

As a safer alternative to the perils of passively cooling a geothermal well, active cooling can 
be deployed to reduce the surface temperature of the drilling fluid. The heat transfer rate to the 
surroundings of active cooling systems is often an order of magnitude larger than passive 
cooling at the same drilling fluid temperature. Active cooling systems reduce inlet temperature 
of the wellbore, which both reduces the amount of initial thermal energy of the drilling fluid 
prior to entering the wellbore and increases the rate of heat transfer from the annular to the 
tubular fluid. These phenomena cause the flowline temperature to return to the surface cooler. 
The fifth bullet point in Section 2 discusses this concept in terms of the energy balance 
equation. 

There are two major types of active mud cooling systems: mud coolers and mud chillers. Mud 
cooling systems can use one of three methods to exchange heat into the surroundings. Air 
coolers exchange sensible heat between the drilling fluid and the ambient air. Their 
performance tends to be limited because of the thermal properties of air, but air coolers are 
tools for specialized environments. In offshore environments, sensible heat can be exchanged 
between the drilling fluid and sea water. This practice is not recommended for onshore 
reservoirs because the reservoir needs to be impossibly large to store enough sensible heat for 
an entire drilling operation. Larger volumes require more time to heat up. Heat losses from 
reservoirs and mud tanks are passive and an order of magnitude too slow to meet equilibrium 
demands during continuous drilling operations. The most popular method for cooling 
geothermal wells are evaporative coolers. Freshwater or clean drilling water is required for 
evaporation in a closed loop system. Each unit will consume 33 to 40 kL of freshwater per day 
for evaporation as the unit turns the mud’s sensible heat into the water’s latent heat. To be clear 
the unit is not evaporating the drilling fluid. The coolers used in this study are closed-loop-type 
mud coolers. 

In the case of all mud coolers, their performance is hindered by the temperature of the 
surroundings. The air temperature is a limiting factor in their performance and cannot be 
exceeded according to the second law of thermodynamics. As ambient temperature is 
approached, an exponential amount of additional surface area is needed to maintain the same 
heat transfer rate to the surroundings. Some wells have a requirement for surface temperatures 
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to be near or below the ambient temperature. This requirement may be based on flowline 
temperature management or bottomhole temperature reduction. In either case, a mud chiller is 
the practical solution. Mud chillers can cool drilling fluid to subambient temperatures because 
they use the vapor-compression refrigeration cycle to pump heat into the surroundings. Each 
mud chiller can consume up to 4 kL per day of diesel to power. 

Several mud coolers are often required for drilling a geothermal well. To size for the correct 
number of mud coolers, the WTCP calculated the thermodynamic equilibrium for each 
additional unit under worst-case environmental conditions. Figure 9 illustrates how the WTCP 
arrived at the total number of five mud coolers and reduced the flowline temperature to under 
80°C. Each additional unit brought the flowline closer to the temperature objective. Subsequent 
units had a reduced impact on lowering the flowline temperature because performance is 
reduced as drilling fluid temperatures near ambient. This phenomenon was explained in the 
previous paragraph. Proper sizing and layout can help mitigate this phenomenon and reduce 
the number of mud coolers required. This model assumes a proper mud cooler layout. Although 
the flowline temperature is acceptable, the BHCT remains beyond the limit. 

There are several fields around the world where mud chillers are used because the BHCT 
responds modestly to large reduction in surface temperature. Wellbore inlet temperatures near 
30°C translate into enough downhole cooling to make a use case in these fields. Careful 
modeling and evaluation are performed ahead of time when making this decision. However, 
there are many geothermal resources where mud coolers or even mud chillers cannot reduce 
the BHCT to feasible conditions. These resources need to be drilled with additional disruption 
to heat transfer across the drillpipe. 

 
Figure 9: The bottomhole and flowline temperatures with the addition of mud coolers and mud chillers. 

IDP is not included in these scenarios. 
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5.2 Insulated Drillpipe  

Insulated drillpipe (IDP) is conventional drillpipe with resistive layer(s) on the inside or outside 
of the pipe to decrease heat transfer. Multiple designs have been used and proposed since the 
late 1990s (Finger et al. 2000). While IDP has proven effective for reducing BHCT, there are 
many practical and economical challenges to operate a string of IDP. One of the practical 
challenges is excessively high flowline temperatures due to the additional heat content of the 
annular fluid. An accurate model is needed to safely operate a string of IDP. Equation (7) can 
be updated in the thermal hydraulic model to include additional resistance term(s) in the overall 
heat transfer coefficient: 

 𝑈𝑈 =  1

𝑔𝑔𝐼𝐼𝐼𝐼 𝑜𝑜𝑡𝑡 𝐼𝐼𝐼𝐼𝐼𝐼∗( 1
ℎ𝑡𝑡𝑡𝑡𝐼𝐼𝐼𝐼 𝑜𝑜𝑡𝑡 𝐼𝐼𝐼𝐼𝐼𝐼

+
𝑖𝑖𝑡𝑡�

𝑡𝑡𝐼𝐼𝐼𝐼 𝑜𝑜𝑡𝑡 𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡
𝑡𝑡𝑂𝑂𝐼𝐼 𝑜𝑜𝑡𝑡 𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡

�

𝑘𝑘𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡
+
ln�

𝑡𝑡𝐼𝐼𝐼𝐼 𝑜𝑜𝑡𝑡 𝐼𝐼𝐼𝐼𝐼𝐼
𝑡𝑡𝐼𝐼𝐼𝐼 𝑜𝑜𝑡𝑡 𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡

�

𝑘𝑘𝑖𝑖𝑡𝑡𝑡𝑡𝑓𝑓𝑖𝑖𝑡𝑡𝑡𝑡𝑖𝑖𝑜𝑜𝑡𝑡
+ 1
ℎ𝑡𝑡𝑡𝑡𝑂𝑂𝐼𝐼 𝑜𝑜𝑡𝑡 𝑝𝑝𝑖𝑖𝑝𝑝𝑡𝑡

)

                               (8) 

where kinsulation is the thermal conductivity of the insulation and rID of IDP is the internal radius of 
IDP. The new kinsulation term represents the conduction of heat through the insulative layer. Since 
the thermal conductivity of the insulation is significantly lower than the thermal conductivity 
of the pipe, adding insulation to the inside of the drillpipe can lead to a lower overall heat 
transfer coefficient.   

Figure 10 shows the downhole and flowline circulating temperatures while drilling the subject 
well 8½-in. section for IDP with no surface cooling and IDP with surface cooling. The 
modeling result is for all 1930 m of the 5½-in. drillpipe and the upper 450 m of the 4-in. 
drillpipe to be insulated.  

As shown in Figure 10, the use of IDP with surface cooling equipment brought the BHCT 
below the 165°C limit, with an acceptable flowline temperature of 79°C. However, using IDP 
by itself is impossible for a drilling operation that does not have significant losses because the 
drilling fluid will turn to steam. The use of IDP versus conventional pipe increased the heat 
load of the wellbore by 14% percent. In combination with the IDP, surface cooling of five mud 
coolers and one mud chiller was used to meet the temperature objectives. Adding the chiller 
was necessary to control the flowline temperature below the 80°C limit. 

The insulation of IDP reduces the cross-sectional area of the drillpipe, which in this case 
increased the SPP by 10%. The introduction of IDP and surface cooling also increased the 
predicted ECD increased by 6%, mostly since the annulus fluid column is significantly cooler 
and therefore heavier. In some cases, such an increase could initiate losses, emphasizing the 
importance of modeling to fully evaluate the effect of design changes.  
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Figure 10: The bottomhole and flowline temperatures with the addition of IDP and mud coolers and mud 

chillers. 

6. Relevant Industry Experience 

The assessment that it is feasible to control downhole circulating temperature such that it is 
possible to drill into 500°C rock using 175°C-rated directional tools is contrary to the majority 
of industry experience drilling lesser temperature wells. It was therefore prudent to search for 
examples against which this conclusion could be reality-checked. 

Fortunately, a published case exists of drilling with directional tools to at least 350°C BHST 
without losses, before continuing deeper without directional tools to at least 500°C BHST 
(Saiko and Sakuma 2000). The paper discusses a low-angle well drilled in 1995 for geothermal 
exploration in Japan. A trajectory correction was performed at 2600 m measured depth, where 
the BHST was over 350°C, using a motor rated to 175°C, but also a measurement-while-
drilling (MWD) tool rated to 150°C, which therefore limited the assembly to this lower value. 
To manage downhole temperature, three mud coolers (two open-type, and one closed-loop-
type) were used, along with a 500-kL cooling pit in addition to the 50-kL active volume. Once 
drilling, the BHCT was limited to a maximum of 142°C.  

Although the hypothetical well reaches considerably higher BHST of 500°C with the 
directional tools, greater effort has also been proposed for managing temperature. The 
directional tools will have a higher temperature specification of 175°C. Mud cooling capacity 
is higher, with five closed-loop-type coolers and one chiller recommended. IDP provides 
further advantage for disrupting heat transfer. With the considerably greater temperature 
management capability that is proposed, the assessment that directional drilling to 500°C 
BHST is feasible is at least plausible based on the published experience of the 1995 geothermal 
well. This comparison should not be considered conclusive, however, since many differences 
do exist, which have conflicting impacts on both downhole and surface temperature. 

The same paper (Saiko and Sakuma 2000) highlighted some challenges that should be 
mentioned. To manage temperature when running in hole, the directional string was pumped-
in continuously from 1120 m. The highest downhole temperatures were not while drilling, but 
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during the pumping-in operation, of up to 162°C. The MWD tool specification was exceeded 
on at least two occasions while pumping-in; however, both the MWD and motor performed as 
expected and were found in good condition when inspected back on surface. The pumping-in 
rate is roughly estimated at ~200 m/hr from a plot in the paper, with 830 Lpm when 162°C was 
observed, and increasing to 1500 Lpm deeper where ~158°C was measured. It is anticipated 
that pumping-in to the hotter hypothetical well should be feasible, since there is scope to 
decrease the speed and optimize the flow rate, along with the other temperature management 
strategies that have been proposed. Ultimately, since the modeling indicates it is possible to 
drill, pumping-in hole would be easier by default since the formation would have been cooled 
from undisturbed temperature, and the mechanical friction of drilling would not be present. 

The paper also reports that the water-based drilling fluid started to deteriorate above 300°C, as 
occurred when the fluid was left static deeper in the well during bit trips. This caused CO2 to 
be circulated out when pumping resumed. Although a challenge, this was ultimately 
manageable since even though the directional tools only reached 350°C, drilling continued with 
the same fluid to over 500°C BHST. 

7. Conclusions 
It was concluded that from a temperature management perspective, it was feasible to drill the 
hypothetical directional well to 500°C BHST, with full fluid returns, using current readily 
available technology. This would be achievable through use of a tapered drillstring with 
1930 m of 5½-in. insulated drillpipe on top, 450 m of 4-in. insulated drillpipe, and finally 
1000 m of 4-in. drillpipe (not insulated). Five mud coolers and a mud chiller would be required, 
along with 1.12-SG water-based mud with rheology of 41/26/20/13/3/3, 2000-Lpm flow rate, 
and 120-rpm rotary speed. Industry experience exists that suggests that this conclusion is 
realistic. 

Flowline and downhole circulating temperatures are the result of a complex interaction of 
several design choices and parameters, as discussed in this paper. Modeling must be performed 
to understand the effect changing the design and parameters, to ultimately arrive at a feasible 
solution. 
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NOMENCLATURE  

A    = surface area for heat transfer, m2  
Cp   = specific heat capacity of drilling fluid, J/kg·℃ 
Da   = diameter of the annulus, m   
Dt   = diameter of the tubing, m  
Ėinternal = internal energy of the drilling fluid, W 
Ėtransfer = energy of the heat transfer between the annulus and tubing, W  
Ḣ   = enthalpy of the drilling fluid as a function of ρ and υ, W  
ha     = convective heat transfer coefficient of drilling fluid in the annulus, W/m2·℃ 
ht    = convective heat transfer coefficient of drilling fluid in the tubing, W/m2·℃  
KĖ  = kinetic energy of the drilling fluid, W  
kfluid = thermal conductivity of the drilling fluid, W/m·℃  
kinsulation = thermal conductivity of drill pipe insulation, W/m·℃   
kpipe = thermal conductivity of conventional drill pipe, W/m·℃   
ρ     = density of drilling fluid, kg/m3  
PĖ  = potential energy of the drilling fluid, W  
Pr   = Prandlts number of the drilling fluid, dimensionless 
Q̇generated = heat generated inside the tubular space, W  
Q̇hydraulic = heat from hydraulic friction inside the tubular space, W 
Q̇mechanical = heat from mechanical friction inside the tubular space, W 
Re  = Reynolds number of the drilling fluid, dimensionless   
rID    = internal radius of conventional drill pipe, m  
rIDP ID = internal radius of insulated drill pipe, m 
rOD   = outer radius of conventional drill pipe, m  
T    = temperature, ℃  
ΔTLMTD = log mean temperature difference between the annular and tubular fluid, ℃  
t      = time, s  
U    = overall heat transfer coefficient, W/m2·℃   
υ     = volumetric flow rate, m3/s 
y     = length of control pipe, m  
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ABSTRACT 

Depth-based drilling data and drill bit specific Rate of Penetration (ROP) models have been used 
for decades in the oil and gas industry to generate unconfined Apparent Rock Strength (ARS) logs 
from drilling data without using downhole logging tools. This methodology has been tested and 
verified using sonic log value correlations and triaxial core test data. Using the ARS log, rock 
specific formation correlations obtained from core testing, other rock mechanical properties such 
as unconfined compressive strength (UCS), Poisson’s ratio (ν), and petrophysical properties like 
porosity and permeability have also been calculated. Furthermore, a complete geomechanical and 
petrophysical reservoir log can be created from the drilling data and the universal correlations 
deduced from core tests. The results compare well with known geomechanical and reservoir 
properties for the reservoirs examined. 

The ROP models used in prior technology do not work well in hard rock like those found in 
geothermal reservoirs. This paper examines if newly developed hard rock ROP models can be used 
in geothermal reservoirs and how the results can be used to calculate geomechanical and 
petrophysical rock properties from drilling data. 

Findings show that there is a shift seen in the ARS values due to the different PDC cutting actions 
between soft and hard rock.  The new hard rock ROP models are much better at estimating ARS 
than the traditional soft rock ROP models. The same principle to obtain the geomechanical and 
petrophysical properties from drilling data works in geothermal as in oil and gas reservoirs and 
shows good correlations for the rock mechanical and petrophysical properties obtained from log 
data in the Geothermal Data Repository (GDR) on a well at the Utah Forge drilling site. 

1. Introduction 
Geothermal energy is a renewable and clean energy source that is accessed today by drilling 
geothermal wells deep into the earth. Typically, geothermal wells must drill deep enough to 
penetrate the igneous rock such as granite that is found in geothermal reservoirs. Since granite is 
made up of quartz, feldspar, and micas, it is a very hard rock and difficult to drill typically yielding 
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slow rates of penetration (ROP). Conventional and unconventional oil and gas wells traditionally 
drill soft to medium hardness sedimentary rock and historically ROP models and equations were 
derived based on softer rocks. 

Depth-based drilling data and drill bit specific ROP models have been used for decades in the oil 
and gas industry to generate unconfined Apparent Rock Strength (ARS) logs from drilling data 
(Hareland and Hoberock, 1993 and Rampersad et al. 1994). This methodology has been tested and 
verified using sonic log value correlations and triaxial core test data (Andrews et al. 2007). Using 
the ARS log, and rock specific formation correlations obtained from core testing, other rock 
mechanical properties such as unconfined compressive strength (UCS), Poisson’s ratio, and 
petrophysical properties like porosity and permeability have also been calculated and a complete 
geomechanical and petrophysical reservoir log can be created from drilling data. The results using 
this methodology compare well with known geomechanical and reservoir properties for the 
reservoirs examined (Tahmeen et al. 2020).  

The purpose of this study is to show that for geothermal wells, the new hard rock ROP models are 
much better at estimating ARS than the traditional soft rock ROP models, and the same principle 
to obtain the geomechanical and petrophysical properties from drilling data works as well in 
geothermal wells as in oil and gas wells. This is the first attempt to use this technique for hard rock 
and the data for the study was collected from the Department of Energy (DOE) Utah Forge 
geothermal test well. 

2. Methodology 
2.1 Input Files 

Data from the Utah Forge test well in the Geothermal Data Repository (GDR) (Nash and Moore, 
2018) was used for the study. Two sections from well #58-32, upper interval (4630 ft. – 4875 ft.) 
and lower interval (6552 ft. – 6800 ft.) were used. The two sections were drilled with the same 7-
blade Smith Z713 Sting Blade bit as shown in Figure 1. The bit showed minimum wear, was graded 
a 1-1 after the first run and a 2-2 after the second run and in gauge with some chipped cutters. 

 
Figure 1: Smith Bit Used to Drill Both Sections 

The input files for the inverse ROP equation are shown graphically in Figure 2 and Figure 3. Since 
this was not a horizontal well and hole angles were low, the weight on bit (WOB) values were 
used as is and did not need to be adjusted for frictional forces. If hole angles were high or the well 
was horizontal, downhole weight on bit (DWOB) software (D-WOB) would have been used to 
calculate accurate DWOB (Tahmeen et al. 2020). Core analysis data from the GDR was used to 
calculate the constants required for the geomechanical and petrophysical equations. 
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Figure 2: Input Data Upper Interval 4630 ft. – 4875 ft. MD 

 

 
Figure 3: Input Data Lower Interval 6552 ft. – 6800 ft. MD 

1010



Hayes et al. 

2.2 Hard Rock ROP Models 

Akhtarmanesh et al. (2021) presented a novel approach to identify the transition point (threshold 
values) between phase I (inefficient drilling: scraping mechanism) and phase II (efficient drilling: 
chipping, crushing, and scraping) drilling of hard rock geothermal formations and therefrom 
developed the PDC bit models, the hard rock ROP model. The inverse ROP model was 
incorporated into a real-time optimization system to obtain UCS (unconfined compressive 
strength) using the drilling data of Utah Forge test well (Atashnezhad et al. 2021). 
 
For phase I inefficient hard rock drilling, the CCS (Confined Compressive Strength) can be 
obtained from the inverse ROP model shown in equations (1) and (2) (Akhtarmanesh et al. 2021). 

𝐶𝐶𝐶𝐶𝐶𝐶 = 2 × 10−6 × 𝐺𝐺 × 𝑅𝑅𝑅𝑅𝑅𝑅0.7×𝑊𝑊𝑊𝑊𝑊𝑊2.6

𝑅𝑅𝑊𝑊𝑅𝑅 �1+0.3�𝑅𝑅𝑅𝑅𝑅𝑅100 ��
                     (1) 

𝐺𝐺 = 880 × 𝑁𝑁𝑊𝑊𝑊𝑊0.3

𝑁𝑁𝑊𝑊𝑁𝑁1.05  × 𝐷𝐷𝑐𝑐×cos(𝑆𝑆𝑅𝑅)
𝐷𝐷𝑏𝑏
2×(tan(𝑊𝑊𝑅𝑅))0.2                   (2) 

Where WOB, ROP, and RPM (rotary speed in revolution per minute) are the drilling parameters. 
The NOB (number of bit blades), NOC (number of face cutters), BR (average PDC cutter back 
rake angle in degrees), SR (average PDC cutter side rake angle in degrees), Dc (cutter diameter in 
inches) and Db (bit diameter in inches) are the PDC drill bit parameters.  

For phase II efficient hard rock drilling, the UCS can be obtained from the inverse ROP model 
shown in equations (3) (Akhtarmanesh et al. 2021). 

𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐺𝐺 × 𝑅𝑅𝑅𝑅𝑅𝑅×(𝑊𝑊𝑊𝑊𝑊𝑊−𝑊𝑊𝑊𝑊𝑊𝑊𝑡𝑡)

(𝑅𝑅𝑊𝑊𝑅𝑅−𝑅𝑅𝑊𝑊𝑅𝑅𝑡𝑡)�1+0.3�𝑅𝑅𝑅𝑅𝑅𝑅100 ��
                      (3) 

The threshold weight on bit (WOBt) and the threshold rate of penetration (ROPt) are the transition 
points between phase I and phase II of the hard rock drilling and can be calculated based on the 
threshold weight on a cutter (WOCt) and the threshold depth of cut (DOCt) by using equations (4) 
and (5). The constants of the models for phases I and II are based on the laboratory drilling data. 

𝑊𝑊𝑊𝑊𝑊𝑊𝑡𝑡 (𝑙𝑙𝑙𝑙𝑙𝑙) = 𝑊𝑊𝑊𝑊𝐶𝐶𝑡𝑡(𝑙𝑙𝑙𝑙𝑙𝑙) × 𝑁𝑁𝑊𝑊𝐶𝐶                    (4) 

𝑅𝑅𝑊𝑊𝑅𝑅𝑡𝑡 �
𝑓𝑓𝑡𝑡
ℎ𝑟𝑟
� = 𝐷𝐷𝑊𝑊𝐶𝐶𝑡𝑡(𝑖𝑖𝑖𝑖) × 𝑅𝑅𝑅𝑅𝑅𝑅 �𝑟𝑟𝑟𝑟𝑟𝑟

𝑚𝑚𝑚𝑚𝑚𝑚
� × 5                     (5) 

Where WOCt and DOCt can be estimated by the equations (6) and (7) (Akhtarmanesh et al. 2021). 

𝑊𝑊𝑊𝑊𝐶𝐶𝑡𝑡 = 270 × �𝑅𝑅𝑅𝑅𝑅𝑅
80
�
0.1

× 11
𝑁𝑁𝑊𝑊𝑁𝑁

 × � tan(𝑊𝑊𝑅𝑅)
tan(250)

�
0.2

× 𝐷𝐷𝑐𝑐
0.51

× 𝑁𝑁𝑁𝑁𝑆𝑆
28000

               (6) 

𝐷𝐷𝑊𝑊𝐶𝐶𝑡𝑡 = 0.018 × � 80
𝑅𝑅𝑅𝑅𝑅𝑅

�
0.3

× 11
𝑁𝑁𝑊𝑊𝑁𝑁

 × 𝐷𝐷𝑐𝑐
0.51

                 (7) 

Because the equations calculate the CCS seen at the bit, the CCS value is dependent on the 
confining pressure, 𝑅𝑅𝑐𝑐, seen at the bit, the UCS value is obtained from the correlation between UCS 
and CCS in equation (8). 

𝑈𝑈𝐶𝐶𝐶𝐶 = 𝐶𝐶𝐶𝐶𝐶𝐶/(1 + 𝑎𝑎𝑠𝑠𝑅𝑅𝑐𝑐𝑏𝑏𝑠𝑠)                   (8) 
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The correlations between the rock strength (UCS) and petrophysical properties of shale formation 
such as porosity and permeability were derived from various shale cores and cuttings analysis 
(Cedola et al. 2017a and Cedola et al. 2017b). The Poisson’s ratio is a measure of the 
compressibility of the material perpendicular to the applied stress. The rock (Mohr) failure 
envelope method was used to obtain the angle of internal friction (βn) and there from the 
coefficients of earth at rest (K0), and Poisson’s ratio (ν) (Hareland and Hoberock, 1993). The 
porosity, permeability and Poisson’s ratio can be estimated by using the equations (9-11), 
respectively (Tahmeen et al. 2020). 

∅ = 𝑘𝑘𝑝𝑝𝑝𝑝𝑟𝑟1 × 𝑈𝑈𝐶𝐶𝐶𝐶−𝑘𝑘𝑝𝑝𝑝𝑝𝑟𝑟2                   (9) 

𝐾𝐾𝑝𝑝 = 𝑘𝑘𝑝𝑝𝑟𝑟𝑚𝑚3 × ∅𝑘𝑘𝑝𝑝𝑟𝑟𝑚𝑚4                 (10) 

𝜈𝜈 = 𝐾𝐾0
1+𝐾𝐾0

                           (11) 

Here, 

𝐾𝐾0 = 1 − sin(𝛽𝛽𝑚𝑚)                     (12) 

𝛽𝛽𝑚𝑚 = sin−1 �1 �1 + � 4Δ
𝑈𝑈𝑁𝑁𝑆𝑆 × 𝑎𝑎𝑠𝑠 ×� 𝑝𝑝𝑒𝑒1

𝑏𝑏𝑏𝑏 – 𝑝𝑝𝑒𝑒2
𝑏𝑏𝑏𝑏�
��� �                   (13) 

Where 𝑎𝑎𝑠𝑠, 𝑙𝑙𝑠𝑠, kpor1, kpor2, kprm3, and kprm4 are reservoir specific formation constants obtained from 
core data analysis of Utah Forge test well in the Geothermal Data Repository (GDR). 

3. Results and Discussion 
UCS was calculated using the hard rock ROP models and is plotted in Figure 4 and compared 
against the UCS that was calculated from logging data on the test well. Oniya (1988) developed a 
correlation between sound traveling time and rock strength. The unconfined compressive rock 
strength (UCS) obtained from the log data is referred to as Log Data UCS. There is a good match 
between the two verifying the new hard rock ROP models for calculating UCS. 

Reservoir specific formation constants were calculated using the D-Rock software and triaxial core 
data from the test well. The software calculates formation constants 𝑎𝑎𝑠𝑠 and 𝑙𝑙𝑠𝑠, porosity constants 
kpor1 and kpor2, and permeability constants kprm3 and kprm4, which were used in equations 8 through 
13 to calculate UCS, porosity, permeability, and Poisson’s ratio. The D-Rock software would 
calculate the porosity, permeability, and Poisson’s ratio, using the constants and the calculated 
hard rock UCS. The results for the upper and lower intervals are shown below in Figures 5 and 6. 
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Figure 4: Input Data – (a) Upper Interval at 4630–4875 ft. MD, and (b) Lower Intervals at 6552–6800 ft. MD 

The average calculated porosity for the upper interval 4630 ft. - 4875 ft. in Figure 5 is 0.33%, and 
the reported porosity from the core sample tests ranged from 0.07% to 1.5%. The average 
calculated permeability is 796.5 nD (nanoDarcy) for the upper interval and the reported 
permeability from the core sample tests ranged from 38 nD (0.038 microD) to 22060 nD (22.06 
microD). The Poisson’s ratio (ν) obtained from the log data is referred to as Log Data PR and the 
calculated Poisson’s ratio is referred to as D-Rock PR. The average D-Rock PR for the upper 
interval was 0.2165 with a range of 0.1615 – 0.3229. The average Log Data PR was 0.2765 with 
a range of 0.139 – 0.3748. 

The average calculated porosity for the lower interval is 0.28%, and the reported porosity from the 
core sample tests ranged from 0.07% to 1.5% (Figure 6). The average calculated permeability is 
485.9 nD (nanoDarcy) for the lower interval and the reported permeability from the core sample 
tests ranged from 38 nD (0.038 microD) to 22060 nD (22.06 microD). The average D-Rock PR 
for the lower interval is 0.1939 with a range of 0.1327 – 0.2659. The average Log Data PR is 
0.2528 with a range of 0.1369 – 0.3384. 

 

(a) (b) 
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Figure 5: Results Upper Interval 4630 ft. – 4875 ft. MD 

       
Figure 6: Results Lower Interval 6552 ft. – 6800 ft. MD 
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When core data is not available, cross plots can be created from the calculated values of UCS, 
porosity, permeability, and Poisson’s ratio to better understand and characterize the reservoir. 
Cross plots were created for the lower interval using the hard rock calculations to illustrate the 
usefulness of the technique and are shown below in Figures 7 to 10.  

 
Figure 7: Porosity vs UCS Cross Plot Lower Interval 

 
Figure 8: Permeability vs. UCS Cross Plot Lower Interval 

 
Figure 9: Permeability vs. Porosity Cross Plot Lower Interval 
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Figure 10: Poisson’s ratio vs. UCS Cross Plot Lower Interval 

4. Conclusions 
Hard rock ROP equations were successfully used for the first time to calculate the geomechanical 
and petrophysical properties of UCS, Poisson’s ratio, porosity, and permeability. The same 
principle to obtain the geomechanical and petrophysical properties from sedimentary rock in oil 
and gas reservoirs works well in geothermal rock. There were good correlations for the rock's 
mechanical and petrophysical properties that were calculated from the drilling data when 
compared to the log and core data. 

The results in this paper were based on the data collected from one well in the Utah Forge field. 
Further work using data from other wells in the Utah Forge field should be analyzed to verify the 
results. Since the formation constants have been calculated for the Utah Forge field other wells in 
the could easily be analyzed. 

The drilling data used for this study is routinely collected on all wells with the electronic drilling 
recorder making this method a low-cost alternative to obtain rock mechanical and petrophysical 
properties when logging data is not available. This technique can also be reasonably extended to 
other hard geothermal formations to obtain rock mechanical and petrophysical properties. Once 
the formation constants are calculated for a particular field the method can be used immediately 
after the well is drilled to obtain petrophysical and geomechanical data. 

It is worthwhile mentioning that the drill bit used did not have shaped cutters. However, the model 
could easily be modified for shaped cutters, but lab data from granite drill tests and cutter-specific 
designs would be required. 

More hard rock model work is planned in the future, specifically to include and separate effects 
such as overbalance (hydrostatic), spurt loss, and bit profiles (Mayibeki et al. 2023). 

Nomenclature 

𝑎𝑎𝑆𝑆, 𝑙𝑙𝑆𝑆: formation constants obtained from regression analysis 

𝑊𝑊𝑅𝑅: average PDC cutter back rake angle in degrees 

𝐶𝐶𝐶𝐶𝐶𝐶: confined compressive strength in psi 
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𝐷𝐷𝑏𝑏: diameter of drill bit in inches 

𝐷𝐷𝑐𝑐: cutter diameter in inches 

𝐾𝐾𝑅𝑅: permeability in nD 

𝑘𝑘𝑝𝑝𝑝𝑝𝑟𝑟1, 𝑘𝑘𝑝𝑝𝑝𝑝𝑟𝑟2, 𝑘𝑘𝑝𝑝𝑟𝑟𝑚𝑚3, 𝑘𝑘𝑝𝑝𝑟𝑟𝑚𝑚4: formation constants for porosity and permeability correlations 

𝐾𝐾0: coefficients of earth at rest 

𝑁𝑁𝑊𝑊𝑊𝑊: number of bit blades 

𝑁𝑁𝑊𝑊𝐶𝐶: number of cutters 

𝑅𝑅𝑐𝑐: confining pressure in psi 

𝑅𝑅𝑟𝑟1 ,𝑅𝑅𝑟𝑟2: empirical constants 

𝑅𝑅𝑊𝑊𝑅𝑅: rate of penetration in ft/hr 

𝑅𝑅𝑅𝑅𝑅𝑅: rotary speed in rpm 

𝐶𝐶𝑅𝑅: average PDC cutter side rake angle in degrees 

𝑈𝑈𝐶𝐶𝐶𝐶: unconfined compressive strength in psi 

𝑊𝑊𝑊𝑊𝑊𝑊: weight on bit in klbs 

𝛽𝛽𝑚𝑚: angle of internal friction 

∆: empirical constant 

∅: porosity in percentage (%) 

𝜈𝜈: Poisson’s ratio 
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ABSTRACT  

The cost of drilling geothermal wells is significant. To reduce the drilling cost, it is essential to 
improve ROP (rate of penetration) and reduce NPT (non-productive time). Although PDC 
(polycrystalline diamond compact) bits have been promoted for use in geothermal well drilling, 
choosing drilling parameters such as WOB (weight on bit) and bit rotational speed is difficult for 
medium-to-hard geothermal formations. The optimum WOB and bit rotational speed are usually 
determined by drill-off tests at drilling sites. If optimum WOB or bit speed can be predicted in 
advance, it is believed that NPT can be reduced with a sufficiently high ROP. The objective of this 
study is to determine optimum drilling parameters for drilling medium-to-hard formations with 
PDC bits based on numerical simulations. 

Numerical rock cutting simulations were carried out for a PDC cutter using the 2-dimensional 
particle flow code PFC2D, a discrete element simulator. In this study, existing simulation script 
code was modified to be able to apply an arbitrary weight on a PDC cutter. The simulation 
procedure consists of three steps: 1) creation of a synthetic rock specimen with bonded particles, 
2) uniaxial compression tests on the synthetic rock specimen to calibrate mechanical parameters 
used in the synthetic rock model, and 3) rock cutting tests using a single PDC cutter. The 
simulation results showed that the PDC cutter penetrates deeper into the rock surface with a higher 
WOB, resulting in a higher ROP. The number of cracks created in the rock by the cutter increased 
(approximately) linearly with the WOB. 

1. Introduction 
Drilling is the most expensive part of oil and gas and geothermal development. Taking geothermal 
development as an example, it is generally estimated that more than JPY 25 billion is required to 
build a 30,000 kW geothermal power plant. Of this amount, approximately JPY 7 billion is for 
underground investigation and exploration, most of which is for well drilling (JOGMEC, 2022). 
If the cost of drilling wells can be reduced, geothermal development can be promoted. To reduce 
the cost of drilling wells, it is essential that drilling operations are completed in a short time, and 
technology has been developed over the past 100 years to achieve this. One solution has been the 
development of PDC bits. PDC bits have been used in oil and gas exploration and are characterized 
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by higher drilling speeds and longer bit life than the conventional roller cone bits. However, PDC 
bits are designed for oil and gas drilling and are not suitable for geothermal drilling. The rock in 
geothermal wells is hot and hard, making drilling with PDC bits difficult. The optimum weight on 
bit (WOB) and bit rotation for drilling is determined by a drill-off test, which can only be carried 
out in the field, but it is believed that if either the bit load or rotation speed can be predicted, drilling 
operations can be shortened. Therefore, the aim of this study is to determine the optimum bit load 
for drilling medium hard rock with a PDC bit from simulations.  

2. Numerical Simulation 
The rock cutting simulation in this paper is carried out using PFC2D, developed by Itasca; a 
description of PFC2D is given later. The process for rock cutting simulation is in the following 
order: creation of a rock grain model, calibration of the grain model by UCS testing, and then 
cutting simulation. 

2.1 Distinct Element Method 

The Discrete Element Method (DEM), usually referred to as the Discrete Element Method, is a 
computational method for calculating the motion and effects of a large number of particles, a 
numerical method developed by Cundall in 1971 for the analysis of rock mechanics problems, 
and further refined by Potyondy and Cundall in 1979. Today, DEM is widely used as an effective 
method for solving engineering problems in granular and discontinuous materials, especially in 
granular flow, powder mechanics and rock mechanics. 

2.2 Particle Flow Code in 2 Dimensions 

PFC2D is a general purpose discrete element modelling framework developed by itasca, including 
a computational engine and graphical user interface. the PFC model simulates the motion and 
interaction of a large number of finite size particles. Particles are rigid bodies of finite mass that 
can move independently and can both translate and rotate. Particles interact by contact through 
internal forces and moments. The motion of these mass-bearing particles also follows Newton's 
equations of motion.The PFC model consists of a body and contact points, and the body is divided 
into three types: ball, lump and wall. A ball is a rigid disc of unit thickness, while a clump is a 
collection of pebbles and consists of a rigid disc of unit thickness. A clump models a rigid body of 
any shape. The pebbles that make up a clod may overlap, but there is no contact between them. 
Walls are straight segments and are treated as boundaries. Contact models specify the opportunistic 
properties of contact and the interaction between contact components. They support relative 
motion and load transfer between elements. The coupling model used in this paper is the linear-
parallel bond model. From this, the particles in the granular model are bonded together at the 
contact points via the linear-parallel bond model.  

2.3 Liner-Parallel Bond Model 

A formulation of the particle coupling model has been proposed by Potyondy and Cundall (2004). 
As shown in the figure 1, the parallel bond model is represented by a spring with constant stiffness 
in the normal and tangential directions to the contact surface. The linear parallel bond model can 
be divided into a linear part (uncoupled state considered as a linear contact model) and a parallel 
bonded part (coupled state considered as a linear parallel bond model), where the parallel bonding 
acts like an elastic beam or glue with both shear and tensile strength. Contact couplings transmit 
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only forces, whereas parallel bondings transmit both forces and moments. The stiffness of the 
contact surfaces transmits the forces and moments caused by the relative motion between adjacent 
particles. The interaction forces along the normal or tangential direction in these contacts are linear 
and are determined by both stiffness and stiffness ratio. If the maximum stress exceeds the 
corresponding bond strength, the parallel bond will fail. The breaking of the bond removes the 
tensile strength and from that point the parallel bond model changes to a linear model. In the 
uncoupled state, only the linear model plays a role at the contact surface and no longer resists 
relative rotation. This process is manifested macroscopically as rock fracture and the linear parallel 
bond model is used to model rock samples. 

 

 

Figure 1: Schematic of the modified bonded particle model (Material-Modeling Support for PFC, 2021). 

 

2.4 Material Calibration 

Carthage limestone was selected as the rock for the study. The grain model was generated using a 
modelling package provided by itasca. This package supports the generation of rectangular rock 
specimens consisting of individual grains with specified micro-parameters. The micro-parameters 
were calibrated by comparing actual rock properties of the Carthage limestone (literature values) 
with the results of numerical simulations of uniaxial compression tests (UCS) on the grain model. 
The micro-parameters entered into PFC2D are shown in Table 1. The rock-grain model created is 
also shown in Figure 2. The density of the particles is an important parameter as it affects the 
overall rock dynamics. The value given for the density of the rock is 2630 kg/m3. Parallel bonds, 
which simulate the effect of cementation between particles, will fail if either of the following two 
criteria is met 1) the shear contact force exceeds the shear strength of the parallel bond, or 2) the 
vertical contact force exceeds the tensile strength of the parallel bond. When a parallel bond fails, 
its contact stiffness is no longer valid. The values of shear and tensile strength of parallel bonds 
between particles in the generated granular model are not constant. The values follow a normal 
distribution across all particles. The mean value for both parallel shear and tensile strength is given 
as 116.0 MN with a standard deviation of 20.0 MN for both. The particle sizes follow a normal 
distribution with a ratio of 1.66 between the largest and smallest particle size. The minimum 
particle size is determined to be 0.485 mm. The PFC2D modelling package includes tools to 
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simulate UCS tests on the generated grain models and to measure stresses and strains in the grain 
models. To obtain values for uniaxial compression, Young's modulus and Poisson's ratio of the 
granular model, a UCS test is performed by clamping the top and bottom of the granular model 
between the walls at a constant speed of 0.05 m/s. It was performed on a granular model with 
dimensions of 50*100 mm and a minimum particle size of 0.485 mm. Figure 2 shows the obtained 
stress-strain diagram and the table 2 shows the obtained values of uniaxial compressive strength, 
Young's modulus and Poisson's ratio. The obtained properties of the grain model are compared 
with those of the actual Carthage limestone. Both the red and blue lines indicate that the parallel 
bonds between the grains have been broken, the red line meaning that the parallel bonds have been 
broken by tensile failure and the blue line meaning that the parallel bonds have been broken by 
shear failure. 

 

Table 1: Calibrated micro-parameters of rock model. 
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Figure 2: Rock grain model (left) and stress-strain diagram (right). 

 

Table 2: Comparison of physical properties of actual rocks and rock granular model. 

 

 

Errors in Young's modulus and Poisson's ratio between the actual rock and the granular model of 
the Carthage limestone were within 5%. This confirms that the Carthage limestone is correctly 
modelled by the granular body and that the granular body model is a crack-free rock model with a 
strength comparable to that of the Carthage limestone. 

2.5 Cutting Simulation 

A numerical model has been built to simulate the cutting process. The model uses a single PDC 
cutter to cut a granular model of rock. The cutter cuts the rock due to a constant horizontal speed, 
while at the same time a vertical load is applied to the cutter. A schematic diagram of the cutting 
environment is shown in Figure 3.  
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Figure 3: Schematic diagram of the rock cutting environment. 

 

Rock-cutting simulations were performed using the actual drilling conditions of a typical 
geothermal well. The drilling conditions are listed in Table 3.  

 

Table 3: Cutting simulation conditions. 

 

 

The side and bottom boundaries of the section model are created by walls, one of the elements of 
PFC2D. The granular model is held and constrained by the wall. In order to model the mine bottom 
pressure in the cutting model, the created granular model was compressed from the top until the 
target compressive stress was reached. As cutting with PDC bits is generally carried out in the 
range of WOB 2~20 tf, the simulation in this study was set in this range. The cutter model is a 
rigid body composed of lumps. The clumps can create arbitrarily shaped particles and simulate 
free-form materials. The cutter is first placed on a rock sample. One of the most important 
properties of the cutter is the back rake angle. In this case the back rake angle is set to 20°. The 
coefficient of friction of the cutter is an important physical parameter. The coefficient of friction 
is the factor that controls the maximum allowable shear contact force between two DEM elements. 
For the same cutter load, a cutter with a higher coefficient of friction is more likely to have a higher 
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horizontal force value. The cutter coefficient of friction is set to 1.5. As the cutters are rigid in this 
model, no compliance or modulus of elasticity is required; the assumption of a rigid body is 
perfectly reasonable as the modulus of elasticity and UCS values of the PDC are several orders of 
magnitude higher than those of the rock. The cutter is subjected to a vertical force due to the WOB. 
In PFC2D all modelling is based on a 2D approach where all circular particles have a 3D 
interpretation, such as a cylinder with a circle extruded from it, and all forces and constants are 
based on this virtual per unit thickness of the cylinder. The loads on the cutters are set by assuming 
that the cutters of the bits in contact with the anti-bottom are in the same horizontal plane and that 
the loads due to the WOB are uniformly distributed. The model assumes a unit thickness of the 
cutter (1 m), so that, for example, a load of 1 kN applied to the actual cutter will result in a force 
of 100 kN/m (=1 kN/cm) in the PFC2D model.  

2.6 The Effect of WOB on Rock Cutting 

Cutting simulations were carried out at WOB of 2, 5, 10, 15 and 20 tf. Cutting behaviour and 
crack propagation in a 40 mm cut are shown in Figure 4.  

 

 
Figure 4: Cutting behavior and crack propagation. 

 

The number of cracks produced, the maximum ROP and the average force applied to the cutter 
obtained from the cutting simulation are shown in Figure 5, 6 and 7 below. 
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Figure 5: Number of cracks for each weight on bit (WOB). 

 
Figure 6: Average force to cutter vs. cutting distance. 

 
Figure 7: Maximum digging rate at each weight on bit (WOB). 
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The figure and table show the rock surface and the cracks inside the rock: at WOB 20 tf the cracks 
are not only in contact with the cutter, but also more inside the rock and in front of the cutter, 
where the number of cracks is highest. It can also be seen that the cracks become deeper and more 
numerous as the WOB increases. As the cutting distance increased, the force applied from the 
granular model to the cutter increased significantly from WOB 15 tf, with the highest value at 
WOB 20 tf, suggesting an increase in the vertical downward force with increasing WOB and the 
influence of debris accumulated in front of the cutter as a result of cutting. It can be predicted that 
the cutter wear rate increases significantly from a WOB of 15 tf. The maximum ROP results were 
highest at 15 tf. As this is the value at maximum cutter penetration during the cutting process, it 
does not mean that the overall ROP is higher at 15 tf, but it does show a significant increase in 
ROP from 10 tf to 15 tf. In terms of the results for maximum ROP and average force applied to 
the cutter, the 15 tf WOB case is considered superior. 

3. Conclusions 
In this study, suitable bit loads for excavating medium-hard rock with PDC bits were investigated 
by rock cutting simulations using PFC2D while varying the bit load. Three things can be said from 
this study.  

 For drilling in medium-hard rock with 8-1/2-inch diameter PDC bits, the WOB should be 
15-20 tf.  

 The higher the bit load, the better the PDC cutters bite into the rock and they excavate the 
rock more efficiently. However, high bit loads result in faster cutters wear.  
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ABSTRACT  

Conventional Geothermal wells have traditionally been as simple as possible in terms of well 
shape, this being driven both by costs and temperature constraints of directional drilling 
technology. These wells are typically either vertical or slant in shape, with any directional drilling 
work being done in the top hole of the well and the sections above 175C being drilled with very 
simple rotary assemblies designed to build, drop or hold an inclination.  

Advanced Geothermal wells are quite different in approach, where the temperatures are much 
lower at around 150C and the wells are essentially closed loop with the same fluid flowing in 
highly stable formations in near perpetuity.  These wells will drive either power or heat at surface 
and have the advantage of smaller footprints, wider geographical possibilities and lower OPEX 
costs.  They are however significantly more expensive to drill; as the need for directional drilling 
is paramount, the well must join at depth, and specialist drilling technology is needed to achieve 
this. 

The drilling technology needed to parallel and join two individual wells with lengths of over 8km 
is discussed in detail. Rotary steerable technologies, bit design, hole cleaning, trajectory design, 
dynamic loading and tortuosity considerations will be part of the discussion, with a focus on how 
drilling problems will be solved and the technology required to make that happen. 

Perhaps more challenging though are the wellbore positional challenges in maintaining a parallel 
well path and intersecting the wells at the toe.  This requires both best in class directional surveying 
and very specialized ranging technology.  These technologies and the current gaps will be 
described and practical solutions to the wellbore placement challenges discussed at length. 

In describing, solving for, and discussing the challenges associated with closed loop geothermal 
wells some of the potentials for improvements can be seen. There will be likely improvements in 
drilling performance, associated well twinning and ranging technologies and potentially new 
understandings of well trajectories that improve performance outcomes.  A commercial scale 
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closed loop geothermal project has yet to be drilled, we will outline some of the pitfalls, the 
solutions and improvements that can be made to make them viable and reduce the considerable 
CAPEX costs involved in these projects.   

1. Introduction 
Advanced geothermal systems (AGS) have some inherent advantages over conventional 
geothermal systems. As they are closed loop and should last for as long as the formation will 
support hydraulic heat transfer they have low operations costs.  They also have a smaller surface 
footprint as only heat exchangers or power units need to be installed.   This means they can be 
built with minimal disruption to demand centers like new housing schemes or industry. 

However, this comes at a cost, to achieve the required power outputs wells need to be drilled as 
densely as possible.  This is done with two mother bores and a multilateral well configuration. 

To ensure good heat exchange from the cold to hot sides of the closed loop well twins you need 
parallel wells over kilometers in length which is challenging from a directional drilling 
perspective. 

Being closed loop the wells need to join at their target Total Depth (TD).  With well lengths of up 
to 8km this is challenging with current Wellbore surveying technology. Equally such well lengths 
and tight spacing pose significant challenges in directional drilling, both from a trajectory control 
perspective and drilling challenges like torque and drag or hole cleaning. 

The geology required for AGS is quite different from conventional geothermal projects.  The 
temperatures are lower to ensure current drilling technology can be deployed and the formation 
need to be highly competent.  Fractures are an issue for a closed loops system as loses will mitigate 
their thermal production. 

This paper will explore these challenges and offer some solutions to allow for a cost efficient and 
successful well delivery. 
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Figure 1: The figure above shows the conceptual design of an AGS system, with 2 wells drilled from surface, 
fanning out in the reservoir as laterals and connecting each lateral pairs are their respective toes. The 
green well shows the main borehole from surface to TD. The other laterals are shown in light blue. The 
red curve is a nearby offset well from a previous project. 

2. The Well Design 
The layout of the laterals and intercept at TD of the wells and its resulting challenges informs the 
design of the rest of the well. The technologies that are needed to be deployed have to be 
compatible with the well design and robust enough or leave room for contingencies. Both the 
lateral spacing between horizontals from the same well and the vertical spacing between lateral 
pairs is planned to be 65m. This distance provides enough spacing to support the thermodynamic 
requirements for the geothermal heat generation as well as be close enough to be within detection 
range of the planned ranging techniques.  
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Figure 2: The figure above shows the Vertical Section view (side view) of the wells. From the side the multiple 
horizontal laterals from the same well disappear. The vertical distance between the laterals is set to 65m.  
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Figure 3: The figure above shows the Plan View of the wells. From the top the horizontal lateral pairs collapse 
on top of each other. The lateral distance between the laterals is set to 65m. 

 

2.1 Wellbore Surveying  

The accuracy of the placement of the wells depends in part on the accuracy of tools and methods 
that determine the position of the boreholes (wellbore surveying). The limitations of these tools 
and techniques drive the execution plan. In the graph below we show the modeled errors expected 
from 2 different surveying methods: one using while-drilling magnetic surveys and one using a 
gyroscopic surveying tool after drilling. The Ellipses of Uncertainty in the graph show the potential 
inaccuracy of the methods by indicating the 95%-confidence interval in the horizontal plane. The 
accuracy while-drilling (using magnetic surveys) exceeds the planned horizontal distance between 
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the wells. The vertical separation between lateral pairs (drilled simultaneously) has a much smaller 
error and can likely be controlled within a few meters using survey processing with multiple 
sensors spaced out in the drilling assembly.  

To maintain adequate separation between the laterals (combination of vertical and lateral distance) 
other methods or tools are needed: 

• A gyroscopic surveying tool to tighten the uncertainty interval  
• Ranging techniques to determine the relative distance between the lateral pairs (for lateral 

deviation trends) 

 
Figure 4: The figure above shows the Plan View of three adjacent sidetracks with their relative lateral 

uncertainty. For illustrative purposes the uncertainty ellipses (EOUs) of the first and last sidetrack 
lateral are shown in blue based on gyroscopic surveys (after drilling), while the current lateral shows the 
while-drilling uncertainties in red and after-drilling in green.  

 

On top of determining the position of the lateral wells, the directional sensors are used for 
trajectory control, preferably in a closed-loop downhole mode. The aim is to make the smallest 
possible corrections to the wellpath to keep it as straight as possible. Any systematic errors in the 
magnetic surveys need to be accounted for while drilling to avoid deviation from the planned 
azimuth direction. This is done using comparative analysis to gyroscopic tools and advanced 
survey correction techniques.  

2.2 Magnetic Ranging  

The ranging technique that delivers both the range and accuracy that is needed to follow and 
intercept a well at the planned distance is Access-dependent Active Magnetic Ranging (AMR). 
This type of ranging is used in the drilling industry when it is possible to position a magnetic 
source in one of the wells while measuring the emitted signal from the other well. Such techniques 
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are used for the precise measurement of distance and direction between two or more wellbores, 
accomplished by using magnetic field sources of known strength and orientation. Access-
dependent active magnetic ranging systems allow two or more wellbores to be positioned within 
extremely tight tolerance, such as: 

• Drilling stacked horizontal well pairs for Steam-Assisted Gravity Drainage (SAGD) 
• In-fill drilling and collision avoidance 
• Wellbore intersections for well control or pipelines 
• Observation well placement 
• Coalbed methane degasification wells 

2.2.1 Rotary Magnet Ranging System (RMRS) 

The AMR system consists of a Rotating Magnet Sub, of a short length (approximately 0.5m), 
which is placed as close to the bit as possible. This sub contains stacks of powerful rare earth 
magnets that create an A/C magnetic field when rotating the bit. The magnetic field is monitored 
by a 6-axis directional sensor probe located in the nearby target well on wireline, with a useable 
range that exceeds 50m in casing, and 75m outside casing. It provides a relative distance and 
direction from the sensor to the drill bit. Data is processed in real-time to generate distance and 
directions between each of the wellbores to an accuracy of approximately + 5% of the wellbore 
separation. This equates to a relative wellbore position accuracy of less than a 0.5m to the target 
well. This method is in principle well suited for the intercepts of this advanced geothermal system, 
but off-the-shelf equipment does not meet the requirements of the specific challenges in these wells 
,as elaborated in the next paragraphs. 

 
 

Figure 5: Typical rotating magnet AMR system diagram showing the rotating magnet sub near the bit and the 
wireline conveyed directional sensor in the target well. 
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2.2.2 Rotary Magnet Ranging System within a Rotary Steerable System 

Traditionally Active magnetic ranging is done with downhole motors. The magnet sub is placed 
between the bit-box and the bit in a straightforward manner. By Pumping through the motor the 
magnet will spin, creating an A/C signal for the measurement probe in the target wellbore. Steering 
is done in the same way as without the magnet: alternating between sliding and rotating mode. 
Adding the sub below the motor does add some strain to the motor, but is generally an accepted 
practice, and does not significantly affect its operation, curvature output or reliability. 

However, downhole motors have a downside that they cannot provide an effective steering method 
in an environment with high borehole friction. The method of slide drilling with zero string rotation 
requires overcoming the static friction in the wellbore to push the bit forward. Controlling the 
direction of the bend housing is also hindered by the static friction. The formation of the reservoir 
section is known for its high friction. Hence these drilled sections require rotary steerable systems 
to steer the well (as do most long horizontal ERD wells). 

The combination of ranging using RMRS and Rotary Steerable Systems (RSS) requires an 
innovative tool design, as there are penalties of simply putting a sub below the RSS tool: 

• Point-the-bit RSS systems are generally not designed to deal with the additional bending 
stresses. Unlike a motor the RSS “bend assembly” is not fixed. There needs to be a joint or 
some flexibility to continue pointing the bit as the string is rotating. This assembly is 
therefore weaker than a motor bend assembly fixed in place in one direction without 
moving parts. 

• Push-the-bit RSS systems with externally mounted pads have no mechanical concerns, but 
the produced curvature is significantly reduced by the added length of the short magnet sub 
between the push mechanism and the bit (potential 50% dogleg reduction). In the graph 
below the critical distance L1 (bit to pad) is shown. Extending the L1 dimension is not a 
viable option for maintaining a tight control over the lateral placement.  

• There are also concerns with placing the magnets close to control system electronics and 
sensors, as they could interfere with the operation and cause a malfunction. 

 
 

Figure 6: The figure above shows the steering mechanism of the Rotary Steerable tool. The Dimension L1 
determines for a large part the maximum achievable curvature that can be achieved with such system. 
The arrow signifies the location of the magnet sub. 
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To overcome the described challenge tool design project went through various stages: the 
Conceptual Design, Prototyping and Testing phases, including a final product test with the actual 
equipment.  

Various design options were considered in the initial stages, but all pros and cons were carefully 
weighed. The final conceptual design aimed to create enough space for placing required number 
of rare earth magnets with minimal impact to the overall capabilities of the RSS tool. The magnets 
are placed in a sub that can be integrated between the pad assembly and the electronic package. 

A 3D prototype was made for shop testing and calibration, and any risks impacting the tool’s 
electronics in the presence of the high magnetic field strength were tested. 

A flow loop test was devised in which the downhole operation is simulated pumping water through 
the tool and have it power up and run through the same sequences as it would do downhole. The 
main points that needed to be confirmed were: 

• The ability of the tool to maintain its target Toolface direction. 
• The ability of the tool to accept commands from surface.  
• The uninterrupted wireless communication of the tool to the other tools in the drillstring. 

Ultimately, the sub was manufactured, with final checks being done in the maintenance facility on 
the assembly. The tools were calibrated and ready for the job. 

 
 

Figure 7: Magnet sub that is integrated within a RSS tool above the steering unit. Tests performed on these 
subs show the magnetic field does not impact the steering performance and operation of electronics 
within the RSS tool. 

Around the same timeframe the need for such RSS tools with RMRS integration were required for 
a Coal Seam Gas (CSG) project, albeit in a different size borehole. In this application a vertical 
target well is intercepted from a horizontal well containing the RSS tool. 
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Figure 8: Alternative implementation of a slimhole RMRS integrated in the steering head. These tools were 
used for CSG wells to intercept a vertical borehole from a horizontal well. 

The project was a success and showed the viability of the innovative approach, which is an 
important step forward. 

In addition, the modular design of the tool allows the magnets to be placed inside high-curvature 
RSS tool types, which might be required as a contingency when ongoing intercept operations 
require that. 

2.2.3 Wireline deployed ranging tool inside the target well 

The target well drillstring will need to contain the wireline conveyed magnetometer ranging tool. 
Placing the tool in the horizontal part of the drill string is anticipated to be difficult.  

Several risks can be identified with the main one being unable to reach the target depth with the 
wireline tools, invalidating the AMR method. The pump-down method of conveyance is 
considered the optimal solution to move the tool and cable to depth as the alternatives of using a 
tractor to pull the cable is difficult inside drillpipe with its varying internal diameter. The pump-
down specifics were designed for this particular well with custom made accessories to achieve the 
highest probability of success.  Experience of pump-down jobs of tools inside drillpipe from gyro 
operators, ranging partners and SLB Wireline Logging services worldwide were reviewed, and 
input solicited from all parties, which contributed to the final plan.   
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A second risk is breaking the cable and losing the tools off the end of the cable. The identified risk 
from worldwide experience describes how hydraulic shocks can occur when passing through 
changing internal diameters of the drillpipe. As a result, tools can suddenly accelerate, causing 
large local tension spikes. To minimize this risk a high strength cable was selected and a high rated 
weak point at the tools carefully selected. Modeling and measurements during the first shallow 
ranging shots is anticipated to inform the limits and sensitivity of such operations. 

The high number and repetitive nature of running the wireline tools this way can carry additional 
risk to the cable, the tools and the coating inside the drillpipe. Contingencies of wearing out the 
cable or damaging tools (from impact downhole) are planned for. 

3. Horizontal Drilling Challenges 
To achieve the targeted open hole exposure length of the laterals several hurdles must be overcome. 
The obvious ones are directional control to place the laterals and ultimately intercept them at the 
toe and maintaining a clean hole that enables tripping in and out of the hole. However, there are 
also subsurface related challenges such as the high level of friction that is present in the carbonate 
reservoir interval (in combination with water-based drilling fluid). 

The friction in the borehole can lead to several obstacles from simply not being able to move the 
pipe up or down without rotation to adverse drilling conditions (vibration, severe stickslip) to the 
inability to use standard drilling equipment, such as motors (as mentioned above). The operational 
plan needs to be robust enough to deal with these fundamental challenges. 

3.2 Extended Reach Drilling 

Some of the challenges can be categorized as Extended Reach Drilling (ERD) challenges. ERD 
has advanced in the last decades with varied applications spread across the many basins across the 
world. 

ERD Design and best practices have developed over time to avoid common problems and deliver 
ERD wells successfully and efficiently. Key considerations for all ERD wells are Hole Cleaning, 
Hole Stability, Drilling and Tripping Procedures, Drillstring Integrity, Overpull and Surface 
Torque limits, Downhole Equipment Reliability, Tortuosity and Surveying Accuracy. 

Some of these are pertinent for the project as the best practices cannot be blindly followed. For 
optimal hole cleaning for example specific mud and operational parameters are commonly 
targeted. They stipulate the use of high low-end rheology of a thixotropic drilling fluid and high 
string rotation, while monitoring torque and drag to identify adverse trends. All of these are not 
part of the plan, because trade-off decisions needed to be made. Tripping could therefore be more 
time consuming than planned. 

On equipment reliability special focus is placed on making sure the runs extend as long as possible 
(limited by drill bit life). Hence abrasive wear and vibrations are of primary importance in 
equipment choices. Therefore, premium hardfacing materials are selected for the steering tools. 
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Figure 9: Extended Reach Drilling Envelope showing the horizontal displacement versus vertical depth relative 

to other wells in the world.  

 

 

 

Figure 10: Summary of the main challenges in the reservoir section by interval. 
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3.1 Learning Curve 

With over 72km of horizontal hole to be drilled a major part of the time and cost of such project 
is spent on the horizontal parallel hole section. Hence it is of primary importance to maximize the 
performance of these intervals and reduce any ERD risks. In order of relevance, we see 
opportunities to push the learning curve in the following areas. 
 Reduce Trips 

 Combine Drilling Run objectives 

 Improve RSS/Motor/Bit Selection using recorded high resolution downhole data. 

 Increase Equipment Reliability and availability 
 Remove limiters (abrasion, wear). Identify where they occur. 

 Reduce vibration. 

 Increase on-bottom ROP 
 Measure, Model, Improve bit-rock interaction. Understand the bit response in 

detail. 

 Reduce Vibration, Stick-Slip, Torsional Oscillation as they represent wasted 
energy. 

 Optimize hole cleaning methods within the limits of the overall objectives. 

 Optimize Procedures 
 Reduce Survey and Ranging Time (reduce ranging shots) 

 Hole Cleaning, downhole pressure control while drilling, tripping and connections 

 Temperature management while drilling (friction induced, mud cooling). Reduce 
time spent on managing temperature downhole. 

 Improve Drilling Rig Operations 
 Tripping Speed, BHA Handling, Rig Non-Productive Time 

 Top Drive Torque Control. Assess the need to have improved torque control to 
limit stickslip and high torsional oscillations that cause over-torqued connections. 

 Fluids handling time reduction. Maintaining fluids to specifications. 

 Systematic Feedback and Review 
 Real-time monitoring. Quick feedback to avoid escalating problems. 

 Capture progress and actions with core team. Learn fast and share knowledge. 

 Personnel (training, experience, transfer lessons learned) 
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Although wells have been drilled in the region and on the same well location, the horizontal 
sections of this scale have not been drilled nearby. Pushing beyond the current envelope could 
quickly show which hurdles need to be addressed. The first laterals are critical in setting the 
expectations and the slope of the learning curve. A lot of the operations have not been done before 
in the planned manner. Hence it is important to capture the learnings quickly to capitalize on them 
while minimizing delays of implementing potential improvements.  

Improvements have been made regionally on key risks such as specific equipment enhancements 
to combat abrasion, drill bit optimization for the anticipated formations, and downhole power 
section and vibration lessons for procedural optimization. 

4. Pioneering a new well type   
For the closed loop geothermal wells to generate energy more functional requirements need to be 
met than just drilling the well to the final depth. The pioneering closed loop heat production 
concept also places requirements on the overall well design. 

While common O&G well types, and particularly single wellbores could have clear contingency 
options for identified bottlenecks, such as a contingency casing string to deal with hole problems 
or an unplanned sidetrack, this type of  project, due to its complexity, has many residual risks that 
are more difficult to quantify and could have fewer contingency options. 

4.1 Multi-lateral limitations 

Multi-lateral wells can in principle be very basic with multiple sidetracked wells left as open holes 
to jointly produce from the targeted zone. The complexity increases if the production of each of 
the laterals needs to be controlled separately and the pressure integrity has to be maintained across 
the junctions. However, there are known technical solutions for this, each carrying some risk.  

For this project there is no intention to independently control the production of each lateral pair 
loop, but the hydraulic communication of the 2 wells through downhole flow paths which cannot 
be controlled adds new challenges. 

4.1.1 Re-entry 

In the drilling industry re-entry of a whipstock or an open hole lateral is not often planned or 
executed. There are techniques that allow such re-entry, but they are not common and have a high 
residual risk that they will not work. It is expected that selective re-entry will not be required, 
although having the option would be beneficial to be able to stimulate or test the flow through a 
specific lateral pair and clean it up. 

4.1.2 Kick-Off Method 

There are two potential kick-off methods: open hole sidetracks versus whipstocks. They each have 
their benefits and risks. The open hole sidetracks can be placed anywhere which allows 
contingencies options, although pressure control or re-entry are even more difficult if not 
impossible. 

The whipstock exits on the other hand follow a standard tried and tested procedure, allows the 
placement of packers (to limit flow through the lower laterals) and potentially re-entry at a later 
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stage (re-setting a whipstock in the same position). However, this also comes with additional 
downside risk of having limited chances to re-do such an exit, when the window does not provide 
a workable exit. There are many known cases of failed whipstock exits, varying in nature, but in 
essence are due to the fact that part of the operation is done blind where the outcome is only known 
post factum. In some cases it is possible to cement to just outside the casing, and try again. Spacing 
of the well at kick-off can also contribute to additional risks such as a well collision.  

4.1.3 Casing Wear 

The time it takes to drill 36km of open hole while rotating the drillstring is significant regardless 
of how fast the sections are drilled. This can lead to wear inside the production casing. To reduce 
the risk of casing wear the sideload of the drillpipe against the casing and total number of 
revolutions need to be minimized. Therefore, the plan is to use the lowest possible string rotation 
speed for drilling, while relying on a downhole powersection to drive the RSS and bit and deliver 
bit rotation speed and bit torque. This method has been used on nearby wells with shorter reservoir 
sections. The obvious compromise is that this method reduces hole cleaning efficiency, and could 
result in cutting beds along the horizontal section of the well, complicating tripping in and out of 
the hole. 

4.1.4 Complex contingency scenarios 

Most of the operations can only proceed or depend on the success of the previous operation. There 
is little room for standard contingencies.  

For the ranging tool wireline conveyance risks (pump down or tractor) there are also limited 
contingency options available. It is conceivable however, shown by other intercept projects in salt, 
that ranging can be performed with passive magnetic ranging technique, which uses only while-
drilling magnetic measurements in one of the wells picking up the Earth’s induced (passive) 
magnetic field in the steel components in the other well. This method does not have the large range 
or the accuracy of the active magnetic ranging method, but could deliver the intercept when the 
accuracy of the absolute locations of the wells provide a good enough starting position for the 
intercept phase. 

For intercept wells a second attempt to hit the target well is common. This contingency requires 
the intercept well to be sidetracked (open hole) and make a second (more precise) approach. The 
second attempt uses the information from the first attempt to improve the accuracy of the target 
well location. 
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5. Conclusions 
While some of the presented challenges have been encountered and successfully addressed in other 
wells around the world, the combination of technical hurdles that could potentially stack up on 
each other make such project unique and perhaps daunting. In addition, during the planning phase 
it is already obvious that technical feasibility alone is not enough, optimization (of time and cost) 
is necessary to make sure the project delivers the geothermal energy within the set budget. 

The unique set of requirements demand specific technology. As part of the overall learning curve, 
we hope to develop the critical pieces of technology and procedures during the first commercial 
project. The aim is to de-risk future similar projects, and enhance the economic viability of this 
type of advanced geothermal systems. 
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ABSTRACT  

The cost of a geothermal well depends heavily on the drilling time and it is crucial to minimize 
downtime during drilling. For geothermal wells drilled within the North Rift, Kenya, experience 
has shown that a higher rate of penetration (ROP) can be achieved, for example, by using 
polycrystalline diamond compact (PDC) drill bits instead of roller cone bits. However, operators 
have been hesitant to drill at high ROPs since such operation settings have been associated with 
an increased occurrence of stuck pipe situations. Increasing the ROP requires removing drill 
cuttings more effectively and at a higher rate to avoid accumulations of cuttings in the well. Firstly, 
accumulation of cuttings in the well annulus may result in direct mechanical sticking of the drill 
string. Secondly, it may also cause increased equivalent circulating density (ECD) leading to 
fracturing and wall collapse that can cause drill string sticking. Therefore, insufficient transport 
and removal of drill cuttings increases the risk of a stuck pipe. 

This study targets determining optimum hole cleaning parameters for drilling geothermal wells in 
the North Rift geothermal fields in Kenya. The goal is to establish what drilling parameter settings 
are needed to enable safe drilling at the high ROPs that have been shown to be achievable. This 
work explores optimal hole-cleaning parameters based on numerical simulations that are supported 
by field observations. The authors have modified a transient cuttings transport (TCT) simulator to 
model cuttings transport for a well drilled in Paka geothermal field, Kenya. The simulations 
describing a moderately inclined well account for the cuttings concentration, slip velocity, 
characteristic of the ECD and phase velocities characteristics. Aerated drilling fluid was 
considered in the simulations.  

1. Introduction 
Most geothermal formations are highly altered and fractured and loss of circulation during drilling 
is common. The choice and design of drilling fluids is essential to ensure that the downhole 
conditions are maintained at optimum operating conditions to minimize problems. Azar and 
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Samuel (2007) stated that most common problems encountered while drilling include the 
following: 

• Stuck pipes 
• Lost circulation 
• Hole deviation 
• Pipe failure 
• Borehole instability 
• Mud contamination 
• Formation damage 
• Insufficient hole cleaning 
• H2S-bearing formations 
• Equipment and personnel related problems. 

Each of the problems stated above can be dealt with according to drilling engineering practices. 
Careful analysis of these problems shows that most of the issues are closely related to hole 
cleaning. Hole cleaning performance depends on aspects such as the drilling fluid properties, 
drilling fluid velocity, geometric characteristics of the well, cuttings characteristics, the drilling 
penetration rate, and the annulus/pipe eccentricity. Stuck pipe may either be differential or 
mechanical and is closely related to hole cleaning. Improper hole cleaning in deviated holes will 
lead to drilling problems. Borehole instability, mud contamination, formation damage and lost 
circulation may be linked to hole cleaning and drilling fluid design. 

 

 
Figure 1: Locations of geothermal prospects in Kenya. The zoomed part shows the Korosi, Paka and Silali 

geothermal fields. Adapted from Mary et al. (2017) and Marietta (2012). 
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In recognition that these problems have a big impact on the time taken to drill the well and by 
extension the overall cost of the well, designing effective cuttings transportation parameters is 
imperative in alleviating the problems (Azar and Samuel, 2007). This study looks at modelling of 
hole cleaning parameters for wells drilled within the Paka geothermal field in Kenya. The model 
will later be used to obtain optimal hole cleaning conditions through analyzing drilling 
performance data from a well recently drilled in the Paka field.  

2. Drilling in Paka Geothermal Field 
2.1 Drilling History of Wells in the Paka Field 

Paka geothermal field is one of the many geothermal fields found within the Kenyan Rift valley, 
towards the Northern side. Exploration drilling in Paka started in December 2018 by drilling well 
PW-01. As of June 2023, 14 wells had been drilled in Paka geothermal field. Figure 1 shows the 
relative position of Paka geothermal field. 

Figure 2 compares the time taken to drill wells within the Paka geothermal field. The plot shows 
how drilling of recent wells, especially well PW-03B, has progressed more rapidly than earlier 
wells. Drilling could however not proceed beyond 2791 m because high torque and drag forces 
that exceed the drill-pipe design limits were experienced. Overcoming this challenge is one of the 
motivating factors for carrying out this research. 

 
Figure 2: Drilling progress over time for wells in the Paka field (GDC, 2022). 
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2.2 Typical Well Design in Paka Geothermal Field 

The Paka wells are designed to be drilled to a target measured depth of 3000 m. However, most of 
the wells drilled did not reach their target depth due to downhole drilling challenges of high torque 
and drag. Although formation factors may have resulted in these drilling challenges, insufficient 
hole cleaning and cuttings transportation is suspected to be one of the main causes. Table 1 shows 
a typical well design for wells drilled within the Paka geothermal field. 

 

Table 1: Typical well design for Paka geothermal field. 

 

 

 
Figure 3: Profile of well PW-03B (GDC, 2022). 

  

Stage of well Depth. m Hole size, Inches Casing size, Inches 

Stage 1: Surface hole 0-100 26 20 

Stage 2: Intermediate hole 100-350 17-1/2 13-3/8 

Stage 3: Production hole 350-1200 12-1/4 9-5/8 

Stage 4: Open hole 1200-3000 8-1/2 7 (Liner) 
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2.3 Well PW-03B 

Well PW-03B is a directional well that was drilled to a depth of 2791 m with a maximum 
inclination angle of about 32°. The well was spudded on the 16th of September 2022 and was 
completed on the 2nd of December 2022 after 78 days. High torques and drag forces were 
experienced towards the completion depth. The well was terminated when those two parameters 
exceeded the design strength limit of the drill pipes. Figure 3 shows the well profile of PW-03B 
as drilled.  

2.4 Drilling Fluids for Well PW-03B 

The fluids used in drilling well PW-03B were water, bentonite mud, and foam that consists of 
water, air and detergent. The surface section was mainly drilled with bentonite mud and 
occasionally with water when total fluid losses were encountered. Whenever water was used to 
drill, Hi-Vis mud was used for sweeping the hole before connecting a new pipe. The intermediate 
and production sections of the well were drilled with foam. For the Paka field, the intermediate, 
production and open hole sections of the well are the ones that pose a big challenge. These sections 
are generally associated with frequent stuck pipes, and high torque and drag forces.  

The intermediate section has the advantage of having the option of using Hi-Vis bentonite mud to 
address some of the challenges. There is also the option of performing cement plug jobs to seal off 
problematic sections. In contrast, the production and open hole sections encountered frequent stuck 
pipes, and high torques and drag forces. Thus the production and open hole sections are chosen as 
the sections that were modelled for cuttings transportation. This paper deals with the production 
section that has a 12-1/4″ hole diameter. The production section has a 12-1/4″ hole diameter and a 
casing diameter of 9-5/8″. 

3. Numerical Simulation of Cuttings Transportation 
3.1 TCT Simulator 

The authors utilized the Transient-Cuttings-Transport (TCT) simulator developed by Naganawa 
and Nomura (2006). TCT has the ability to simulate cuttings behavior in directional wells as well 
as in extended reach wells that have complex trajectories. TCT implements mass and momentum 
conservation equations to describe multiphase flow of water/mud and solid rock cuttings particles 
within the annulus of a wellbore. It can also be used to describe additional flow of air within the 
well (Naganawa et al., 2017). 

The well design data in Figure 3 was used in the simulation of cuttings transportation for well PW-
03B. This paper covers cuttings transport modelling for the 12-1/4″ hole section from 308 m to 
1099 m. The TCT simulator was used to describe the transport of fluids and cuttings up the well 
annulus during the drilling operations. 

3.2 Data Collected from the Field. 

To validate the simulations, drilling data was collected from well PW-03B as drilling was ongoing 
in the field. Cuttings from the well were collected and measured at the shale shakers for every drill 
pipe joint drilled. Other data collected include the rate of penetration (ROP), revolutions per 
minute (RPM) of the drill string, fluid flow rate and directional drilling data. Figure 4 shows 
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cuttings collection and measurement at the shale shakers and the Geothermal Development 
Company (GDC) drilling rig. 

3.3 Bottom Hole Cuttings Fill 

After drilling each drill pipe, the well was circulated for between 30 and 45 minutes before adding 
a new drill pipe to drill ahead. Each time before drilling ahead, the bottom of the hole was sounded 
to check if there was any fill. Figure 5 shows the cuttings fill history. It was noted that fill was 
mainly encountered after stopping to conduct a deviation survey or after pulling out of the hole. In 
most cases, however, there was no fill. 

 

 
Figure 4: Data collection at well site during drilling at Paka geothermal field. The two images on the left show 

the shale shakers where the drill cuttings were collected. The third image shows the weighing of collected 
cuttings, and the rightmost image shows the drilling rig. 

 

 
Figure 5: Fill characteristics for drilling of well PW-03B. 
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3.4 Rate of Penetration with Depth. 

In selecting drilling bits, formation drillability plays an important role. Mostly, formations with 
high drillability will require soft formation bits and those with low drillability will require hard 
formation bits (Ford, 2004). Paka geothermal field has high drillability formations and with 
optimum parameters and a proper cuttings transportation setup, high penetration rates (ROPs) can 
be achieved. There are also quite a lot of instances of drill pipes getting stuck mostly due to 
insufficient hole cleaning. Figure 6 shows ROP along the trajectory of well PW-03B. 

 
Figure 6: Rate of penetration (ROP) during drilling for well PW-03B. 
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4. Results of Cuttings Transport Simulation 
In a bid to understand the behavior of cuttings movement within the wellbore annulus, several 
parameters were modelled. These are simulated returned cuttings, the cuttings bed height within 
the wellbore trajectory, cuttings concentration along the wellbore, equivalent circulating density 
(ECD) along the wellbore, and volumetric air rate along the wellbore. 

4.1 Rheology of the Drilling Fluid Used in the Model 

It is worth noting that Guo and Liu (2011) stated that that a foam drilling model from the work of 
Ozbayoglu et al. (2000) could be better characterized by using a power-law model for 0.7 and 0.8 
foam qualities and Bingham plastic model give better fit for 0.9 foam quality. However, drilling 
fluid was assumed as a two-phase aerated water not a uniform foam because of a restriction of the 
simulation model. A Bingham plastic rheology is used for the liquid phase, and a two-phase 
friction factor between liquid and gas phases is also considered in the model.   

4.2 Pumping Rates  

Actual pumping rates of both air and water while drilling PW-03B were as follows. In drilling the 
well from 332m to 1100m, one compressor that delivered air at 1529 Nm3/hr (normal cubic meters 
per hour) at 2.4 MPa was used. The rig had three triplex mud pumps with specifications as shown 
in Table 2. 

Table 2: Mud pump properties. 

Description Quantity Unit 

Triplex Mud Pump  3 Number 

Maximum Strokes Per Minute (SPM) 120 SPM 

Liner Diameter 7 Inches 

Stroke Length 305 mm 

Maximum Pump Pressure 34.5 MPa 

Pump Horsepower 1600 hp 
 

Figure 7 shows the amount of water that was pumped at a given depth while drilling. This water 
was then mixed with air to form a uniform foam at the standpipe and pumped down the drill string.  
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Figure 7: Water pumped while drilling PW-03B. 

 

4.3 Properties of the Drilling Fluid Used in the Model 

Table 3 shows the surface properties of the drilling fluid used in the model. As described before, 
the drilling fluid is dealt with as a two-phase liquid and air mixture in the model. 

Table 3: Drilling fluid densities. 

Fluid Density Unit 

Water 1 g/cm3 

Air 1.3×10-3 g/cm3 
 

4.4 General Well Profile and Cuttings Deposition in the Wellbore 

It was noted that the wellbore was generally clear of cuttings as shown in Figures 8 and 9. The 
simulation results in Figures 8 and 9 showed that the wellbore had an insignificant amount of 
retained cuttings and the cuttings’ bed height was small. This scenario may be attributed to long 
circulation times between drill pipe additions, which was factored in the simulation as periods 
drilling at zero ROP. A large cuttings bed height is usually a common phenomenon in highly 
inclined wells and extended reach wells (ERW) (Naganawa and Okatsu, 2008). Well PW-03B, on 
the other hand, is a moderately inclined well. 
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Figure 8: The well profile and the simulated cuttings deposits along the wellbore. 
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Figure 9: Simulated ratio of cuttings’ bed height h to the hole diameter D along the wellbore. 

 

4.5 Returned Cuttings  

Cuttings from the wellbore were collected and measured in the field as drilling was going on. The 
model also simulated the returned cuttings. Figure 10 compares the measured cuttings returns in 
the field with the simulated cuttings returns and ideal cuttings returns for perfect, instantaneous 
cleaning. The ideal cumulative cuttings returns were calculated with the assumption that the 
wellbore was at gauge throughout the trajectory and that all cuttings are transported out of the hole 
instantaneously.  

Surprisingly, the simulated cuttings results showed more cuttings transported to the surface than 
the ideal case. We expected the simulated returns to trend below the ideal scenario. Therefore, the 
simulations require further consideration. We note that the TCT simulator can be used to account 
for hole enlargement effects, whereby the cuttings returns will be higher than the case of a perfect 
gauge hole (e.g., due to caving in of unconsolidated sections). Therefore, it is possible that we 
mistakenly ran the simulations with an effective hole diameter larger than the gauge hole diameter.  
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Figure 10: The cumulative cuttings characteristics. 

 

Note that the data from the field showed that only a small fraction of the generated cuttings were 
returned to the surface (Figure 10). The lower than expected cuttings returns to the surface can in 
part be explained by the fact that not all the surface cuttings were collected and measured. The 
cuttings returned at the surface were generally not measured for the hole cleaning periods in 
between pipe additions. Nevertheless, we expect that the missed drill cuttings were relatively 
insignificant. Based on that assumption, these results indicate that a considerable amount of 
cuttings were lost in the field to fractured or permeable formations. In this ongoing research, we 
aim to calibrate the TCT simulations with the field conditions to get a better understanding of the 
hole-cleaning behavior. We will consider including fluid losses in the simulations to account for 
the apparent loss of circulation seen in the field. 

4.6 Velocity Characteristics 

It’s generally accepted that a minimum annular solid velocity of about 0.25 m/s is satisfactory for 
cuttings transport for a typical drilling fluid (Bourgoyne et al., 1991). From the simulation, this 
was achieved as shown in Figure 11. The velocity of the cuttings and the fluid phases is as shown 
in Figure 11. As shown, the minimum liquid phase velocity was above 0.4 m/s. 
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Figure 11: Velocity profiles of the fluid phases within the annulus. 

 

4.7 Equivalent Circulating Density (ECD) 

Depending on the depth, the column pressure of a drilling fluid may fracture the formation and 
induce fluid losses during drilling. A safe ECD must be maintained if loss of circulation is to be 
avoided. Values of ECD of about 1550 kg/m3 may fracture some formations at quite shallow depths 
of less than 2000 m (Zhang and Yin, 2017). The ECD for the simulation was quite low as seen in 
Figure 12 because of the aerated water used as the drilling fluid.  

5. Discussion and Recommendations 
A look at Figures 2, 6, 8 and 9 suggested that it is possible to attain higher ROPs and to reduce the 
total drilling time significantly. Figures 2 and 6 from data collected at the rig show that a high ROP 
of up to 20 m/hr could be feasible. More studies on the combination of parameters that will achieve 
these high ROPs will be simulated and then subsequently tested at the field. 

The simulation results in Figures 8 and 9 indicate that there is very little cuttings concentration 
within the wellbore annulus. This directly implies that there is room for generating more cuttings 
at higher ROPs without risking the safety of the well. This will be considered in the next stage of 
this simulation study. 
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Figure 12: Variation of equivalent circulating density (ECD) with depth. 

 

Figure 11 shows the velocities of the phases during cuttings transportation. The velocities appear 
low at the deeper sections of the well. This may explain the reason why high torque and drag forces 
are experienced at the deeper sections of the well. There will be a need to simulate parameters that 
will result in higher annular velocities within deeper sections of the well. This will promote faster 
evacuation of cuttings generated to create room for drilling ahead, and also to reduce the high 
torque and drag that is experienced. It is recommended to run simulations and develop an operation 
manual for parameters that will lead to improved drilling performance. This is a research direction 
and work that will be considered in the future.   

6. Conclusion 
The simulation results showed that most of the parameters used in drilling well PW-03B were 
within the safe limit and there is room for optimizing the parameters such as the ROP if the cuttings 
transportation system is optimized. This paper is part of ongoing research to optimize the cuttings 
transportation in order to reduce the drilling time and thus reduce the cost of drilling. The next 
phase of the research will attempt to come up with precise drilling fluid flow rates and 
recommended ROPs to realize reduced drilling times.   
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ABSTRACT 

Excessive mud losses can cause several problems to the drilling operations, such as formation 
damage, well instability, and differential sticking, which complicate drilling operations and 
increase the nonproductive time. Several additives have been introduced to improve fluid loss 
control in water-based muds (WBMs) and mitigate fluid invasion problems. However, these 
products are still limited by temperature and/or salinity. This paper introduces a new polymeric 
additive to improve fluid loss control of WBM systems in a wide range of temperatures and salinity 
without significantly impacting mud rheology. 

The new product was evaluated in different mud systems, including freshwater, saturated brine 
(up to 330,000 ppm), and weighted mud (13 ppg). The effect of the new product on the mud's 
rheological properties was investigated. Fluid loss experiments were conducted at low-temperature 
and high-temperature conditions to evaluate the new product's filtration performance. A thermal 
stability study was also performed by hot rolling the mud samples for 16 hrs at various 
temperatures (up to 450°F). The new additives' performance was compared with other incumbent 
products used in the industry regarding required dosage, thermal stability, rheological properties, 
and filtration performance. 

This study showed that the new product significantly reduced fluid loss and was stable at high 
temperatures (up to 450℉). From filtration experiments, lower dosages of the new products 
significantly reduced filtrate volumes, while higher concentrations of conventional additives were 
required to achieve comparable performance. The developed product showed a minor impact on 
the rheological properties of the WBM. Moreover, less than a 2-mL increase in the fluid loss was 
observed after aging the drilling mud system at up to 450℉ for 16 hrs, indicating its high thermal 
resistance. This versatile additive can improve the efficiency of geothermal drilling under harsh 
conditions of temperature and salinity and with various mud systems. 
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1. Introduction 
Drilling in geothermal formations contributes significantly to the success and feasibility of 
geothermal projects. 40-60% of this cost is spent on drilling operations (Bavadiya et al., 2019). 
The increased drilling cost is attributed to many factors, such as high temperature, depth, hard and 
abrasive formations, and extended drilling time due to other drilling problems (Chemwotei, 2011; 
Finger and Blankenship, 2010; Kruszewski and Wittig, 2018). The high downhole temperature is 
one of the root causes of drilling issues. These issues include mud degradation, casing and cement 
sheath damage resulting from thermal stresses, and failure of drilling tools (Shadravan and Amani, 
2012; Wu et al., 2020). All these challenges create a high potential for technological advancements 
to improve drilling efficiency and minimize cost.  

Drilling muds are a key factor in the success and total cost of drilling operations (Chemwotei, 
2011). Drilling fluids balance the formation pressure, transport the drilled cuttings, cool and 
lubricate the drill bit and downhole tools, and improve wellbore stability (Caenn et al., 2011). On 
the other hand, inappropriate design of drilling mud can lead to severe drilling problems. For 
instance, mud losses trigger several issues in the drilling operations, such as formation damage, 
well instability, well control issues, and differential sticking (Mohamed et al., 2020; Monteiro et 
al., 2005; Vivas et al., 2020). Consequently, more time and effort are required to resume drilling 
operations.  

Water and bentonite clay was the primary drilling fluid used in the early stages of geothermal 
development (Erge et al., 2020). This mud was used to drill the first geothermal well in The 
Imperial Valley in California. Clay flocculation at high temperatures (above 250℉) causes 
undesired changes in rheological properties. Treating the drilling mud with lignosulfonate was 
then introduced; however, the treatment was unsuccessful (Zilch et al., 1991). According to field 
practices, drilling a producing formation with clay-based fluid was unfavorable. Mud invasion 
induces damage and reduces formation permeability, greatly affecting energy extraction (Finger 
and Blankenship, 2010; Kruszewski and Wittig, 2018). Therefore, more efforts were put toward 
replacing bentonite-based fluids.  

Sepiolite clay was also introduced due to its rheological performance and thermal stability. 
However, sepiolite showed poor filtration control, and excessive mud losses resulted. Treatment 
plans were performed on sepiolite by adding some polymers and low bentonite concentrations to 
improve the filtration properties (Altun et al., 2010; Finger and Blankenship, 2010). For instance, 
Perricone and Lucas (1981) introduced a low molecular weight copolymer to treat bentonite muds. 
Better thermal stability and rheological properties were achieved. Another generation of drilling 
fluids used in geothermal drilling is polymer-based mud. Polymeric products are added to increase 
the mud viscosity and provide filtration control. A mixture of polymers and bentonite was also 
used in geothermal drilling to improve bentonite-based mud and reduce the cost of polymer-based 
mud (Chemwotei, 2011). Viscous polymer pills are also used in geothermal drilling to clean the 
wellbore and minimize mud losses (Thorhallsson, 2011; Tuttle, 2005). 

Natural and synthetic polymers have been extensively used in geothermal drilling. Natural 
polymers are known for their high tolerance to salinity but low thermal resistance. Moreover, brine 
produced from geothermal formations has also been tested and used to formulate drilling mud for 
geothermal wells to save the cost of freshwater used in drilling mud preparation and produced 
water disposal (Avci and Mert, 2019). Formation brine can be very saline to an extent that hinders 
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the polymer's performance. Brine salinity and temperature are significant factors when selecting 
mud additives as they may cause chemical or thermal degradation to the polymeric additives. The 
polymer industry introduced many advancements in the area of synthetic polymers, especially 
acrylamide-based products. These products are used for various drilling and cementing 
applications such as viscosifying drilling muds, fluid loss control, shale and scale inhibition, 
dispersant, and lost circulation remedy. Unique and innovative synthesis processes have been 
introduced to expand their applications and overcome their technical limitations and the shortage 
might be faced with natural polymers. Despite the continuous developments in polymer science, 
natural and synthetic polymers are still limited by temperature, salinity, and cost (Ma et al., 2019). 

Therefore, this paper introduces a new polymeric additive to improve fluid loss control of WBM 
systems in a wide range of temperatures and salinity without significantly impacting their 
rheological properties. The new product is an acrylamide-based synthetic polymer with a unique 
chemistry that provides high resistance to salts and temperature to drill geothermal wells 
efficiently. The new synthetic polymer was evaluated thoroughly by measuring fluid loss and 
rheological properties under various testing conditions. Its performance was also compared with 
other natural cellulosic polymers used in geothermal drilling, such as polyanionic cellulose (PAC) 
and carboxymethyl cellulose (CMC).   

2. Material 
Several mud samples were prepared and tested in the laboratory to evaluate the new product in 
various testing conditions. The mud formulations used freshwater, seawater, and saturated brine 
as base fluids. Seawater salinity ranges between 34,000 to 41,000 ppm, depending on the location 
and depth. Seawater with around 34,483 ppm salinity was used for typical seawater mud 
formulation. Three different brine formulations were prepared in the lab, using sodium chloride 
and calcium chloride, to represent saturated brines (110,000, 220,000, and 330,000 ppm). Table 1 
illustrates the chemical composition of the base fluids used in this study.  

Table 1: Composition of the base fluids used in this study 

Salt 
Concentration, g/L 

Typical Seawater Brine 1 Brine 2 Brine 3 

NaCl 26.699 85 170 255 

CaCl2 1.467 25 50 75 

KCl 0.7245 - - - 

MgCl2 4.948 - - - 

MgSO4 6.796 - - - 

SrCl2 0.0396 - - - 

NaHCO3 0.1928 - - - 

TDS, ppm 34,483 110,000 220,000 330,000 

Several mud additives were added to the base fluid to formulate the drilling mud. Sodium 
carbonate (soda ash) was introduced to treat the water and maintain calcium levels (hardness). 
Caustic soda was added to maintain the pH between 9.5-10.5. Hydroxyethyl cellulose (HEC) was 
used to increase the mud viscosity. In addition to the fluid loss control additive, calcium carbonate 
was introduced as a bridging agent to improve fluid loss control. Sodium chloride or barite was 
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added to increase the mud weight to the desired value. Different mud samples were mixed by 
changing the fluid loss control additive. The new fluid loss control additive (SNF FLA) was 
evaluated and compared with other incumbent products used in the industry, such as low-viscosity 
polyanionic cellulose (PAC-L) and carboxymethyl cellulose (CMC). A defoamer was added to the 
mud to remove the formed foam when needed. All mud formulations are described in Table 2. 
SNF FLA is an acrylamide-based synthetic polymer produced by liquid polymerization and then 
dried to a fine powder using a drum drying process. The product was uniquely designed to have a 
branched chemical structure with some special monomers. This particular structure was intended 
to improve the performance and stability of drilling mud systems in harsh drilling conditions.  

Table 2: Drilling mud formulations used in this study 

Product Function Mixing 
time, min 

Concentration, lb/bbl 

8.6ppg 
Freshwater 

8.6 ppg 
seawater 

Saturated 
brine 

13 ppg 
weighted 

mud 

Freshwater/brine Base fluid - Freshwater: 
350 mL 

Seawater: 
350 mL 

Brine: 350 
mL 

Freshwater: 
290 mL 

Soda ash Maintain water 
hardness 5 1 2 2 2 

Caustic soda Increase pH 5 pH: 9.5-10.5 pH: 9.5-10.5 pH: 9.5-10.5 pH: 9.5-10.5 

HEC Increase viscosity 15 1.25 1.25 1.25 1.25 

Fluid loss additive  Minimize fluid loss 10 0.5-2.0 0.5-2.0 2 2 

Calcium carbonate Bridging agent 5 15 10 10 - 

Sodium chloride Weighting material 10 - 16 - - 

Barite Weighting material 10 - - - 250 

Defoamer (if needed) Remove foam 1 0.5 0.5 0.5 0.5 

3. Experimental Procedure  
Mud samples were prepared in the lab using a variable-speed mud mixer. Mud additives were 
individually added to the base fluid and mixed, following the order and mixing time described in 
Table 2. The mixing speed was gradually increased as the mud thickened to maintain enough 
vortex and adequately mix all the mud additives. After mud preparation, mud samples were tested 
by measuring pH, density, rheological properties, and fluid loss. The experimental procedures are 
explained in detail in the subsequent sections. To evaluate the new product thoroughly, a wide 
range of testing conditions was used in this study by changing additive type and concentration, 
salinity, temperature, and mud density. The experimental matrix followed in this study is described 
in Table 3. 

Table 3: Experimental matrix followed in this study 

Parameter Range 

Additive PAC-L, CMC, SNF FLA 

Concentration 0.5-2 lb/bbl 

Salinity Freshwater to saturated brine (up to 330,000 ppm) 

Density 8.6-13 ppg 

Hot Rolling Temperature 75-450°F 
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3.1 Rheological Properties 

The effect of the different fluid loss control additives on the mud rheological properties was 
evaluated. Grace M3600 viscometer with an R1-B1 geometry was used to measure the rheological 
properties. Measurements were conducted at room temperature (75°F) and atmospheric pressure. 
The shear rate (rotational speed) was changed, and the corresponding shear stress values (dial 
readings) were recorded. The yield point and plastic viscosity were calculated from the dial reading 
at 600 and 300 RPM, using Equations 1 and 2.  

Plastic viscosity (PV) = ∅600 − ∅300                                                                                                                                                   (1) 

Yield point (YP) = ∅300 − PV                                                                                                                                             (2) 

3.2 Fluid Loss Tests 

Low pressure (LP) filter press is a quick evaluation tool designed to test the mud filtration 
properties following the API standard procedure. It was primarily used to evaluate the filtration 
performance of the base mud and the drilling mud containing SNF FLA, PAC-L, and CMC at 
various concentrations. The filtration experiments were conducted at room temperature, and a 
pressure of 100 psi was applied using nitrogen gas. As per the API Recommended Practice (13B-
1 and 13B-2), a standard 2.7µm filter paper was used as a filtration medium with a diameter of 3 
½ in. Filtrate was collected for 30 minutes, and the formed filter cake was characterized.  

Afterward, the new product's high-temperature high-pressure (HTHP) filtration performance was 
evaluated at 500 psi differential pressure and 300°F temperature using the HTHP filter press. Since 
the HTHP cell has a filtration area of 3.55 in2, which is half that of the standard filtration cell (7.1 
in2), the cumulative filtrate volume after 30 minutes is doubled to calculate the API fluid loss and 
compare the results to the standard filtration test.  

3.3 Thermal Stability 

Since the new product was developed to drill high-temperature geothermal wells, more 
experiments were performed to evaluate its thermal stability. A bentonite-based mud was used for 
this part of the study, containing 15 lb/bbl of bentonite, 2 lb/bbl of fluid loss control additive, and 
30 lb/bbl of Rev Dust™. Rev Dust™ is calcium montmorillonite added to simulate the effect of 
reactive solids and cutting fines in the drilling fluid system (Lau and Davis 1997). This mud system 
was used to perform the QC check on high-temperature fluid loss control products. Several mud 
samples were prepared and hot rolled for 16 hrs at different temperatures, up to the maximum 
operating temperature of the roller oven (450°F). The samples were then cooled down and tested 
at room temperature using the standard filtration test. The filtration tests were conducted before 
and after hot rolling, and fresh mud samples were prepared for each testing temperature. The 
significant deterioration in fluid loss control with temperature indicates poor thermal stability.  

4. Results and Discussions 
4.1 Effect of Concentration 

A series of experiments were conducted first to generate a loading curve to help optimize the 
product dosage in the mud system. In this part of the study, the concentration of the fluid loss 
control additives varied from 0.5 to 2.0 lb/bbl. Its effect on mud rheological properties and 
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filtration performance was investigated at room temperature. The products tested are SNF FLA, 
PAC-L, and CMC. Figure 1 compares the filtration performance of all freshwater mud samples 
containing fluid loss control products with various concentrations. The base mud sample yielded 
a high fluid loss of 62.5 mL/30 min. The filtration performance was significantly improved by 
increasing the concentration to around 1.5 lb/bbl. Adding more than that concentration showed no 
further improvement in fluid loss control. At 1.5 lb/bbl, CMC and PAC-L reduced the filtrate 
volume by 34% and 61%, respectively. SNF FLA showed almost a flat filtration curve with 
freshwater mud. It was found very effective in improving the filtration performance at a 
concentration as low as 0.5 lb/bbl. The filtrate volume was reduced by 77-82% with a 
concentration of only 0.5-1.0 lb/bbl. Filtration performance also greatly affects the drilling 
efficiency, cost, and time. Reducing mud losses helps mitigate drilling challenges, such as wellbore 
instability, differential sticking, casing and cement placement, and formation damage. These 
formidable complications burden geothermal drilling by increasing the nonproductive time, which 
can also be reflected in the drilling cost (Magzoub et al., 2020).  

 
Figure 1: Effect of additive concentration on filtration performance of freshwater mud. 

Rheological properties are crucial in optimizing drilling operations. They impact drilling 
parameters such as hole cleaning, fluid stability, torque and drag, and wellbore hydraulics (Da 
Silva and Naccache, 2016; Gamwo and Kabir, 2015; Monteiro et al., 2005; Pakdaman et al., 2019). 
Therefore, the industry has put great efforts into selecting mud additives, optimizing mud 
formulation, and monitoring the drilling mud properties throughout drilling operations (Mohamed 
et al., 2020). A thorough laboratory evaluation is usually performed on new products before field 
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implementation. This study also investigated and compared the SNF FLA effect on rheological 
properties with other natural products.  

Figure 2 compares the impact of all products on the rheological properties of freshwater mud at 
various concentrations. Without any fluid loss control additive, the base mud has a yield point 
(YP) of 16.6 lbf/100ft2 and a plastic viscosity (PV) of 12.7 cP. As the dosage was increased with 
all products, yield point and plastic viscosity increased. At low concentrations (0.5 lb/bbl), there 
was no significant difference in YP and PV between the additives. However, the difference in 
rheological properties was distinct at high concentrations. SNF FLA showed the lowest impact on 
mud rheology compared to the other natural cellulosic polymers. 1.5 lb/bbl of SNF FLA increased 
the plastic viscosity by 47% and the yield point by 72%. In contrast, PAC-l and CMC (at 1.5 lb/bbl) 
showed a higher increase in plastic viscosity (77% and 103%) and yield point (84% and 143%). 
The increase in rheological properties usually improves the cutting removal and suspension; 
however, after some point, the increased properties negatively impact the drilling efficiency. The 
surplus plastic viscosity and yield point are unfavorable in drilling operations because they 
increase equivalent circulating density (ECD) and surge and swab pressures (Agwu et al., 2021). 
Most geothermal formations are weak with narrow mud windows; thus, the increase in ECD 
complicates the drilling process by inducing fractures, leading to lost circulation events (Mohamed 
et al., 2021). The increased plastic viscosity also decreases the rate of penetration (Paiaman et al., 
2009). Poor hole cleaning is another negative impact of the substantial plastic viscosity. According 
to Piroozian et al. (2012), increasing the plastic viscosity, to some extent, in highly deviated and 
horizontal wells results in a remarkable improvement in hole cleaning, while the excessive 
viscosities inverse the results. 

 
Figure 2: Effect of additive concentration on rheological properties of freshwater mud: a) Yield point, and b) 

Plastic viscosity.  

4.2 Effect of Salinity 

After some treatment, using produced brine in drilling and injection processes is very common in 
the oil and gas industry due to freshwater scarcity in some locations or the high cost associated 
with water disposal. Natural and modified natural polymers are used extensively in drilling 
operations because they are known for their resistance to salts. On the other hand, traditionally, 
acrylamide-based synthetic polymers (PHPA type) used in drilling operations are challenged by 
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high salinity. As salt concentration increases, molecular chains are affected by different 
mechanisms, depending on the polymer chemistry (Ma et al., 2019). Therefore, the new product 
was studied at different salinities to ensure that it is effective in reducing fluid loss under a broad 
range of salinity, where produced brines can be used to prepare the drilling fluid.   

Several mud samples were prepared in the laboratory using different water compositions. In 
addition to freshwater and typical seawater (~34,000 ppm), three different brines were synthesized 
using sodium chloride and calcium chloride at various concentrations with salinity ranging 
between 110,000 to 330,000 ppm, as described in Table 1. Mud samples were evaluated by 
measuring rheological and filtration properties. Figure 3 compares the rheological performance of 
the new additive and cellulosic polymers at different salinities. The base mud showed a flat curve 
with a yield point ranging from 14 to 19 lbf/100ft2 and a plastic viscosity ranging between 12 to 
17 cP. The mud samples containing PAC-L and CMC showed a gradual decrease in viscosity and 
yield point with salt concentration. As salinity increased, salt suppressed the increased polymer 
viscosity and yielded closer performance to the base mud. In contrast, a slight increase in plastic 
viscosity was observed with SNF FLA as the salt concentration increased. Plastic viscosity ranged 
between 17 to 22 cP. SNF FLA exhibited a flat yield point-salinity curve (around 20 lbf/100ft2) at 
34,000 ppm and up to 330,000 ppm, reflecting its high tolerance to salts.  

Figure 4 compares the filtration performance of all products tested in this study at different 
salinities. All samples showed a reduction in filtrate volume with increasing salinity because 
saturated brines usually yield less fluid invasion than freshwater. A significant reduction in fluid 
loss was observed with all products. SNF FLA generated the lowest filtrate volume. Its filtration 
performance was not significantly affected by salinity. An API fluid loss of around 8-13 mL/30 
min resulted in all mud formulations. Similarly, PAC-L showed a flat performance with salinity 
above 34,000 ppm with a higher fluid loss ranging between 13-20 mL/30 min. Conversely, CMC 
showed the highest fluid loss with a gradual reduction in filtrate volume with salinity up to 220,000 
ppm. CMC was ineffective above that salinity and negatively impacted filtration performance, 
resulting in 64 mL total fluid loss.  

 
Figure 3: Effect of salinity on rheological properties: a) Yield point, and b) Plastic viscosity. 
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Figure 4: Effect of salinity on filtration performance. 

4.3 Effect of Temperature 

Temperature is one of the major factors that affect drilling mud properties. As temperature 
increases, more fluid filtrate tends to invade the drilled formation. The high temperature also 
accelerates polymer hydrolysis to the point that polymeric products degrade entirely and are no 
longer effective in reducing fluid loss. To evaluate SNF FLA, a thermal stability study was 
conducted by hot rolling the mud samples for 16 hrs at different temperatures. The fluid loss was 
then measured after hot rolling and compared to the base drilling mud. As illustrated in Figure 5, 
all mud samples showed an increase in fluid loss with temperature. The resulting filtrate volume 
varied differently with each additive. The base drilling mud yielded a fluid loss of 11 mL at room 
temperature. The fluid loss increased gradually to reach ~16 mL at 350℉. PAC-L and CMC 
showed around 50% reduction in fluid up to 250℉. Then their filtration performance started to 
deteriorate drastically, and higher fluid filtrate resulted. This performance is attributed to thermal 
degradation, which was also confirmed by the change in filtrate/mud color from clear fluid to dark 
brown. Moreover, SNF FLA filtration performance was also evaluated using the HTHP filtration 
test after hot rolling for 16 hrs at 350°F. An API fluid loss of only 18 mL/30 min resulted at 300°F 
temperature and 500 psi differential pressure, confirming the stable filtration performance of the 
new product when tested at high temperatures.  

High temperatures, especially in the presence of divalent ions, cause excessive hydrolysis of the 
amide groups to carboxylate, which becomes the primary cause of instability of acrylamide-based 
products. This excessive hydrolysis can break the polymer chains causing polymer precipitation 
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and viscosity loss (Thomas, 2019). A similar phenomenon was observed with cellulosic products 
at high temperatures and salinity. It was reflected in the viscosity drop and deterioration of the 
filtration performance of these products. However, the excellent performance of SNF FLA at such 
high temperatures (up to 450°F) and salinity (up to 330,000 ppm) is attributed to its unique 
chemistry and polymerization process. Interestingly, the sulfonic acid group in the polymer chain 
protected the amide group from hydrolysis and consequently provided high thermal resistance.       

 
Figure 5: Effect of temperature on filtration performance. 

4.4 Evaluation of Weighted Mud System  

SNF FLA was also evaluated with barite-weighted mud to ensure its compatibility with weighted 
mud systems. Barite was added to the mud system to increase the density to 13 ppg. Fluid loss and 
rheological properties were measured at room temperature. Figure 6 compares the effect of SNF 
FLA, PAC-L, and CMC on the mud rheological and filtration performance. The base fluid yielded 
a high filtrate volume of 173 mL/ 30 min. All products showed a very high reduction in fluid loss. 
No significant difference was observed between products, and fluid loss was around 13.5 to 15 
mL. However, SNF FLA improved filtration performance with a minimal increase in plastic 
viscosity and yield point (15% and 2.9%, respectively). While 85% and 120% increase in plastic 
viscosity were observed with PAC-L and CMC, respectively. The yield point increased by 67-
174%. These surplus rheological properties require additional pump pressure to circulate the 
drilling mud and negatively impact other drilling parameters such as ECD, surg and swap pressure, 
rate of penetration, and hole cleaning. 
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Figure 6: Rheological and filtration properties of 13 ppg barite-weighted mud. 

5. Summary and Conclusions 

 A new synthetic polymer was introduced in this study to improve fluid loss control in water-based 
mud to drill geothermal wells efficiently. The developed product was thoroughly evaluated in the 
lab under a wide range of temperatures (75 - 450°F) and water salinity (up to 330,000 ppm) and 
with various mud systems. This product was also compared with other natural polymers commonly 
used in the industry to reduce fluid losses, such as PAC and CMC. The effect of these additives 
on rheological properties was also studied. Based on the obtained results, the following 
conclusions can be drawn: 

• The new synthetic polymer showed an excellent filtration performance with all WBM 
systems tested in this study; freshwater, seawater, saturated brine, and barite-weighted 
muds. A high reduction of 82% in fluid loss was observed for freshwater mud containing 
SNF FLA, while PAC-L and CMC showed a 34-61% reduction. 

• As the additive concentration was increased, all products showed an improvement in 
filtration properties and an increase in mud rheological properties. A concentration of ~1.5 
lb/bbl was required to reduce fluid loss significantly. The new product showed less impact 
on mud viscosity than other products. An increase of 47% in plastic viscosity was observed 
with SNF FLA at 1.5 lb/bbl while, on the other hand, cellulosic polymers increased the 
plastic viscosity by 77-103%, which can cause some complications to the drilling 
operations. 
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• The unique chemistry of the new polymer made it very resilient to high salinity and 
temperature up to 330,000 ppm and 450°F, respectively. Almost the same filtration 
performance was observed throughout that range of salinity and temperature. In contrast, 
the natural cellulosic products' performance deteriorated drastically above 250°F. SNF 
FLA was also found compatible with barite-weighted mud with a minor impact on 
rheological properties.  

• Based on the testing results of this versatile additive, it can be used to efficiently drill 
geothermal, deep-water, high-temperature, and extended-reach wells using a wide range of 
water salinities. However, a field trial should be conducted to determine the viability and 
effectiveness of the new product in actual field conditions. Moreover, due to the 
experimental limitations, further laboratory studies are required to evaluate this product for 
higher temperatures to extend its applications to drill EGS and supercritical formations.  

NOMENCLATURE 

API:   American Petroleum Institute 
CMC:  carboxymethyl cellulose 
EGS:  enhanced geothermal systems   
HEC:  hydroxyethyl cellulose 
hrs:  hours 
HTHP:  high-temperature, high-pressure 
lb/bbl:  pound per barrel 
LP:  low-pressure 
PAC-L: low-viscosity polyanionic cellulose  
PHPA:  partially hydrolyzed polyacrylamide 
ppg:  pound per gallon 
ppm:  part per million 
PV:  plastic viscosity 
QC:  quality check 
RPM:  revolution per minute 
TDS:  total dissolved solids 
WBM:  water-based mud 
YP:  yield point 
∅300:  dial reading at 300 RPM 
∅600:  dial reading at 600 RPM 
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ABSTRACT  

HydroVolve has developed and launched a novel, next-generation, percussion-enhanced drilling 
technology. This technology is breaking down drilling performance limitations while overcoming 
the technical challenges associated with drilling the deep, hard rock formations typically 
encountered in geothermal wells. 

Perhaps the greatest challenge to scaling deep geothermal on a global scale, is drilling deep enough 
and efficiently enough through the hard rock formations encountered in geothermal wells to 
significantly reduce the initial capital burden, giving lower $/MWh cost (LCOE) and greater return 
on investment.  

Currently, most geothermal wells are drilled using conventional rotary drilling methods and 
equipment. The issue with rotary drilling is that this method experiences frustratingly slow rates 
of penetration (ROP), particularly in hard rock applications which then has a negative impact on 
overall project economics. To combat these sluggish rates of penetration and high drilling costs, 
HydroVolve have developed a novel percussion-enhanced drilling system.  

Percussion drilling, or hammer drilling, is a well-known concept and has been proven to increase 
drilling ROP by several factors, to extend run lengths and to increase drill bit life, providing a 
significantly lower overall drilling cost. Traditional incumbent hammer drilling systems are 
typically powered using compressed air. Air systems are however fraught with technical 
challenges and sub-surface limitations ranging from hole instability, power loss with depth, poor 
reliability, and high operating costs.  

The novel percussion-enhanced drilling system is powered simply by pressurised drilling mud 
used in any conventional rotary drilling system, does not need compressed air and is automatically 
operated whenever the bit is rotated.  This makes the system truly “Plug and Play”. It can be 
deployed in any conventional drilling assembly to significantly increase ROP while also extending 
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run lengths and prolonging bit life. This allows drilling companies and operators to utilise both 
their existing drilling rig infrastructure and expertise while also dramatically improving 
efficiencies. It works at any depth, introduces no pressure loss and is all metal in construction 
requiring no elastomeric seals: perfect for ultra HP/HT and geothermal environments. 

1. Introduction  
Geothermal as an energy source has no rival. It is abundant, reliable and ‘always-on’ providing 
endless baseload energy for heating and electricity generation and once installed is free from fuel 
cost and carbon emissions. Free and clean energy, forever!  

Geothermal energy is readily accessed today at numerous locations globally where geologic 
conditions deliver the geothermal heat close to the surface. Drilling into this shallow heat resource 
presents a cost-effective opportunity to capture and utilise the endless heat energy.  

Geothermal energy exists everywhere on the planet deep beneath our feet. The panacea for global 
proliferation of geothermal energy is accessing that deep geothermal energy supply in a cost-
effective manner. Herein lies the challenge as the geothermal resource lives deep in the earth’s 
crust within hard basement rock such as granite and basalt at temperatures up to 300 degrees C; 
the most challenging and extreme of drilling conditions.  

Current drilling technology is capable of reaching the required depths and temperatures to access 
the geothermal energy; however, the drilling rate of penetration (ROP) is extremely slow in these 
granitic basement rocks and the hard, abrasive nature of the rock along with the high temperatures 
causes rapid failure of the drill bit, resulting in multiple bit changes. The high-cost burden of 
drilling these deep wells therefore comes from the combination of three main factors: 1) drilling 
rig time and cost whilst drilling with low ROP 2) drilling rig flat time cost whilst tripping changing 
bits and 3) replacement cost of the failed drill bits. 

The high capital cost of drilling deep geothermal wells has a negative effect on the Levelised Cost 
of Energy (LCOE or $/MWh) of the geothermal project, with drilling costs typically accounting 
for somewhere in the region of 30% to 50% of overall project costs and higher in the deeper wells. 

The issue of high initial capital expenditure on geothermal energy projects is one of, if not the 
biggest hurdles in the way of this geothermal resource proliferating globally. Many studies and 
reports present the extremely high levels of capital expenditure required to kick-start geothermal 
projects. One such report, published in April of this year by Lazard Bank, revealed the extent of 
the CAPEX required to develop a geothermal energy plant with the report finding that geothermal 
energy requires the highest capital cost of all the renewable energy options and is only second to 
nuclear energy in terms of CAPEX required to develop the energy plant (Lazard, 2023). Drilling 
costs account for a substantial share of these high capital cost with some studies finding that 
drilling can account for more than 75% of capex for deep EGS projects (Robins et al, 2022) and 
for shallower projects drilling cost still account for 30%-50% of CAPEX (Dumas, Antics and 
Ungemach, 2013).  

With capital expenditure on Geothermal projects so high, one would expect that the LCOE of 
geothermal energy would not be competitive in comparison to other energy sources, however, this 
is not the case. Several bodies of work exist which analyse the LCOE of different energy sources 
and most find that despite its burden of high CAPEX geothermal energy has an LCOE which is 
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comparable to other energy sources. For example, a 2020 report for the world bank found that the 
LCOE for geothermal energy had a median value of $56 per MWh whereas solar PV and onshore 
wind had median` LCOEs of $51 & $52 per MWh respectively, with the study also finding that 
geothermal, despite its capital burden, already had a more competitive LCOE than offshore wind 
and Coal (Timilsina, 2020). Geothermal is capable of achieving these competitive LCOE’s 
because of its high energy output, low maintenance and zero fuel costs and it’s high-capacity factor 
which is around 90%. Wind, for example, has a capacity factor of just over 40% (EIA, 2022) 
meaning that once the site is drilled and built it has less nonproductive generating time than other 
energy sources do. This high-capacity factor and the fact that this resource is, in theory, available 
everywhere is not only appealing from an economic standpoint but it is also exciting from an 
energy security perspective. If enabling technology allowed for geothermal resources to be more 
readily accessed globally, it could provide a sustainable source of heat and electricity and lessen 
the global reliance on fossil fuels.  

It is therefore impressive that despite it’s high CAPEX, which is induced by drilling costs, 
geothermal still manages to achieve a competitive LCOE, however if these capital costs were to 
be reduced, geothermal has the potential to be the most cost-effective form of energy production 
globally.  It is, however, worth noting that the above case studies mostly use data from 
conventional and relatively shallow geothermal projects. Enhanced Geothermal Systems (EGS) 
and Advanced Geothermal Systems (AGS) on the other hand, require much deeper drilling and 
thus have even higher capital costs. The current LCOE for this form of Geothermal is well in 
excess of $100 per MWh (Flowers, 2021) and currently, drilling costs are preventing this form of 
geothermal energy from coming to fruition. 

It is therefore vital that drilling costs are vastly reduced, to reduce the LCOE, to allow global 
scaling of the geothermal opportunity and to allow for the cost-effective development of EGS and 
AGS.  

The development of technologies that increases ROP and increases bit life to reduce flat time and 
bit replacement cost is an imperative. 

Percussion drilling, or hammer drilling and has been proven to increase drilling ROP by several 
factors, to increase drill bit life and to extend run lengths. Incumbent percussion drilling hammers 
are however fraught with technical challenges and sub-surface limitations ranging from hole 
instability, power loss with depth, poor reliability and high operating costs and are not technically 
or commercially viable for deep well applications. 

Drawing from the known benefits of percussive drilling, this paper presents the development, 
testing and field trial results of a novel percussion-enhanced rotary drilling system  

This novel percussion-enhanced rotary drilling system is deployed as a unitary “Plug-And-Play” 
tool into a conventional rotary drilling bottom hole assembly (BHA) behind the bit, is powered by 
the flow of drilling mud to hydraulically cycle a percussive axial impulse drive system. This axial 
impulse force is transmitted through the bit to the cutting structure and onward into the rock where 
the impulse force pre-fractures and breaks down the rock. Pre-fracturing the rock significantly 
reduces the unconfined compressive strength (UCS) of the rock and enables the penetration of the 
PDC cutting structure to achieve the desired depth of cut (DOC) to effectively shear, cut and 
remove the rock. The main benefits are that 1) the ROP is much improved 2) friction and abrasion 
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wear are reduced 3) damaging high temperature associated with friction is reduced – significantly 
extending the PDC cutter and bit-body life.  

In association with ZerdaLab, HydroVolve have developed a bespoke PDC drill bit designed 
specifically for use with the novel percussion-enhanced drilling system 

Field trials have proven the system to double ROP, to triple bit life, to operate effectively for 
extended periods of up to 350 circulating hours and 250 drilling hours at 225 degrees C in 2.1sg 
high mud solids environments. 

2. Rotary Drilling Method 
Rotary drilling is by far the most common means to drill to any significant depth either for oil and 
gas or for geothermal. Two drill bit types prevail today in rotary drilling 1) the roller cone bit and 
2) the polycrystalline diamond cutter (PDC) bit. The mode of rock failure and removal for each is 
different. The roller cone bit relies on point loading of the cone inserts to compressively fail the 
rock. The PDC bit relies upon the diamond cutter penetrating into the rock and failing the rock 
through rotary shear. Of late polycrystalline diamond cutter (PDC) bits have been gaining the 
ascendancy over more traditional roller cone bits due to their higher rates of penetration (ROP) 
and their durability. 

PDC bits however are somewhat limited in their performance in hard rock applications as the 
required cutter penetration or depth-of-cut (DOC) is more difficult to achieve. Increasing the DOC 
penetration requires increased weight-on-bit to overcome the higher rock strength.  

Increasing WOB however can increase the frictional heat generation between the bit and the rock 
face which leads to increased abrasive wear and breakdown of the PDC cutters, shortening the bit 
life. Increase of WOB also introduces many other drill string disfunctions such as stick-slip, helical 
buckling, lateral instability and high-frequency torsional oscillations, thereby making an increase 
in WOB an unviable option. 

At the same time, insufficient WOB, commonly seen in highly deviated trajectory applications, 
can also lead to various drilling disfunctions, such as bit whirl and other modes of lateral vibrations, 
causing the bit’s cutting structure to fail prematurely.  

3.0 Percussive Drilling Method 
Percussive drilling as a method is well known, well documented and widely practiced in well 
construction, mining, and construction industries worldwide. In essence, percussion drilling 
requires a hammer to repeatedly deliver a blow through a crushing-bit to the rock with sufficient 
force as to exceed the compressive strength of the rock, to locally crush the rock into small 
particles. A fluid medium, either gaseous or liquid is used to clear away the crushed rock from the 
impact face and to expose undamaged rock to the hammer. The process is continually repeated at 
high frequency until the desired depth is achieved. 

Conventional percussive drilling requires a hammer blow of sufficient axial force to fully fracture 
the rock with sufficient depth as to generate free particulate at the rock face. This requires an 
intense repeated high-magnitude impulse action which creates reliability and longevity issues not 
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only for both the tool and the bit, but also for the drilling borehole assembly components. These 
systems require high degrees of power to operate, often using compressed air as the power media 
which requires large energy intensive compressor spreads at surface. 

The performance gains that can be made as a direct result of introducing percussive drilling to a 
drilling campaign can be significant. As part of the research into the effects that percussive drilling 
can have on drilling performance, the authors conducted a detailed literature review on the 
performance gains that percussive drilling can deliver. These results are summarised in Table 1 

Table 1 presents the performance gains that were reported as a direct result of switching from 
rotary to percussion drilling. As can be seen from the above table, all studies that were cited in the 
literature review reported an increase in the drilling rate of penetration once percussion drilling 
was introduced to the operation. The most impressive gain in ROP was reported by Rodgers et al 
from a drilling campaign in Australia in 2013. In this operation the drilling contractor was looking 
to improve ROP in an 8¾″ vertical hole section through the difficult Stairway and Pacoota 
sandstone formations (Rodgers, et al, 2015). In order to achieve these performance gains the 
operator decided to deploy a percussive drilling hammer. As a result: “the provider drilled the 
fastest and deepest percussion air hammer run in Australia's Oil and Gas history at 24 m/hr” 

Author(s) Increase in ROP over Rotary Drilling 
(factor) 

Scott, et al, 2015 2.5 
Powell, et al, 2015 1.5 
Nov.com. 2021, [2] 2.22 

Xu et al., 2016 2.26 
Huang, et al, 2016 2 

Liu et al., 2018 1.6 
Li et al., 2021 1.31 
Li et al., 2020 1.64 

Xuan et al., 2016 1.64 
Ziani et al., 2018 1.19 

Rodgers, et al, 2015 7 
Table 1: Percussive Drilling References citing ROP gains. 

4.0 Percussion-Enhanced Rotary Drilling Method 

Percussion-enhanced rotary drilling relies principally upon the rotary drilling method, using PDC 
drill bits to fail the rock in rotary shear. To augment the rotating WOB, a controlled cyclic axial 
impulse is delivered to the bit to induce an additive impulse force sufficiently large to pre-fracture 
the rock ahead of the cutter. The aim therefore of percussion-enhanced rotary drilling is to 
effectively reduce the compressive strength of the rock ahead of the bit making a softer, lower 
strength material to drill. The bit itself is therefore then able to progress with a much higher ROP 
with a much-extended bit life. 
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5.0 Design of the Hydraulic Percussion Drive System  
The aim of the development of the percussion drive generator was; to develop a tool or system 
capable of ‘supercharging’ conventional drilling assemblies by delivering reliable, sustainable 
percussive axial impulse to a rotary drill bit, to do so without the need for the addition of any 
surface delivery systems, power systems or control systems; to deliver a simple plug-and-play 
device which would bring all of the known and proven benefits of percussive drilling to rotary 
drilling without any of the downsides.  

The system was required to be powered by the pressurised flow of any known drilling fluid in the 
drill string from fresh water to high density drilling mud laden with loss control material (LCM). 
The system was required to introduce minimal negative effect to the hydraulic design of the drilling 
system by avoiding introduction of a significant pressure drop, additional flow volume or flow 
velocity requirement. The system was not to affect equivalent circulating density or wellbore 
pressure management. The system was required to be operable to 300 degrees C. The system was 
required to not induce unwanted damaging impulse or impact forces to the drilling bottom hole 
assembly (BHA). 

 
Figure 1. Layout of the Percussion-Enhanced Drilling System 

When rotary drilling, it is essential, always, that a constant pressurised flow of drilling fluid is 
delivered through the drill string to the bit nozzles to cool and wash the bit, to clear cuttings and 
to transport them to surface. This flow generates a differential pressure between the bore of the 
drill string and the annulus between the drill string and the wellbore. 

The system capitalises on this differential pressure to power the impulse generator by utilising a 
novel hydromechanical engine designed by HydroVolve. 

The engine is a positive displacement reciprocating piston engine featuring an inlet valve aligned 
to the drill string bore and an exhaust valve aligned to the annulus as shown in Figure 2 and Figure 
3. 

When the inlet valve is aligned to the drill string bore, the piston is exposed to the full differential 
pressure between the bore and the annulus. The piston is driven under power in the forward 
direction to deliver an impulse. 
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When the exhaust valve is aligned to the annulus, the piston is pressure balanced and is spring 
returned to the start position. 

The timing of the engine valves are governed by the rotation of the drill string. The non-rotating 
indexing sleeve as shown in Figure 1 uses the differential pressure to energise adaptive gripping 
pads into contact with the wellbore. As the drill string rotates, the sleeve remains rotationally 
stationary and indexes the valve mechanism from inlet to exhaust in a continuous cycle. This two-
stroke reciprocating piston engine cycle is infinitely repeatable. 

 

Figure 2: Power stroke. Inlet valve aligned to pressurised bore. 

 

Figure 3: Exhaust stroke. Exhaust valve aligned to de-pressurised annulus. 
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Within the system, the engine is coupled to an impulse generator to deliver controlled axial impulse 
force to the drill bit. 

The complete system can be configured to be elastomer free and entirely metal-to-metal, allowing 
operation at ultra-high temperatures without concern for degradation of elastomeric seal material. 

6.0 Design of the Percussion-Enhanced PDC Drill Bit 
 

In order to maximise the performance and durability of the percussion-enhanced drilling system, 
ZerdaLab were engaged to analyse the system’s axial impulse load signature and using that 
performance data, design and develop a bespoke PDC bit. 

The overarching design features include:  

1. tailored bit tip profile design to ensure the nose area is well protected to take continuous 
cyclic axial oscillations and to transmit the energy to the rock.  

2. large bit shoulder radius to ensure its durability as it is exposed to high linear velocities in 
abrasive rock. 

3. radiused cone to allow more space for the extended nose area and lateral stability of the 
bit. 

4. bespoke cutters back rake to account for cyclic axial load while providing sufficient point-
loading to fail and shear the rock. 

5. bit forces balancing on latest 3-cutter comprehensive model “CHASE”. 
6. hybrid gauge for enhanced lateral stability of the bit using diamond-impregnated material 

elements (DIM) in the cutting structure. 
7. purposefully oriented conical PDC components behind the primary cutting structure to 

protect the nose and to aid cyclic axial load generated by the system transferred to the rock 
and protect the main cutting structure. 

8. DIMs behind the shoulder cutters to further enhance lateral stability of the bit. 
9. full CFD and re-engineered bit hydraulics from conventional approach to boost cuttings 

evacuation from the face of the bit and provide a better colling to the shoulder cutters, as 
well as to facilitate adequate bit pressure drop to drilling system. 

10. long gauge to aid more effective axial load transfer to the rock. 
11. high-specification PDC cutters across the entire face of the bit, including gauge and back 

angler, reduce designed-in risks of preferential failure of the cutting structure. 
12. diamond enhanced hard facing on both gauge and blade tops of the bit. 
13. API steel body, optimal to handle cyclic continuous loads and to resist severe lateral and 

axial vibrations. 
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Figure 4: Percussion-enhanced PDC drill bit 

7.0 Testing of the Hydraulic Percussion Drive System 
A program of testing was conducted at the HydroVolve Drilling Test Centre. The test rig featured 
a 60ft horizontal test bed equipped with a 1,200klbf push/pull capability, a 120RPM, 15,000ft.lb 
rotary drive system and a 600GPM, 5000psi flow loop. The test rig was full instrumented to record 
WOB, axial impulse load, pressure, ROP, RPM and torque at a data capture rate of 10,000hz. 

 

Figure 5: HydroVolve Drilling Test Centre, Aberdeen 

A 6” percussion-enhanced drilling system was fitted with a 6” custom designed PDC bit and a 
series of test programs were performed drilling in high UCS blue Rubislaw granite to determine 
the performance characteristics and to define the optimal operating parameters. 
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Figure 6: Test Program Excerpt 

 

Figure 7: -The Complete System with PDC bits - 6” (top), 8-1/2” (middle), 12-1/4” (bottom) 

The results presented below in Figures 8, 9 and 10 conclusively demonstrated that the percussion-
enhanced drilling system directly attributed to a gain in ROP by a factor of 2.6 over conventional 
rotary drilling with identical parameters. 
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Figure 8: ROP increase - conventional rotary drilling vs percussion-enhanced drilling. 

 
Figure 9: Reactive down force on granite and pump pressure vs time. 

 
Figure 10:   Rate of penetration (ROP) and depth of cut (DOC) vs time. 
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8.0 System Field Trials  
In April and May of 2023, three successive field trials were conducted from land operations in 
continental Europe deploying one each of three sizes of the percussion-enhanced drilling system: 
12-1/4”, 8-1/2” and 6”, demonstrating highly successful performance capability. 

As the systems were deployed in ‘tight well’ drilling operations, data and observations reported 
here are restricted due to confidentiality. 

Key highlights from the three percussion-enhanced drilling system deployments can be 
summarised as follows. 

1) Delivered fastest ROP ever recorded in an extensively drilled basin. 

2) Achieved the longest drilled interval ever recorded in an extensively drilled basin. 

3) Achieved ROP three times the minimum pre-deployment success criteria. 

4) Achieved a drilled distance more than double the minimum pre-deployment success 
criteria. 

5) Demonstrated doubling of field average ROP across multiple bit providers. 

6) Demonstrated near-triple distance achieved over field average across multiple bit 
providers. 

7) Demonstrated flow durability with over 350hrs circulating with 2.1Sg mud in a single 
deployment. 

8) demonstrated thermal stability with over 28days on bottom at > 220degreesC. 

9) Demonstrated mechanical reliability with >250hrs drilling time in one run at >220degres 
C. 

10) Drilled >600m interval, shoe-to-shoe in one run, against best offset well of 220m interval. 

11) Successfully drilled out a shoe track. 

12) Proved design integrity and reliability of the PDC bit. 

These field trials conclusively prove that the percussion-enhanced drilling method delivers 
significant ROP and durability gains over conventional drilling; in line with the test results 
obtained. 
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9.0 Case History: 6” Percussion-enhanced Drilling System Deployment. 
The percussion-enhanced drilling system with 6” custom designed PDC was deployed in a 
challenging application: a deep S-shaped profile well with inclination below 20deg and total depths 
in excess of 6000m, with a high contrast in lithologies varying between 5-8 kpsi shale and 22-25 
kpsi sandstone reservoir and limestone stringers. Historically, it was taking from 5 to 15 drill bit 
runs to drill the 6” section with average ROP of 1 m/hr. Due to high depths and long drill strings, 
the low-frequency torsional oscillation (well known as stick-slip) was commonly present while 
drilling, reducing performance of the drill bits and accelerating cutter wear. Due to the slim hole 
size, small diameter drill pipes were used (3.5in pipe body diameter) therefor limiting the hydraulic 
capabilities of the system and further limiting cooling of the drill bit cutting structure and inhibiting 
cuttings evacuation from the bit face. The main objective of the trial run was to exceed a drilling 
distance of 100m in a single run, with the historical average being ~80m, therefore the focus was 
to ensure the bit survived as long as possible. From the ROP perspective, the customer had set an 
objective of more than 0.7 m/hr. 

The field trial was conducted in May 2023 and was considered to be a huge success with the system 
drilling a total depth of 229m at an averaged ROP of ~2m/hr more than double the expected drilled 
distance and triple the ROP expected. 

Figure 11 below shows the distance versus ROP performance for the system against all other bit 
runs deployed in the basin, clearly demonstrating the record-breaking performance of the system. 

Figure 11: Distance vs ROP for all bit runs in basin, highlighting both average and percussion-enhanced 
drilling values. 

Figure 12 below shows the time-depth curve of the run drilled with the percussion-enhanced 
system against the nearest actual offset well drilled in the same basin. The graph shows the initial 
actual deployment of the system and projects the final time-depth based upon repeat performance 
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in successive runs. The flat time has been averaged from the offset well data to give and accurate 
flat time estimate for the projection. The time depth comparison clearly shows three significant 
cost saving functions:  

1) drilling rig time and cost savings due to drilling with increased ROP. 

2) drilling rig flat time cost savings due to avoidance of tripping to change failed drill bits and. 

3) replacement cost of the failed drill bits. 

Had the percussion-enhanced drilling system been deployed for the full 6” hole section, the 
estimated cost savings for this 600m hole section alone are in excess of $1,400,000. 

Figure 12: Time-Depth curve for offset well vs percussion-enhanced drilling. 
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10.0 Conclusion 
The development of the percussion-enhanced drilling system in combination with the bespoke 
PDC bit has proven that the addition of controlled axial impulse to PDC rotary drill bits delivers 
significant gains in both Rate of Penetration (ROP) and bit durability. 

The benefits therefore are that wells can be drilled more quickly and more cost effectively using 
HydroVolve’s percussion-enhanced drilling method. This therefore reduces overall capital burden 
on geothermal project development and equally reduces the LCOE significantly – particularly 
important for globalising the opportunity for enhanced geothermal (EGS) and advanced 
geothermal systems and delivering geothermal everywhere. 
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ABSTRACT  

Geothermal drilling faces challenges in optimizing performance and improving bottom-hole 
awareness during operations. Real-time sensor-based drill systems are being developed to address 
these challenges, but collecting and processing data signals from the drill head in harsh 
environments and with various pipe sizes is complex. This paper presents a novel cable and brush 
connection with an interchangeable Bottom Hole Assembly (BHA) that offers a faster, more 
energy-efficient, and cost-effective wired data connection system. This connection uses an 
innovative brush contact technology with needles that pierce through wire cables to achieve a 
reliable KHz-MHz communication electrical connection. The authors have proof-tested this 
solution, demonstrating its effectiveness in improving drilling performance and bottom hole 
awareness, leading to more productive and cost-effective geothermal drilling. 

1. Introduction  
Geothermal energy stands as one of the promising sustainable alternatives in the energy sector. 
While its vast potential remains relatively untapped, one of the major obstacles hindering its large-
scale deployment are the high costs associated with geothermal drilling. This calls for novel and 
cost-effective drilling technologies that could significantly reduce the economic barrier. 

The GeoDrill project, backed by EU's H2020 program (Grant Agreement no 815319), seeks to 
address this challenge. It aims to design holistic drilling technologies with the potential to 
significantly lower the costs of geothermal drilling. The project centers around four main 
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components: development of advanced materials and coatings [1], creation of an amplifier-driven 
Down-the-Hole (DTH) fluidic mud hammer [2], design of a novel tool joint [3], and development 
of a real-time drill monitoring system based on Surface mounted IC’s and additively manufactured 
3D printed sensors.  

In this presentation, we focus on the innovative novel cable and brush connection and real time 
data acquisition from a single data line, by discussing its conceptual design, to date laboratory field 
testing, and potential impact on future geothermal drilling operations. 

2. Novel Tool Joint Design 
We seek here to connect drill pipe sections together whilst at the same time achieving robust 
undisturbed electrical connection from upstream through to the bottom hole assembly (BHA). 
Achieving a robust, real-time electrical connection from the surface BHA can significantly 
enhance geothermal drilling. This development can improve decision-making through real-time 
data acquisition, leading to more efficient operations and reduced non-productive time. It can also 
optimize drilling parameters, provide predictive maintenance, and enhance safety by alerting to 
potentially hazardous conditions. Moreover, this continuous data stream aids in understanding 
reservoir properties, optimizing well placement, and increasing production, resulting in cost 
savings. The improved efficiency contributes to environmentally friendly drilling operations, 
especially crucial in challenging drilling environments like extended reach or high-temperature 
geothermal wells. In essence, a robust, real-time electrical connection could revolutionize the 
geothermal drilling field, boosting efficiency, safety, sustainability, and cost-effectiveness. 

Figure 1: GeoDrill Tool Joint. Left : Design Overview.  Right: Functional brush status and successive make 
and break tests 

A new tool joint (Figure 1) was designed to serve a dual purpose: to (i) guarantee the mechanical 
performance equivalent to standard tool joints and to (ii) enable seamless data transfer across the 
joint. The tool joint incorporated sensors and data transfer systems without compromising its 
sealing capability or structural integrity. Here, drill pipe and sensor sub, novel brush connectivity 
system was successfully developed to ensure robust electrical brush connection from a 24V power 
line (F) and 5V data line (G) during successive makes and breaks. In relation to Fig 1, the sensor 
sub system consists of a (A) multi-purpose brush connection sensor and data/power connection 
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collar, (B) wrap account 3D printed pressure sensors used to measure fluid flow, pressure, and 
temperature in the annulus, and (C) printed cabling for connection to the box end of the drill pipe 
or sensor sub which is fitted with a similar brush connection layout as described in (A). 

 

Figure 2: Von Mises stress distribution after make-up 

The design process started from the existing tool joint designs, identifying the modifications 
necessary to accommodate sensors and data transfer mechanisms. Finite Element Analysis (FEA) 
was utilized to optimize the design and evaluate its strength and performance under various stress 
conditions. To achieve mechanical protection of the sensor cavity, the novel tool joint design 
featured an isolated recess protected by metal-to-metal seals (D) and (E), capable of hosting 
sensors and facilitating data transfer. The cylindrical metal seal offers distinct advantages for this 
type of application, such as being independent of tensile loads as shown in Figure 2. 

3. Laboratory Testing  
After the preliminary evaluation of the design by means of FEA, a first series of prototypes was 
machined, and full-scale tests were performed to assess the mechanical and fluid sealing 
performance. Details are reported in Bufalini et al, 2023. An experiment was then conducted under 
laboratory conditions where the drill controls and pipe connectors were rigorously tested in 
conjunction with a Down the Hole (DTH) Hammer. The innovative tool joint design was 
meticulously incorporated into the drill string of the drilling simulator located at Fraunhofer IEG 
in Bochum, Germany. The purpose of this study was to ascertain if the novel sensors and brush 
connections could endure high-frequency oscillating loads without compromising their functions. 
The DTH hammer generates substantial forces that are transmitted backward via the drill pipe, 
exerting a significant impact on all the components within the drill string. The threads and sensors 
of the examined pipe specimen were particularly exposed to these forces. The acceleration sensor, 
an integral component, was put to the test to determine its resistance to these oscillations while 
maintaining accurate data recording at an appropriate sample rate. The electrical brush connection, 
forming an essential segment of the data connection line, was another focus of this thorough 
examination. Additionally, the aim was to scrutinize the mechanical stability of the novel thread 
connection, as the sensor collar is now embedded within this thread connection. The thread's role 
in providing a secure seal for the sensor collar against external rough drilling conditions was 
evaluated, as it should retain its structural integrity and not loosen during drilling operations. 
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 3.1 Experimental Setup 

Drilling operations were conducted in the indoor simulator, Drill. BOGS, under controlled and 
replicable conditions. A comprehensive recording of all crucial parameters - including weight-on-
bit, rotation speed, pump pressure, flow rate, and rate of penetration - was meticulously performed. 
External sensors were strategically affixed to the rock sample, specifically Grimsel granite of high 
strength, to document the vibrations and frequency generated by the DTH hammer. Given that the 
actual rate of penetration is approximately 20 m/h, which would swiftly destroy the rock sample, 
the rock was equipped with a steel inlet to provide augmented resistance against the hammer, 
thereby enabling simulation of the drilling conditions over an extended period. 

Figure 3 illustrates the setup utilized for this investigation at Fraunhofer IEG, Bochum. The drilling 
simulator is equipped with a movable sled capable of pushing the rotating drill string into the rock 
sample situated on the right-hand side. 

 
Figure 3: Setup in the Drilling Simulator: drill string, connector, and DTH hammer (Fraunhofer IEG) 

The drill string combines a section of standard drill pipe with the innovative GEODRILL pipe 
specimen, along with a DTH hammer positioned on the right (not visible in the figure). All 
operations are managed from the control booth, given the restricted access around the simulator 
during operational hours. 

To generate a uniform torque at the threads, the string sections are torqued collectively using a 
clamping tool, with the applied torque precisely defined as 6kNm at all thread connections. This 
procedure guaranteed similar load distribution across the connections. For traceability purposes, 
the connections were visibly marked to detect any potential loosening during operation. 

Figure 4 delineates a detailed sketch of the experimental setup, wherein the drill string is arranged 
horizontally. To maintain this linear alignment, support bearings are incorporated, serving as 
floating supports that do not interfere with the operation of the drill string as compared to a vertical 
orientation. The necessity of a crossover arises due to the drilling simulator's feature of an internal 
flush (IF) version of the API thread. This configuration sustains a larger internal diameter in the 
thread, resulting in an expanded external diameter at this section. Although the larger diameter 
serves the advantage of reduced internal flow resistance, it also presents a downside of increased 
stress concentration at the point of expansion. Consequently, conventional threads, which 
predominate the drilling industry and are also utilized within the project, are preferred. 
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Figure 4: Principal assembly of the novel data pipe system for testing. 

In this laboratory setup, a slip ring is implemented to establish a continuous connection between 
the rotating drill string's cable and the static environment. The slip ring, secured to the drill string, 
adjusts axially in response to the simulator's movement. The innovative pipe specimen is linked to 
a data acquisition software, with the GEODRILL data connection pipe featured in the final setup 
of the pipe sections. Thus, the slip ring becomes exclusively necessary at the drill rig's top end, 
facilitating data transfer to a static environment. The continuity of data transmission is ensured 
through the brush connections of each pipe section. 

The cable connects to the brush connection and the sensor collar of the GEODRILL pipe specimen 
(refer to Figure 4), allowing the data from the sensor to pass through the brushes in the thread and 
be transferred by the slip ring to the computer. This setup enabled concurrent testing of both 
components. Equipped with the first-generation sensors, the sensor collar offers insights, albeit 
limited compared to the final specimen's version, into the rotation of the string and the oscillation 
of the hammer. The wrap-around temperature sensor, designed to measure ambient temperature, 
is not implemented in this test. 

The focus of this laboratory test primarily lies in assessing the connectivity of the brushes and the 
sensor collar function while simultaneously evaluating the viability and stability of the novel 
GEODRILL thread under laboratory conditions. 

3.2 Real Time Data Acquisition  

The Drill Sensor Data Acquisition system (Drill Data Logger) was developed and tested using dual 
sensor collars embedded in the separate tool joint sensor/brush connection pieces. Initial tests were 
carried out as benchtop proof of concept module Figure 5.  
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Figure 5: GeoDrill data Logging setup. 

Figure 6 shows the full functionality of the decoded RS485 data packets from the dual-sensor 
string setup. A Baud rate of 19.2kHz and 9-bit parity indicated that both address and data bytes 
from the RS485 protocols were functioning correctly. Yellow is Sensor String µPic1, and red is 
Sensor String µPic2. 

 
Figure 6: Data packet separation as seen by single line output. 

Figure 7 shows the unfiltered data packets acquired at 19.2kHz over 8 hours, showing that the 
sensor string 1 and 2 outputs never transmit over each other. 

 
Figure 7: Unfiltered data packets with no overlaps acquired @19.2kHz over 8 hours. 
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4. Method 
In the context of this experiment, GeoDrill custom-designed monitoring system was utilized to 
meticulously record all operative parameters, which were then evaluated via a specialized software 
and bespoke post-processing tools. The drilling simulator operated in conjunction with a 
LabVIEW-based program, allowing for real-time adjustment of all parameters. This feature 
facilitates the definition of precise scenarios and simultaneous recording of the parameters exerted 
on the specimen. Accompanying acoustic sensors, based on piezoelectric technology, facilitated 
an audio recording of the signal that could be post-processed using any audio processing software 
to extract the hammer frequency. Real-time extraction of the frequency was achieved through a 
Fast Fourier Transformation (FFT), highlighting the hammer's frequency and any resonating 
frequencies within the system. Such anomalies were subsequently isolated during post-processing. 
The harvested data points served to evaluate the validity of the measurements derived from the 
sensor pipe. By offering an overview of the system's behavior, these data points facilitated error 
elimination through the redundant application of various sensors. The experiment also involved 
the usage of a hydraulic clamping tool to specify the clamping torque on all mechanical 
connections. Each thread connection was marked with a straight dash to visibly monitor any 
loosening of the threads during operation. As shown in Figure 8, the thread connection, and the 
positioning of the sensor inside the pipe were illustrated to augment understanding of the results. 

 
Figure 8: Axial reference of the acceleration sensor in the pipe specimen and the GEODRILL thread connection 

5. Results and Discussion  

The results of these tests have been classified based on mechanical terms, external acoustic 
measurements from the pipe specimen, and the internal electronic sensors within the pipe. 

5.1 GEODRILL Thread: Torque and Mechanical Stability 

Upon visual inspection, no indications were found to suggest any loosening of the thread 
connections. All connections demonstrated their robustness by enduring the applied forces and 
stresses without failure. Notably, the connections remained intact, even when the drill string was 
revolved in a reverse direction, leading to potential unscrewing of the connection. This reverse 
rotation represents the most severe condition anticipated in drilling operations and is occasionally 
necessary when the string becomes obstructed or lodged within subsurface voids. 
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When the drill string was disassembled, the most vulnerable area of the connections was identified 
at the pin of the hammer. This observation confirms the challenge of adequately torquing this 
connection, given the operational manner of the clamping tool and the drill string assembly. As 
such, it is reasonable to presume that the remaining threads upheld the relatively low torque of 
6kN throughout the operation. Notably, the API thread design would instantly exhibit leakage 
upon loosening of the connection a situation that was not encountered at any point during the test. 
5.2 Simulator: Acoustic Sensors 

To ascertain the effectiveness and precision of the sensors embedded in the drill pipe, the drilling 
simulator was equipped with an auxiliary acoustic sensor, facilitating the evaluation of frequency 
via a secondary route. Figure 9 exhibits a time-frequency spectrometer portraying the measured 
acoustic output. The hammer frequency and its resonating multiples are discernible as distinct 
horizontal lines, the lowest of which corresponds to the actual hammer frequency, approximately 
30 Hz. This frequency experienced a slight increase during operation, attributable to the volumetric 
flow, a phenomenon observable from minute 4:30 onwards. 

 
Figure 9: Frequency-time spectrometer log of the acoustic measurements directly on the drilling simulator 

body / frame. 

The intensity of the color representing these lines signifies the internal energy, or in this context, 
the loudness of the signal. The resonances of higher frequencies appear more vibrant due to the 
heightened energy intensity associated with these frequencies. Despite this, the hammer frequency 
remains visible and indicates a plausible value for the utilized DTH hammer. 
5.3 Sensor Pipe: Accelerometers 

The central focus of this test run revolves around the analysis of sensor data derived from the 
drilling pipe. The X-Z axes of the accelerometer are configured orthogonally to the drilling 
direction, while the Y-axis aligns with the rotational axis (refer to Figure 8). This configuration 
allows the X and Z axes to quantify vibrations associated with the rotational movement of the drill 
string, whereas the Y-axis is designed to measure the oscillatory movement of the hammer along 
the drill pipe.  
Figure 10 presents the accelerometer readings, divided into these two primary directions. An initial 
examination reveals a more pronounced acceleration, and thereby sensor deflection, along the pipe 
axis as compared to the orthogonal direction. This observation is logical, given that the rotation 
induces fewer vibrations, primarily arising from friction and the drill pipe's curvature. In 
comparison, the hammering action causes the sensor to deflect approximately five times more than 
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the rotational movement, a detail made evident in the sensor's acceleration data. Furthermore, it's 
observable that the Y-axis, when the drill string only rotates without the hammer's oscillation, 
exhibits no peaks, implying no interference with the remaining axes. This illustrates the feasibility 
of independent monitoring of both operations during drilling. 
The lower graph in Figure 10 provides an estimated force measurement exerted on the drill pipe. 
The force is deduced from the weight on the bit, which is captured by the drilling simulator. This 
combined data offers valuable insights into the load to which the pipe is subjected, serving as a 
crucial indicator of the pipe's durability, and expected service life. 

 
Figure 10: Axial reference of the acceleration sensor in the pipe specimen and the GEODRILL thread 

connection (test run 3) 

5.4 Accelerometers in the XZ-Plane 

An in-depth analysis of the data facilitates the calculation of rotations per minute (RPM). Figure 
11 delineates a two-step method to obtain RPM from the operation. The initial input is derived 
from the acceleration tracked by the XZ sensors (Figure 11-top). It becomes apparent that there's 
a gradual increment in the frequency of this acceleration as the test progresses, marked by 
increasingly frequent peaks. This, in turn, represents a growth in the system's overall energy. The 
gradual intensification of the rotation throughout the test can be depicted using a frequency-time 
spectrogram. This visual representation illuminates the expansion of internal energy, or 
equivalently, the loudness or deflection of the sensor (Figure 11-middle). Here, frequencies 
carrying high energy levels are demonstrated using brighter colors. The final step involves 
translating this energy level into a corresponding rate of penetration, requiring calibration with 
data from the drill bogs. 
The result of this procedure is a precise determination of RPM, as represented in Figure 11-bottom. 
The graph illustrates a strong correlation between the sensor's recorded measurements and the 
drilling simulator's input values, confirming the high accuracy of the employed sensors. These 
findings can be utilized to estimate the rate of penetration for the final stages of the drilling process. 
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Figure 11: Accelerometer output (top), frequency-time spectrometer (middle), calculated RPM (bottom) 

 

5.5 Accelerometers in the Y-plane 

The Y-directional acceleration is principally utilized to determine the frequency of the DTH 
hammer. The current sensor set operates at a sampling rate of 10 Hz for acceleration measurement. 
This is attributable to the simpler type of sensor employed in this initial pipe specimen. The 
ultimate version will incorporate a sensor capable of a less restricted sample rate, projected to be 
1000 Hz, which will enhance measurement precision and make it more compatible with typical 
DTH hammer frequencies of 65 Hz. Figure 12 displays the Y-directional sensor acceleration 
frequency, demonstrating the outcomes of sensor drill pipe acceleration along the drilling axis. 
The frequency can be deduced by tracking the number of peaks per second. The juxtaposition of 
the measured frequency with the acoustic measurements from section 5.2 reveals a striking 
similarity. The anticipated hammer frequency, given the adjusted volume flow, is roughly 30 Hz. 
This was corroborated by both the acoustic signal and the internal drill pipe sensors. The precision 
of the final sensor pipe version will be significantly improved, with fewer errors due to the 
enhanced sample rate of 1000Hz. These observations confirm that the sensor operates effectively 
within its stipulated parameters. However, to accurately capture the high frequencies of the 
hammer and yield precise frequency results, a higher sample rate is indispensable. The frequency 
is subject to variations during the operation due to factors such as volume flow, confinement 
pressure, and others. Nonetheless, the ability to determine whether the hammer is oscillating is 
already a significant advantage. This information is vital for the drilling operator, as the hammer's 
oscillation drastically alters the rate of penetration and could lead to operational downtimes if the 
pipe needs to be disassembled to access the tool. Hence, even at this stage, there's a marked 
improvement compared to the current state of the art the is lacking in current downhole sensors. 
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Figure 12: Acceleration frequency of the sensor in the Y-direction. 

5.6 What insights can real-time sensor data at the BHA provide us? 

 
Figure 13: A) Hammer drill test 4 real time sensor output from PZT printed accelerometer. B) detrended 

double integral of accelerometer sensor output leading to real time drill bit displacement. C) Rate of 
penetration (ROP) evaluated from B). D) Specific rock energy derived ratio (Hammer Blow frequency x 
Power Transmitted to Rock) and (Drill Hole Cross Sectional Area x ROP). 

 

1101



Obene et. al 

 

With a suite of sensors including an accelerometer, as well as pressure and temperature sensors 
located near the BHA, our novel connectivity system offers a groundbreaking innovation in 
geothermal drilling. Spanning the entire length of the drill pipe and featuring user-friendly 
connectors between each pipe section, this system facilitates high-bandwidth, rapid bi-directional 
communication. Consequently, real-time data acquisition during drilling becomes possible, 
enabling immediate estimations of factors such as rock formation hardness, mud flow velocity, 
stress, strain, density, and temperature, among others. In fact, just from the acceleration data from 
these experiments we are able to evaluate in real time Figure 13B: Bit displacement, Figure 13C: 
Rate of Penetration and Figure 13D: Specific Rock Energy (SPE). This significantly surpasses the 
data yield and immediacy typical of standard logging procedures. In turn, the efficient data-driven 
activities such as surveys, downlinks, and slide orientations are performed in mere seconds rather 
than minutes, as is common with conventional telemetry. Thus, our novel system not only 
amplifies the quality and quantity of real-time data available but also leads to significant rig time 
saving. 

5.7 Result of Functional testing in Drilling Simulator  

The functionality and robustness of the tool joint were thoroughly assessed in a series of laboratory 
tests and in the drilling simulator at Fraunhofer IEG. These extensive evaluations were designed 
to measure the tool joint's resilience under percussion type drilling conditions, its data transmission 
capabilities in real-time, and its overall performance under operational circumstances. The tests 
included repeated make-up/break-out exercises for assessing galling resistance, internal and 
external pressure evaluations for seal ability, and rigorous functional testing within the drilling 
simulator. Across all examinations, the tool joint demonstrated its mechanical durability, seal 
integrity, and reliable data transfer capabilities. Crucially, the tool joint sustained its electrical 
connectivity even under harsh conditions involving excessive application of drilling fluid, thus 
affirming its viability for usage in geothermal drilling operations. 
5.8 Field Trials  

Following the success of the laboratory and simulator tests, the tool joint was then tested in a field 
trial where a shallow well was drilled. The tool joint performed under real drilling conditions, 
transmitting useful data from the sensors through the tool joint. The field trial involved a drill 
string made of stabilizers hosting sensors with the new tool joint design, a drill pipe, and specific 
crossovers. Data was successfully recorded, and connectivity was checked after the tests. A 
detailed paper on the field trials will be presented in the next GRC paper on this subject along with 
further field trial data. 

6. Conclusion 
The series of tests conducted within the GeoDrill project present a compelling case for the newly 
designed tool joint. It has shown to provide similar mechanical performance to standard tool joints 
while enabling high-quality data transfer. 
Future work includes testing the tool joint under various conditions such as over torque, fatigue 
and fretting on the seal, and during extended drilling operations. Additionally, further investigation 
into the limits of repeated make-up/break-out cycles is also planned. 
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In conclusion, the GeoDrill project represents a significant step forward in the realm of geothermal 
drilling. The novel tool joint has the potential to drastically enhance the efficiency, safety, and 
cost-effectiveness of geothermal drilling operations, thereby aiding the widespread adoption of 
geothermal energy. 
6.1 Future Directions:  

The technical challenges associated with the successful delivery, implementation, and ultimate 
commercial product, have been identified as a key part of the pre-study developments undertaken 
by the GEODRILL partners. These are:  

1. The generation of printed and connected cables from drill pipe to pipe designed in-parallel with 
the materials and processing technologies as a part of a co-development / co-design approach.  

2. Selection of dielectric cover print that can be applied in an additive process, that meets the 
demands of low and high temperature (-40°C to 300°C ) drilling applications.  

3. Selection of highly conductive, and low contact resistance additively printed wires capable of 
being processed under fast photonic sintering conditions (i.e., 1µs – 100ms) per 250mm-
500mm of printed wire. 

4. Optimization of photonically sintered drill pipe wire by adjusting micron-nano particle ratios 
to achieve high conductivity, and low contact resistance of selected printing conductive inks.  

5. Minimisation of material design and production costs to achieve commercial viability.  
6. Printing onto non-flat surfaces at commercially acceptable speeds and cost. Our development 

approach is therefore necessary to achieve “ready-for-production” real time connected data 
monitored final designs for a truly smart print system. 
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ABSTRACT  

In well drilling, mud circulating in the wellbore can cause 'Lost Circulation', a phenomenon in 
which mud is lost into permeable formations. One of the measures against lost circulation is 
the use of lost circulation materials, but few studies have investigated the use of biodegradable 
resins as lost circulation materials. The use of biodegradable resins is expected to reduce the 
environmental impact of well drilling. This study aims to evaluate how the addition of different 
forms of biodegradable PHBH (Poly(3-Hydroxybutyrate-co-3-Hydroxyhexanoate)) resin as 
lost circulation materials to drilling mud affects mud filtration properties and lost circulation 
performance in high-temperature wells. Static filtration tests and pore plugging tests were 
conducted to evaluate filtration and fluid-loss properties of mud containing PHBH. The tests 
were carried out to compare the properties of drilling muds containing PHBH in the form of 
powder, fiber, and pellets. To compare and evaluate filtration properties of a base mud and 
mud samples containing PHBH, the filtrate volume and the thickness of the formed filter cake 
were measured using a low temperature and low pressure (LPLT) filter press for shallow wells 
and a high temperature and high pressure (HPHT) filter press for deeper wells. The results 
show that the filter cake thickness and filtrate volume were reduced by adding PHBH in 
different forms to the base mud under both LPLT and HPHT conditions. The addition of PHBH 
in powder form reduced the filtrate volume and filter cake thickness the most. When using 
PHBH in powder form, mud with 3.0 wt% PHBH reduced the filtrate volume by up to 31% 
and the filter cake thickness by 41% compared to the base mud under HPHT conditions. 
Scanning electron microscope (SEM) observations showed that the diameters of the powder 
particles varied between about 2 to 40 µm. This particle size distribution is assumed to have 
contributed to the favorable fluid loss prevention and greater pore-plugging capacity of the 
powder-based PHBH mud.  
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1. Introduction  
During wellbore drilling, drilling fluid (mud) is circulated to remove rock cuttings generated 
by the cutting and crushing action of the drill bit that results in fracturing and breaking up of 
the rock formations being excavated. However, mud circulating in the wellbore can be lost to 
permeable formations and fractures. Lost circulation often occurs in oil wells in limestone 
formations, and in geothermal wells drilling fluids are commonly lost to fractured volcanic 
formations (Okino, 1981).  

In addition, lost circulation occurs during drilling in approximately 20-25% of wells drilled 
worldwide (Economides et al., 1998). According to the U.S. Department of Energy, an average 
of 10% to 20% of the drilling costs of high-temperature, high-pressure (HTHP) wells were 
spent on controlling mud loss (Growcock, 2010). Lost circulation can trigger formation 
collapse, stuck pipe or formation fluid blowout, so early detection and prevention of mud loss 
is essential. Therefore, it is necessary to detect and prevent the spread of such phenomena in 
the early stages. One of the measures that have been regularly applied in practice is the use of 
lost circulation materials (LCMs). Lost circulation materials (LCMs) are used to block the lost 
circulation layer, and in the past, sawdust, straw, lump clay, brick chips, beans, wood shavings, 
and rubber shavings have been used. Currently, various mud companies have developed 
various mud prevention agents, which can be broadly classified into fibrous, granular, and flake 
types. However, none of them is a definitive choice, and the development of better mud 
prevention agents is worth considering.  

In the present study, a biodegradable resin called PHBH (poly-3-hydroxybutyrate-3-
hydroxyhexanoate) was investigated as a mud prevention agent. PHBH decomposes in 
compost and soil as well as in seawater by the action of microorganisms. Therefore, it might 
have a low environmental impact when used in the underground environment of geothermal 
and oil wells. PHBH can also be manufactured in different forms, such as powder, pellets, or 
fibers. Therefore, a variety of different forms of PHBH can be considered to design an effective 
drilling fluid. Here we considered PHBH drilling fluid additives in the form of powder, pellets, 
and fibers. 

2. Materials Used 
A reference base mud was prepared by adding a thickener and sepiolite to water. Polyanionic 
cellulose (PAC-HG) was used as a thickener and sepiolite was used as a basic clay mineral in 
the drilling mud. To test the performance of PHBH additives as lost circulation materials, 
PHBH-based mud samples were made by adding PHBH of different shapes (fiber, powder or 
pellets) to the base mud. PHBH is a 100% biomass-derived polymer made by specific 
microorganisms that are primarily fed vegetable oil. PHBH is a thermoplastic and can be 
molded and processed in the same way as petroleum-derived thermoplastics (Fukuda, 2020).  

The forms of PHBH used in this experiment were fibrous, powder and pellet forms. The fibrous 
form has a fiber length of 14 mm and a fiber diameter of 20-30 µm, the powder diameter 
distribution is not known, and the pellet form has a diameter of 2.3-2.5 mm and a height of 3 
mm (Figure 1). The general properties of PHBH and PAC-HG are shown in Tables 1 and 2. 
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Figure 1: Shape of PHBH specimen. From left to right: fiber, pellets, powder. 

 

Table 1: Properties of PHBH. 

PHBH 
(Fiber, Pellets, 

Powder) 

Specific Gravity (SG) Melting Point 
(℃) 

Glass-Transition 
Temperature (℃) 

1.20 145 2 
 

Table 2: Properties of the applied PAC-HG fluid thickener. 

PAC-HG Appearance Purity pH Moisture 
White powder 99% or higher 6.5-8.0 10% or less 

 

3. Mud Rheology Test  
3.1 Experimental Procedure: Mud Rheology 

In this experiment, polyanionic cellulose (PAC-HG) and sepiolite dissolved in water were used 
for the base mud. The concentration of each mud additive was 1.5 wt% for sepiolite and 0.4 
wt% for PAC-HG. The PHBH mud samples were prepared by adding PHBH of different forms 
to the base mud, including PHBH powder, fiber, and pellets. The tested concentrations for the 
powder and pellets were 1.5 wt% and 3.0 wt%. However, the considered fiber concentrations 
were 0.05 wt% and 0.1 wt% (Table 3). Higher fiber concentrations were not considered since 
it resulted in the fibers clumping together in the mixed mud. A Hamilton Beach mixer, 
commonly used as a test mud mixer, was used for the sample preparation.  

 

Table 3: Considered PHBH mud combinations for PHBH powder, fiber, and pellets. 

Sepiolite concentration (wt%) 1.5 
PAC concentration (wt%) 0.4 
PHBH 

concentration 
(wt%) 

Powder  1.5, 3.0 
Fiber 0.05, 0.1 

Pellets 1.5, 3.0 
 

Viscosity measurements of the base mud and the PHBH mud under ambient and elevated 
temperature conditions were performed to evaluate their rheological properties. For the 
viscosity measurements, a VG Meter Model 35 double-cylinder rotational viscometer 
manufactured by Fann Instrument Company was used, as recommended by API (American 
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Petroleum Institute) standards. High-temperature conditions were tested at 200℉ (93°C), 
which is the temperature limit of the VG meter. The Model 35 viscometer has 6 speeds (3, 6, 
100, 200, 300, and 600 rpm). Samples were put in a sample cup, and the VG meter dial value 
was read when the sample viscosity resistance and spring torque were balanced at each shear 
rate. 

3.2 Experimental Results and Discussion: Mud Rheology 

Figures 2 through 4 show the relationship between the fluid shear rate and shear stress, and the 
shear rate and viscosity when PHBH fiber, pellets, and powder forms were added to the base 
mud. From Figures 2 to 4, it can be seen that adding PHBH to the base mud had little effect on 
the rheological properties of the mud. This was found for both room temperature and high 
temperature conditions. 

  
Figure 2: Relationship between shear rate and shear stress/viscosity with PHBH fiber addition. 

 

  
Figure 3: Relationship between shear rate and shear stress/viscosity with PHBH pellet addition. 
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Figure 4: Relationship between shear rate and shear stress/viscosity with PHBH powder addition. 

4. LPLT/HPHT Filtration Testing 
4.1 Experimental Procedure: Filtration Test 

The evaluation of filtration properties is done through the measurement of filtrate volume and 
filter cake thickness using a filter press according to API (American Petroleum Institute) 
standards. In this study, filtration tests were conducted under low temperature and low pressure 
(LPLT) conditions and high temperature and high pressure (HPHT) conditions. Under LTLP 
conditions, the tests were conducted at room temperature and a pressure of 100 psi; under 
HTHP conditions, the temperature was 200℉ and the pressure was 500 psi. The temperature 
limit of the VG meter is 200℉. The preparation method for the samples used in the LPLT and 
HPHT tests was the same as that of the rheological tests. The conditions of the LPLT/HPHT 
filtration tests according to API standards are shown in Tables 4 and 5 below. 

Table 4: API standard for LPLT filtration test. 

Pressure 100 psi (690 kPa) 
Time 30 minutes 

Inside diameter of 
cell 

3 in (7.62 cm) 

Height of cell 2.5 in (6.4 cm) 
Filtration area 7.1 in² (45.8 cm²) 
Filter paper Whatman No.50 

Wire mesh under 
filter paper 

60～80 mesh 

 

Table 5: API standard for HPHT filtration test. 

Preparation Stir for 10 minutes 
Pressure 500 psi (3.447 MPa) 

Preheating Less than 1 hour 
Time 30 minutes 

Filtration area 3.5 in² (22.6 cm²) 
Filter paper Whatman No.50 

Wire mesh under filter paper 60～80 mesh 
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4.2 Experimental Results and Discussion: Filtration Test 

Figures 5 and 6 show the changes in total filtrate volume and thickness of filter cake when 
PHBH of different shapes (powder, pellets, and fiber) were added to the base mud with a PAC 
concentration of 0.4 wt% and a sepiolite concentration of 1.5 wt% under LTLP/HTHP 
conditions. 

 

 
Figure 5: Comparison of filtration properties under LTLP conditions. 

 

 
Figure 6: Comparison of filtration properties under HTHP conditions. 

 

Under both LTLP and HPHT conditions, the addition of PHBH, in any form, decreased the 
filtrate volume and reduced the filter cake thickness. From Figure 5, PHBH mud with the 
addition of 3.0 wt% PHBH powder reduced the filtrate volume by up to 22% and the filter cake 
thickness by 52% compared to the base mud. From Figure 6, PHBH mud with the addition of 
3.0 wt% PHBH powder reduced the filtrate volume by up to 31% and the filter cake thickness 
by 41% compared to the base mud. In both LTLP and HPHT conditions, the filtrate volume 
was the lowest when the powder form PHBH was added, which can be inferred to have quickly 
closed the pore spaces of the filter paper, and thus had the greatest plugging effect. From the 
above, it can be concluded that the powder form results in the best filtration properties. 
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5. Pore Plugging Test 
5.1 Experimental Procedure: Pore Plugging 

In the filtration test, the powder form that had the best filtration properties was compared to 
the base mud to evaluate lost circulation prevention performance. The filtration test was 
conducted by replacing the filter paper in the HTHP filtration tester with a ceramic disc with a 
nominal pore size of 20 μm that simulates a lost circulation zone. Afterwards, the lost 
circulation prevention performance was evaluated by analyzing the cross section of the formed 
filter cake by scanning electron microscopy (SEM). The test conditions are shown in Table 6. 

Table 6: The conditions used in the HPHT filtration test. 

Preparation Stir for 10 minutes 
Pressure 300 psi (2.0685 MPa) 

Preheating Less than 1 hour 
Time 30 minutes 

Filtration area 3.5 in² (22.6 cm²) 
Filter paper Fann ceramic disk 

Pore diameter 20 μm 
 

5.2 Experimental Results and Discussion: Pore Plugging 

The results of the HPHT filtration test simulating a lost circulation zone are shown in Table 7 
below. From Table 7, PHBH mud with the addition of 3.0 wt% PHBH powder reduced the 
filtrate volume by up to 20% and the filter cake thickness by 2.8% compared to the base mud. 
SEM images of a cross section of the mud wall after the test are shown in Figures 7 and 8.8 

Table 7: Results of the HPHT filtration test. 

 Filtrate volume Thickness of filter cake 
Base mud 94.96 ml 7.0 mm 
Powder, 3.0 wt% 75.80 ml 6.8 mm 

 

  
Figure 7: SEM image of a filter cake cross-section formed by the base mud (100× enlargement on the left, 

and 1,000× enlargement on the right). 
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Figure 8: SEM image of mud wall formed when 3.0 wt% powder was added to the base mud (100× 

enlargement on the left, and 1,000× enlargement on the right). 

The results of the SEM images suggest that single and agglomerated particles of about 2 µm in 
size improve lost circulation prevention performance by plugging the pore in the filter cake. 
Next, the shape and composition of the sepiolite and PHBH particles were examined by SEM 
and EDS (energy dispersive X-ray spectroscopy), respectively (Figures 9–12). 

  
Figure 9: SEM image of sepiolite particles (5,000× enlargement  on the left, and 10,000× enlargement  on 

the right). 

  
Figure 10: Elemental analysis of sepiolite particles (Spectrum 1) (SEM image on the left, and elemental 

analysis results on the right). 
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Figure 11: SEM image of PHBH powder particles (5,000× enlargement  on the left, and 1,800× enlargement  

on the right). 

  
Figure 12: Elemental analysis of PHBH powder particles (Spectrum 3) (SEM image on the left, and 

elemental analysis results on the right). 

From Figures 9 to 12, needle-like crystals of sepiolite, and single (2 µm) and aggregated (40 
µm) particles of PHBH were observed in the shape. Figures 10 and 12 confirm that the particles 
could be identified as sepiolite, which is mainly composed of silica, and PHBH, which is 
mainly composed of carbon. Figures 13 and 14 show the results of elemental analysis of the 
filter cake when 3.0 wt% of PHBH powder was added to the base mud. 

  
Figure 13: Elemental analysis of a filter cake cross-section formed by the base mud (Spectrum 2) (SEM 

image on the left, and elemental analysis results on the right). 
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Figure 14: Elemental analysis of a filter cake cross-section formed when 3.0 wt% of PBHB powder was 

added to the base mud (Spectrum 6) (SEM image on the left, and elemental analysis results on the 
right). 

Figure 13 show that the filter cake formed by the base mud is mainly composed of silica, which 
is consistent with the sepiolite in the base mud. On the other hand, the mud wall created by 
adding PHBH powder to the mud fluid shows 2 μm particles mainly composed of carbon, 
suggesting that the observed particles were PHBH.  

Figure 15 shows a cross-section of the ceramic disk after the filtration tests. From Figure 15, it 
was observed that the PHBH powder was distributed within the pore space of the ceramic disk. 
This suggests that the addition of PHBH powder plugged the pore space and prevented lost 
circulation. 

   
Figure 15: SEM images of ceramic disk. From left to right: ceramic disk only, after the base mud filtration 

test, and after the 3.0 wt% PHBH powder filtration test. 

6. Conclusions 
The test results show that addition of PHBH to a base drilling fluid did not significantly affect 
the rheological properties of the fluid, independent of the shape/form of the PHBH material. 
Notably, the filter cake thickness and filtrate volume decreased with the addition of PHBH 
under both LPLT (low temperature and low pressure) and HPHT (high temperature and high 
pressure) test conditions. This applied to all shapes/forms of PHBH considered. The addition 
of PHBH, therefore, improves fluid filtration properties. Moreover, PHBH powder gave the 
best filtration performance. 

In the LPLT filtration testing, PHBH mud with the addition of 3.0 wt% PHBH powder reduced 
the filtrate volume by up to 22% and the filter cake thickness by 52% compared to the base 
mud. In the HPHT filtration testing, PHBH mud with the addition of 3.0 wt% PHBH powder 
reduced the filtrate volume by up to 31% and the filter cake thickness by 41% compared to the 
base mud. The experimental findings suggest that the improved lost circulation prevention 
performance of PHBH powder results from single particles and agglomerated particles with 
diameters of around 2 μm that plug the pores of the filter cake and lost circulation zone. 
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ABSTRACT  

One of the biggest handicaps of the Geothermal Drilling industry is the poor performance on rate 
of penetration (ROP) when compared with the Oil and Gas Industries; most geothermal wells lack 
proper data collection while drilling, data integration, and analysis of such data. This lack of 
essential engineering, well planning, and construction tools seemingly adds a significant amount 
of time to the industry average of 12-days non‑productive time (NPT) per geothermal well, as 
compared to oil and gas wells, therefore, leading to higher well costs. Geothermal Resource Group 
(GRG) has recently been involved in the drilling of two wells at the Salton Sea Geothermal Field 
(SSGF), utilizing real-time monitoring of MSE (Mechanical Specific Energy) and achieving ROP 
like those of oil and gas wells, cutting drilling time by 15 days and 25 days respectively, when 
compared to average drilling time in the SSGF. The formulas for computing MSE and the step-
test procedures for MSE optimization are given as part of this paper. 

1. Introduction 
Today’s technology has brought improvements to the data acquisition systems for both surface 
and downhole drilling data, helping to identify major dysfunctions while drilling and how to 
correct them. The use of these tools opens up an opportunity to save significant time and money 
on a particular well, as well as improve organizational cohesion, therefore proper data collection 
and real time analysis should be standard operating procedure. Having these data available for 
analysis afterward has proved beneficial for research and development notably in bit technology, 
and further ROP gains in subsequent wells have been documented.   

Mechanical Specific Energy (MSE) has been utilized in the oil and gas industry for the past five 
decades in various forms and flavors. Simply stated, MSE is conservation of energy, which 
mandates that the amount of energy and work expended to cut a volume of rock should be equal 
to the rock compressive strength and conserved throughout a closed system of the drilling 
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rig/equipment doing the work.  However, the energy required to drill a volume of rock is not 
conserved due to several factors and therefore, doesn’t necessarily translate into the net effective 
rate of penetration. Optimizing MSE has the effect of increasing the ROP. If the parameters used 
to calculate the MSE are recorded/available while drilling, there is an opportunity to adjust 
operations to determine the effect on MSE and to correct operational factors to increase ROP.  
With today’s technology and downhole sensors, MSE is widely used in the oil and gas industry to 
improve performance and provide real-time feedback loop to the driller on downhole formation 
transitions. The adoption of this strategy has not been widespread in geothermal due to several 
factors that include: perception that the technique is not applicable in geothermal drilling because 
the rock type is not comparable, geothermal requires drilling of less wells, so the additional cost 
for the monitoring and oversight would not reap enough gains in a small drilling program, rigs are 
not equipped with the required instruments, personnel not trained in the use of MSE, and the 
additional cost of monitoring and supervision. 

 

 
Figure 1: Well over well improvements in ROP and decreased estimated and actual completion time in wells 

drilled at the Utah FORGE site (data available from 2021).  

 

Recent demonstration of these improvements in ROP at the Utah FORGE experimental site (Figure 
1) and now application at the SSGF prove that this technique is valuable in geothermal drilling as 
well. The recent SSGF drilling that is it the topic of this study showed that the gains can be 
achieved in reducing well completion time using the techniques (even in part) on the first well 
where they are tried (in comparison to previous wells in the field). The SSGF wells are considered 
similar to the lithology found in ‘typical’ O&G fields, being mostly basin sediments (and altered 
sediments), and so this seems a logical field in which to document the improvements possible 
through MSE in geothermal drilling, and maybe applicable in other fields where O&G wells may 
be drilled or repurposed as geothermal wells.  There are quite several wells drilled in the area for 
comparison, so the ROP improvements within field are remarkable, though more analysis is 
possible if privately held drilling data were made available.  Additional challenges faced in SSGF 
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includes potential unstable ground, surface CO2, high temperature, faults, and fractures resulting 
in partial to total lost circulation, and high TDS, corrosive reservoir fluid.  

By setting up a MSE real-time monitoring and analysis of the data, Geothermal Resources Group 
(GRG) was able to document comparable rates of penetration (ROP) to what is reported from the 
O&G industry, this in turn has reduced the required (planned) drilling days by up to 50% of the 
time required to drill similar wells in the area, with a cost reduction of at least 30%. 

2. MECHANICAL SPECIFIC ENERGY (MSE) 
MSE is a numerical value used to understand how efficiently a system is drilling and it has been 
widely used to reduce drilling days by as much as 50% and therefore lower drilling costs at least 
by 30%. In this paper, we explore the use of MSE real time monitoring and emphasize how real-
time drill-off tests and qualitative trending tool can be used to improve ROP. Reacting to MSE is 
also a common method to reduce drilling costs and is being widely applied to infer rock 
characteristics in the unconventional industry, such as geothermal, where logging might be done 
less frequently. With the acquisition and analysis of data, the interpretation of MSE can be a very 
powerful tool helping driller to improve ROP, by optimizing the energy expended at the bit. 

The formula for calculating MSE incorporates pertinent drilling parameters being input into a 
system (WOB, RPM, TQ, etc.) and relates it to the performance output of the given system (Figure 
2). The lower MSE value, the more efficiently the drilling system is removing rock.  Thus, there 
is less energy being expended (wasted) by something other than rock-removal.  Real time 
monitoring of MSE is vital to identify the presence of drilling disfunctions that contribute to 
reduced ROP. 

  
Figure 2: Identifying the presence of dysfunction. Figure credit: Harold Vance Department of Petroleum 

Engineering, TAMU. 
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Calculating MSE requires certain appropriate input data, however, to understand WHY it changes 
and HOW to improve the operational response (for example, adjustments to WOB, RPM, etc.) and 
design going forward, more data is better. Parameters such as pump pressures, differential 
pressures, temperatures, vibration, Gamma Ray, and other logs, even auto-driller settings, such as 
ramp rate, can be important. It really depends on the situation and dysfunction encountered in a 
particular interval. A dysfunction should be considered when the bit is not drilling efficiently, i.e., 
MSE is higher than rock strength. (Ideally, rock strength is known before drilling the interval, but 
that is not really the case. At the FORGE wells the rock strength was determined with a post-
mortem calculation. In practice, a step¬-rate test is completed to determine the optimum MSE as 
the base line for that interval.)   

Two formulas were used for the monitoring of MSE at the SSGF wells: MSEDownhole and 
MSETotal (Figure 3). The separation between these two in the plots should be the energy lost in 
the drill string. This gap increases with loss of weight or torque transfer (e.g., stabilizers hanging 
up). 

 

 
Figure 3: MSEDownhole vs MSETotal. Figure Credit: Harold Vance Department of Petroleum Engineering, TAMU. 

The (well known) original formula for MSE (Teale’s Original Lab Equation) is: 

𝑀𝑀𝑀𝑀𝑀𝑀 =  4 𝑊𝑊𝑊𝑊𝑊𝑊
𝜋𝜋𝐷𝐷2

+  480 𝑥𝑥 𝑇𝑇𝑇𝑇 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

         
 (1) 

The equation for Downhole MSE (also called bit MSE or Motor MSE) is as follows: 
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𝑀𝑀𝑀𝑀𝑀𝑀𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑑𝑑𝑜𝑜𝑜𝑜 =  4 𝑊𝑊𝑊𝑊𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝜋𝜋𝐷𝐷2

+  480 (𝐾𝐾𝑡𝑡 ∆𝑅𝑅)( 𝑅𝑅𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠+𝐾𝐾𝑛𝑛 𝑇𝑇 )
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

      
 (2) 

And for Total MSE this formula is used: 

      MSETotal  =      Axial Work  +  String Rotational Work + Bit Rotational Work 

𝑀𝑀𝑀𝑀𝑀𝑀𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑜𝑜 =    4 𝑊𝑊𝑊𝑊𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝜋𝜋𝐷𝐷2

+  480 � 𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠− 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 � 𝑅𝑅𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

 +   480 𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 � 𝑅𝑅𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠+ 𝑅𝑅𝑅𝑅𝑅𝑅𝑚𝑚𝑚𝑚 � 
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

  
  

𝑀𝑀𝑀𝑀𝑀𝑀𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑜𝑜 =    4 𝑊𝑊𝑊𝑊𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝜋𝜋𝐷𝐷2

+  480  𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  𝑅𝑅𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

 +   480 (𝐾𝐾𝑡𝑡 ∆𝑅𝑅)(𝐾𝐾𝑛𝑛 𝑇𝑇 ) 
𝐷𝐷2 𝑅𝑅𝑊𝑊𝑅𝑅

     
 (3) 

2.1 Real Time MSE monitoring  

A real time monitoring system was set in place from the start of drilling, using PASON 
instrumentation and data system and using the MSE formulas 2 and 3, as described above. The 
calculated MSE was available for real time viewing in the PASON data stream and is plotted in 
with ROP and WOB in Figure 4 

 

Figure 4: Example of GRG's real time MSE monitoring, with time/depth shown on lefthand side. 
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Figure 5: Example of GRG's real time MSE monitoring, showing the gap between MSEDownhole and MSETotal. 

Figure 4 shows the inverse relationship between ROP and MSE. With a lower MSE value a higher 
ROP is achieved and a higher WOB is used to get more indentation of the bit in the rock. Figure 5 
shows the separation between MSETotal and MSEDownhole, which correspond to energy lost in 
the drill string. Utilizing these plots, better drilling parameters can be achieved, or BHA design 
adjusted, to minimize this gap. 

 

2.2 Parameter Step-Test for Optimal MSE 

As part of the overall performance improvement effort, several parameter step-tests were 
performed throughout the well drilling, to ensure that dysfunctions were minimized thus efficiency 
was maximized.  A step-test is performed by methodically varying a specific parameter in 
incremental steps and watching for changes in MSE.  The parameters are changed during a step 
test included top-drive RPM or WOB.  The fundamental strategy during a step test is to change 
one parameter, wait a few seconds, and see which direction MSE moves.  If MSE is reduced after 
the parameter step change, then the system has begun drilling more efficiently and the new 
parameter value should be preferred over the old value.  If MSE increases after the change, the 
system is drilling less efficiently, and the parameter should be returned to the original value or 
changed to another step to further check for optimal parameters.   

An active drill off test was performed at every bit change and as needed while drilling with the 
objective of keeping MSE at minimum: 
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2.2.1 WOB Step Test 

• After a connection, re-establish the previous parameters and observe the base line trend. 
o If the system is efficient, the MSE will approximately equal rock’s compressive 

strength. 
• Increase WOB in increments of 2-5 Klbs and observe MSE at each step, for a minimum of 

5 minutes. 
• Continue increasing WOB until the MSE jumps (focus on MSE, not ROP).  

o A significant increase in MSE will occur if the bit founders, usually by more than 
twice the initial value. 
 Note: Keep in mind to limit WOB to the bit’s structural limits provided by 

the vendor, not the recommended operating limit. 
• Drill ahead with the WOB equal to or less than the founder point. 

 

2.2.2 RPM Step Test 

• After WOB is optimized, increase bit RPM incrementally by a minimum of 20% and 
observe the MSE at each step, for a minimum of 5 minutes. 

o Smaller RPM changes will not have a detectable effect. 
• Continue increasing the bit RPM in 20% increments, until founder is observed, or 

equipment’s limit is reached. 
• Drill with a bit speed just below the observed founder point. 
• Repeat the WOB step test after any significant increase in RMP or change in flow rate. 

 

The results of these tests will provide an optimized MSE value, that should be used as baseline to 
determine when MSE deviates from it.  This is actually very important, as most of the time, the 
rock strength is unknown in geothermal drilling, so a baseline value provides the best 
approximation to rock strength, given current drilling conditions and a starting point to monitor 
MSE. 

3. RESULTS OF REAL TIME MSE MONITORING 

Though the use of real time MSE monitoring and operations adjustments, drilling time was reduced 
by up to 50% of the time usually spent to drill to around 8,000 ft. (See Figure 6 and Figure 7) in 
the two SSGF wells in the campaign. Application of the technique in future drilling campaigns 
would further solidify results.  The wells used for comparison are similar to the GRG wells with 
similar hole sizes drilled in similar formations in the SSGF in recent years and are representative 
of average to good drilling performance in the SSGF.  
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Figure 6: Drilling days for offset wells at the Salton Sea drilled between 2005 and 2015. 

 

 
Figure 7: Drilling days for HK-1 and HK-2, new SSGF wells drilled in 2021 and 2022, using real time MSE 

monitoring. 
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Figure 8: Comparison of DvD for GRG wells and offsets wells at Salton Sea 

 

 

4. DISCUSSION 

Establishing a real time MSE monitoring system and utilizing the latest in PDC cutter technology 
have allowed a significant reduction in the time required to drill well by up to 50% when compared 
to offset wells, highlighting the improvement in drilling performance.     

This improvement in performance can significantly reduce the required days to drill a geothermal 
well and therefore will lower the cost for future geothermal projects. This is technology transfer 
from O&G, which is directly applicable, because the drilling parameters monitoring required are 
the same. The solutions to drilling dysfunction may be unique to each field. This study consists of 
analysis of data for two wells, but the gains are significant. Further data analysis and application 
of the MSE techniques suggested should be implemented elsewhere to further refine the techniques 
and substantiate results. Geothermal developers should include the data collection, monitoring and 
analysis in the drilling program. Implementing operational changes suggested through use of the 
data and analysis is crucial to realize of the gains possible, which involves the collaboration with 
the rig company, subcontractors and on-site personnel.  
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ABSTRACT 

When a new geothermal field is discovered following geoscientific studies, the next phase is 
to drill a number of exploration wells to confirm the existence of the resource. If the resource 
is confirmed to exist, then appraisal wells are drilled to determine the extent/size of the 
resource. Typically, about three wells are drilled for exploration and six wells for appraisal. 
When the resource is confirmed to be economically viable from analysis of the appraisal wells 
drilled, production drilling then begins for the purposes of producing steam for power 
generation and other direct use purposes. The key technologies for exploration and exploitation 
of deep geothermal resources is vertical and directional drilling. Exploration and appraisal 
wells are usually drilled vertically while directional drilling is employed for production wells. 
Directional drilling techniques entails deflection of the wellbore from the vertical and directing 
towards a desired direction in order to hit a predetermined target below the surface of the earth. 
Directional drilling has a number of significant advantages: it maximises well bore exposure 
through productive zones in the reservoir, enables drilling to inaccessible locations like built 
up areas or beneath mountainous area, reduces environmental damage and is economical to 
drill several wells from one well pad. 

This paper highlights the directional technique of planning and drilling of Menengai and Paka 
geothermal wells with the consideration of minimizing environmental impact in construction 
of access roads, well pads, water line infrastructure and steam line. 
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1. Introduction 
Many geothermal sites in the world are located in remote and sensitive ecological areas, so 
project developers must take this into account in their planning processes. Most geothermal 
sites in Kenya as shown in Figure 1 are no exception as they are found in such sensitive 
ecological areas. Example is the Olkaria geothermal field which is home to a number of wildlife 
and plant species. The Menengai geothermal field is also a gazetted forest area with various 
wild animal and specific plant species. The planning of the road network, water line 
infrastructure, construction of wells pads and steam lines should be such that it does not 
interfere so much with the environment and the local human and wildlife population. In order 
to minimise most of the environmental impacts such as vegetation removal, soil erosion, land 
subsidence and land slides caused by road, well pad and steam line construction, the drilling 
industry has devised an innovative drilling technique of directional drilling where it is possible 
to drill several wells directed in different directions from a single well pad thus reducing the 
amount of infrastructure needed in exploiting the resource. This innovative technique has been 
applied in the Menengai and Paka geothermal fields by Geothermal Development Company 
(GDC). 

Geothermal exploitation covers large land areas, for example the Geysers in the US which is 
the largest geothermal plant in the world with a capacity of approximately 1,517 megawatts 
covers an exploitation area of approximately 78 square kilometers, which translates to 
approximately 13 acres per megawatt (Ucsusa, 2013) .Without the innovation of directional 
drilling, a lot of damage to the environment can occur in those large exploitation acreage in 
opening up roads and constructing well pads. 
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Figure 1: Location of geothermal prospects in the Kenyan Rift valley system (Suwai, 2011) 

2. Exploitation of the geothermal resource 
Geothermal drilling entails drilling of wells to depths of up to 3000 metres or more in order to 
tap steam from subsurface reservoirs for power generation and/or hot water for direct use 
applications such as milk pasteurization, green house heating, aquaculture heating, and 
industrial process heating. Two techniques normally applied in drilling are vertical drilling and 
directional drilling. Vertical wells are normally drilled during exploration and appraisal 
drilling, whereas directional drilling is adopted for production wells (Nguyen,1999). 
Directional drilling in geothermal wells is adopted for a number of purposes: 

(1) To intersect as many formation fractures as possible since the well has longer lateral 
displacement compared to a vertical well  

(2) It is economical to drill several wells directed at different directions from one prepared 
well pad (Figure 2) 

(3) Sidetracking to bypass a fish or junk in hole  (Figure 3) 

(4) To access inaccessible surface locations like built up areas, mountainous area or water 
bodies 

(5)  To overcome environmental restrictions in constructing roads and well pads.  
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Figure 2: Directional wells drilled in different directions from one prepared well pad. Directional well 

intersects as many formation fractures as possible since the well has longer lateral displacement 
compared to a vertical well (see right side picture) 

 

Figure 3: Sidetracking around a fish and directional wells drilled beneath inaccessible surface locations 
(Iglis, 1987) 

 
Additionally, where directional wells are drilled from a multi-well site, there are the following 
advantages: 
• Total site construction costs are reduced. 
• Road construction costs are reduced. 
• Water supply costs are reduced. 
• Waste disposal ponds for drilling effluent can serve a number of wells. 
• The cost of shifting the drilling rig and the time taken are both significantly reduced. 
• When the wells are completed, the steam gathering pipe work costs are reduced. 
 

3. Directional drilling technology 
Directional drilling entails deflecting the well from the vertical and directing it along a defined 
trajectory (denoted by inclination and azimuth) to a predetermined target below the earth’s 
surface (Petro skills, 2014). It is conducted using special tools such as whipstocks, jetting bits, 
and mud motors (Figure 4). The most recent introduced deflection method is the use of Rotary 
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Steerable Systems (RSS) widely used in oil and gas .The point at which the well is deflected 
from the vertical is referred to as the kick off point (KOP). At KOP, the well is built gradually 
with the deflecting surface oriented in the desired direction. By orienting the deflecting surface 
in a specific direction, called tool face angle, the driller can change the inclination and azimuth 
of the well path (Maidla and Haci, 2004).To maintain the orientation of the tool face and thus 
change well bore trajectory, the drill string must not be allowed to rotate when deflecting using 
a mud motor and jetting bit. During building a directional well with the deflection tool, when  
about 15° inclination has been reached in soft formation  or 8° in hard formation, with the 
desired hole direction, it is usually safe to change  bottom hole assembly (BHA) if desired 
(Nguyen, 1999)  and continue building with rotary assembly. 

 

Figure 4: Deflection using a mud motor, jetting bit and whipstock 

Regardless of the choice of the deflecting tool, the intention is to point the deflecting surface 
towards a specific direction when kicking off a well. The survey tool will measure this direction 
relative to the earth’s magnetic North. In order to accomplish this, a small sub called the 
orienting sub is connected directly above the deflecting tool. The orienting sub has a small key 
(mule shoe key) shown in Figure 5 that can be aligned to the deflecting surface (referred to as 
the tool face). When the survey tool is run in hole, it locks into the mule shoe key as indicated 
in Figure 6 and hence the survey instrument will measure the direction the key is pointing 
(Deepak, 2015). 
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Figure 5. Orienting sub mule shoe key and the survey tool mule shoe slot 

 

Figure 6: Mule shoe slot locked in the mule shoe key. The direction of the key is the tool face direction (well 
direction) 

 

3.1 Design of Directional wells  

Directional wells take on several geometrical shapes depending on desired well characteristics 
such as required displacement at casing points, well displacement at total depth (TD) and 
target true vertical depth (TVD) at TD. This information is critical in deciding on the build 
and drop rates of the well and the length of the hold section. The geometry of a directional 
well can be defined by three parameters: 

• The built rate 

• Hold /drop inclination and  

• Kick off point (KOP) 
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Directional well configuration can be determined by assuming any of the two of the above 
parameters and then calculating the third. For instance, once the desired build rate and 
inclination have been established, the kick-off point can be determined. Built rates are mostly 
chosen to minimise fatigue in drill pipe, minimise key seat possibility and minimise torque and 
drag. The optimum build/drop rates in conventional wells vary  but are commonly in the range 
of 1.5° to 3° per 100 ft (30m) to avoid severe dog legs (Schlumberger, 1996). Basic types of 
directional wells include: 

3.1.1 Build & Hold (J-well) 
 
J-shape well has a vertical hole to a relatively shallow depth, the KOP. At KOP, the well is 
steadily and smoothly deflected until a maximum angle and the desired direction are achieved. 
At the end of the built point, the hold/tangent section is drilled at the specific inclination until 
the total depth is reached. The wellbore hits the target at the maximum build-up angle. The 
hold inclination is determined from the required final well displacement and TVD at TD. This 
design is used when drilling shallow wells with single producing zones (Petro skills, 2014). 

 

Figure 6: J-shape well (design calculations on the right) 

 

3.1.2 S-Trajectory (Build, hold and drop) 
Deflection is done at a relatively shallow depth and the well inclination is built to a specified 
value. The angle and direction are maintained until a specified depth and horizontal departure 
has been reached. Then, the angle is steadily and smoothly dropped until the well is near 
vertical. Thus the wellbore hits the target vertically. S-type wells are generally used where 
multiple pay zones are encountered. 
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Figure7: S-shape well (design calculations on the right) 

 

 

3.1.3 Continuous build to target 
The well is characterised by deeper kick off and small horizontal departure. The inclination 
is continuously built through to the target.  This type of well is less expensive and generally 
used for multiple sand zones, fault drilling, salt dome drilling, and stratigraphic tests. 

 

Figure 8: Continuous build to target well 

 

3.1.4 Horizontal or extended reach well 
This type of well is designed to have high inclinations and large horizontal departures. 
Horizontal wells will have an inclination greater than 80° (Mason et al, 2003). Applied where 
there is a long horizontal pay zone. 
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Figure 9: Extended reach well 

 

The most common designs in directional drilling of the geothermal wells are the J-shape and 
the S-shape designs (Hole, 1996). 

 

Figure 10: Complete directional drilled wells with casing (J-shape and S-shape) 

 

3.2 Sample directional well drilled in Paka Geothermal Field (PW-06A)  

The well was planned as a J-type well directed at an azimuth of N55E° with a target depth of 
2500-3000 metres. The kick-off point was planned at 350m, at which inclination angle was 
progressively built at the rate of 1.5° per 30m using a mud motor to attain a horizontal departure 
of at least 250 metres at the production casing depth as required by the geologist. The 13 3/8” 
anchor casing is set in a vertical hole at a depth of 338m. At a depth of 678m, the mud motor 
assembly was pulled from the hole and a rotary hold assembly run in. Drilling of the 12 1/4” 

1133



Rotich 

hole continued to a measured depth (MD) of 987m where final inclination of 27° was reached. 
The 9 5/8” production casing was run in and set with the shoe at 977 m MD. An 8 1/2” “locked-
up” rotary drilling assembly (Sperry-Sun, 2004) is run in and the well drilled to the final 
measured depth of 2800m.The resulting target point has a lateral displacement of 950m from 
the wellhead, in a direction of 50° North East. The vertical section and plan views of this well 
is depicted in Figures 11 and 12 below. 
 
 

 

Figure 11: MW-15A Vertical section plane view (blue-planned path, red-actual path) 

 

Figure 12: MW-15A Plan view (blue-planned path, red-actual path) 

 

3.3 Drilling in Menengai Geothermal Field  

The Menengai Geothermal Field (Figure 13) is located in the southern part of the Kenyan rift 
in Nakuru County. Drilling in the Menengai geothermal field started in February 2011 with the 
aim of harnessing steam for electric power generation and other direct use purposes. Several 
wells have been completed and tested, and a temperature of more than 300°C has been recorded 
at 2000m (Ofwona et al., 2011). The first few exploration wells were drilled vertically in 
Menengai. Directional drilling was adopted after confirming the existence of the resource to 
take advantage of the benefits offered by directional drilling. Minimization of environmental 
damage from road, water line and well pad construction was taken into consideration during 
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planning of these wells as the area is a gazetted forest with various plant and animal species. 
Besides, the success of directional wells drilled in the Olkaria field by Kengen (Theuri, 2014) 
provided further impetus to adopt the technology in the Menengai geothermal field.  

 

Figure 13: A map of Menengai Geothermal Field showing location and direction of drilled and planned 
directional wells 

 

3.4 Drilling in Paka Geothermal Field  

Paka Geothermal Field (Figure 14) is located in Baringo County in the Northern part of the 
Kenyan rift. This area is home to nomadic pastoralists called the Pokot and is a large grazing 
area with a number of cultural sites that belong to these people. It is also a bee keeping area 
with certain plant species whose flowers are very vital in honey production. Drilling in this 
field started in 2018. Four exploration wells were drilled which confirmed the existence of the 
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resource. Thereafter, several directional wells were planned and drilled with stringent 
consideration not to damage large grazing areas and important cultural sites. Minimization of 
environmental damage from road, water line and well pad construction was taken into 
consideration during planning of these wells.  

 

Figure 14: A map of Paka Geothermal Field showing location and direction of drilled and planned 
directional wells. Environmental impact was highly considered in the planning of these well. 

 
The idea of drilling directional wells from a multi-well site has been applied in several 
geothermal fields in the world including the Olkaria field in Kenya (Theuri, 2014) and Mokai 
geothermal field in New Zealand (Hole,1996). Figure 15 below is a map of Mokai geothermal 
field in New Zealand showing 6 wells drilled from a single well pad. 
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Figure 15: Mokai, Well Pad MK-II with Wells MK-10, MK-11, MK-12, MK-13, MK-14 and MK-15 as 
drilled Well Tracks (Cased sections indicated in grey/green; Production sections indicated in white). 
(Hole, 1996). 

 

 

4. Conclusion 

Environmental impacts resulting from road, well pad and water line construction in Menengai 
and Paka geothermal fields were greatly mitigated by adopting a directional drilling technique 
where several directional wells were drilled from single multi-well pads. In Menengai 
geothermal field where steam gathering system has been developed, single steam lines 
connected to several wells drilled in single multi-well pads also reduced the impact of clearing 
vegetation to pave way for construction of steam lines. Without the innovation of directional 
drilling, it would have required several steam lines to be constructed to connect to single wells 
drilled in several well pads. Destruction of grazing areas and important cultural sites were 
alleviated in Paka field by adoption directional drilling. 
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ABSTRACT 
As we address the energy trilemma and the scope of geothermal operators grows, more encounters 
with formations like basalt are inevitable. Historically, hard rock or igneous formations such as 
basalt that are targeted in geothermal wells would be drilled with either a roller cone bit utilizing 
a tungsten carbide insert (TCI) cutting structure, or diamond impregnated drill bits. There is a clear 
need to move to consistent, optimized PDC and hybrid bit selection, to help maximize performance 
and bring costs down to the point necessary to help make geothermal wells economically viable.  

This paper highlights how the continuous improvement cycle of optimization for bit design in 
challenging applications, applied to geothermal can deliver drill bit solutions that drive 
performance. In addition, this paper illustrates the process of using full-scale lab testing to capture 
and quantify drill bit responses in a controlled environment which can serve to advance designs 
more quickly at lower cost and with lower associated risk. 

1. Introduction  
As the world’s demand for energy continues to grow, so does the need to provide clean, reliable 
sources of energy to meet that demand. One area of focus is the geothermal space, where there has 
been renewed interest in the advancement of technologies associated with drilling into a 
geothermal reservoir. Drilling into a geothermal reservoir can present significant challenges to the 
bottom hole assembly (BHA). The Rate of Penetration (ROP) can be very low. Harmful vibration 
can cause damage to cutting structures and downhole assemblies (Heinisch and Kueck, 2019; Hohl 
and Kulke, 2020; Kueck and Kulke, 2021; Kueck and Hohl, 2022), further contributing to low 
ROP and short drilling distances, often resulting in multiple trips to replace the drill bit and/or the 
drilling tools (bottom hole assembly, BHA).   

One of the greatest sources of these challenges comes from the rock types encountered in a 
geothermal well. They can be very hard, characterized by high unconfined compressive strengths 
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(UCS), and thus require substantial amounts of weight on bit (WOB) and revolutions per minute 
(RPM) to achieve economic levels of ROP.    

One such rock that can be encountered in a geothermal application is basalt. Basalt, one of the 
igneous rocks, is known to be of very high UCS values approaching 43 ksi (300 MPa), and while 
it can be encountered during the drilling of an oil and gas well, often is not the primary target of 
the drilling program. It is often considered as a hazard to be mitigated or avoided, rather than 
focused upon. As basalt is associated with geothermal resources, and as geothermal drilling 
activity grows, so too can the expectation be that the amount of basalt to be drilled will increase.  

Historically, when asked to provide a drill bit solution to such an application, the proposed bits are 
diamond-impregnated or roller cone varieties, as the historical performance of PDC bits in hard 
rock applications has been plagued by poor performance in the form of low ROP, excessive cutting 
structure damage, and generation of higher levels of drilling torque. Roller cone bits generate less 
resulting torque, often with lower levels of vibration, but do have lower potential levels of ROP 
associated with them. The hybrid option i.e., drill bits with combination of PDC and roller cone 
components, falls between these two extremes by drilling with lower torque requirements and less 
harmful vibration compared to the PDC, and with higher ROP potential than the TCI option. 

Advances in drill bit technology (Pessier and Damschen, 2010; Russell et al, 2022) and the desire 
for more cost-effective drilling have reopened the discussion into the behaviors of PDC and hybrid 
bit types within drilling environments containing basalt. Quite frequently, this is done solely over 
the course of several iterations on actual wells, with learnings applied to the next well. This 
continuous optimization approach is and will continue to be a common method for drill bit 
optimization and can be demonstrated to be highly applicable for geothermal environments also. 
However, being able to assess drill bit performance in a laboratory environment (Ledgerwood and 
Kelly 1991; Everhard et al, 2023; Kueck et al 2023) provides an opportunity to revisit PDC and 
hybrid bit performance where variables can be tightly observed and controlled, tolerance of poor 
performance is higher, and learnings can be more clearly generated. Furthermore, full-scale 
laboratory drilling tests are utilized to calibrate a physics-based numerical 3D drilling program 
(Matthews III, O., Huang, X., Bomidi, J., 2021). The combination of laboratory and computational 
approaches can then serve to both accelerate the bit optimization cycle while reducing 
development costs at the same time.  

2. Drill Bit Optimization Process and Application 
2.1 Offset Analysis and Observations 

Offset analysis of drill bit performance and worn or dull bits is one of the critical inputs into the 
drill bit optimization process for the target application. Understanding both the offset application 
and its dull bit characteristics leads to innovation in the design and operational parameters for the 
next target application. The offset area for analysis is selected to be close to the target application 
in lithology and drilling conditions. An example of the drill bit designs studied for basalt rock 
optimization is an offset application with drilling conducted in 2019, where a hybrid bit was run 
as shown in figure 1. Examining the bit dull provided insight into the drilling behavior and 
indicators of potential design improvements. 
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Figure 1: Face view of dull hybrid bit from 2019. 

 
Figure 2: Views of typical damage to shoulder area of bit. 

The key observations include core out or ring out evident in the center of this 2019 era hybrid drill 
bit, contributing to the missing inner blade and the excessive shoulder damage of the PDC 
components as illustrated in Figure 2.   

Observations such as these have resulted in design changes and material improvements. For 
example, present day hybrid drill bits have improved design positioning of the central components 
to avoid the center ring out. Additionally, PDC diamond technology advanced in both material and 
design. This combined with improved cutting structure distribution and layout increases the 
durability in the shoulder area to avoid damage (Russell, Duffy, and Matthews, 2022). These 
design improvements are reflected in the new bit designs selected for testing in comparison with 
the previous decade designs studied from the offsets. The offset dull analysis, therefore, provides 
key indicators of potential improvements of the drill bit design. However, to retire any risk 
associated with the improvements before deploying them in the target well, and to iterate quickly 
and in a cost-effective manner, a combination of analytical/computational approaches that are 
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highly dependent and calibrated on laboratory testing data (Matthews III, O., Huang, X., Bomidi, 
J. 2021), and laboratory testing are employed in the design optimization process. 

2.2 Test Goals and Procedure 

The main goal of the lab investigations is to generate a better understanding of how current era 
PDC and hybrid bit designs respond to energy inputs while drilling in a lithology such as basalt, 
so that pathways forward can be identified for future drill bit development. In addition, another 
goal was to identify parameter sets that contribute to higher ROP levels or suppress drilling 
dysfunctions. A review of literature (Grindhaug and Selnes, 2013) revealed similar previous efforts 
to quantify these responses. However, it was recognized that bit design had evolved significantly 
in the time since those efforts had been undertaken. A test scheme was devised, using a hybrid bit 
representative of the technology from previous basalt testing efforts dating to 2011 to serve as a 
baseline, a hybrid bit representative of current design guidance for comparison, as well as a PDC 
bit with design aspects typically used in hard rock applications.  

Attention is paid to the drill bit responses to varying levels of WOB and RPM. These responses 
serve to quantify how each bit reacts to those inputs and allow for comparison between bit types. 
Well known metrics such as rate of penetration would be assessed, but also included are measures 
of the amount of generated torque for an applied WOB, known as bit aggression or Mu, as well as 
mechanical specific energy, or MSE, that provides insight into drilling efficiency with the energy 
being supplied (Pessier and Fear, 1992). 

The use of the drilling laboratory allows for drilling responses to be collected in the high frequency 
domain as well (Oueslati, H. et al, 2013; Pastusek, P. E., et al 2007) providing insight into how 
varying parameter sets affect the presence and levels of vibration (Zamudio and Tlusty,1987; 
Pelfrene and Sellami, 2011; Townsend and Moss, 2021). These vibrations can be detrimental in 
many ways, including loss of drilling efficiency, reduced durability to the cutting structure, and 
risk of damage to BHA components. Quantifying how each bit type responded from a high 
frequency aspect would then also shed light on potential pathways for future development.  

The test parameters that were used incorporated a wide spectrum of realistic WOB and RPM 
values. This is done to fully capture trends in bit responses, vibration levels, etc., as well as 
represent the range of possible parameters used across the industry. Care was taken to provide 
overlap of parameter sets between the various bit types. This is done to ensure good comparison 
of bit responses amongst the various bit types and designs. Applied WOB levels ranged from 
20,000 lbs up to 60,000 lbs, incremented in 5,000 lb steps. Flow rates utilized were 460 gallons 
per minute (GPM). To fully simulate the downhole drilling condition, a confining pressure of 4,500 
psi was applied during drilling.  

At the onset of a test, the bit is spudded into the rock to embed the cutting structure into the rock 
sample. Once embedded, a prescribed WOB and RPM step is applied to the drill bit and held at 
that RPM for a specified period of time. The RPM is incrementally increased, and the process 
continues until a maximum of 240 RPM is reached. The WOB is then increased, the RPM reduced, 
and the process is continued at the next WOB step. In this scheme, applied WOB levels ranged 
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from 20,000 lbs to 60,000 lbs, incremented in 5,000 lb steps. RPM levels ranged from 60 RPM to 
240 RPM, incremented in 60 RPM steps.  

2.2.1 Rock Selection 

A representative sample of basalt was acquired and characterized to determine its minerology, 
mechanical properties and ensure that the rock source available would serve as a good analog to 
typical basalt types found in actual applications.  Once these properties were deemed acceptable 
for the testing, full size rock cores were acquired for the full bit testing. 

 

 
Figure 3: CT Scanning image of Basalt core sample for triaxial compression test. 

Triaxial compression tests of Basalt cores are performed to measure the rock strength under 
downhole drilling condition. The size of the cylindrical core plug is 1.0 inch by 2.0 inch. The plug 
is CT scanned (figure 3) and trimmed before the compression test to remove any pre-existing 
fractures. Confining pressures of 0, 5000, 10000, and 15000 psi are applied to characterize the 
rock drilling strength in downhole environments. Acoustic velocities are recorded during the 
compression test and post-processed to calculate rock modulus and Poisson’s ratio. The results 
were shared with internal reservoir lithology experts and deemed as a good proxy for use in the 
testing. The results are shown in table 1.  

 

Property Value 
Density (g/cc) 2.9 

Young’s Modulus (ksi) 12700 
Poisson’s Ratio 0.28 

UCS (ksi) 31.5 
Angle of Internal Friction (degree) 52.0 

Cohesion (ksi) 5.4 
Table 1: rock mechanical properties 

 

1143



Savage, Cardoe, Kueck, Huang, Bomidi 
 

 

2.2.2 Drilling Laboratory Configuration 

The downhole pressurized simulator, or simulator herein, consists of an open-loop mud circulation 
system with capacity for 200 bbl. of fluid, (2) 1000 hp pumps triplex pumps capable of up to 500 
GPM, a hoisting mechanism for raising and loading the drill string up to 10,000 lbf, a 1000 hp 
rotary drive capable of up to 10,000 ft-lbf, and a pressure vessel rated to 10,000 psi. The system is 
controlled and monitored with a sophisticated array of sensors and controllers from within a secure 
Control Room. Figure 4 illustrates the arrangement of the circulation loop, torque on bit, and 
weight on bit subsystems that comprise the drilling simulator. (Ledgerwood and Kelly 1991) 

 
Figure 4: Downhole Pressurized Drilling Simulator 

From top to bottom the drill string in the simulator consists of a Kelly drive shaft, several 
assemblies of interconnecting subs, including a specialized torque sensor sub, a rotary encoder 
system, a thrust collar with associated bearing inner race elements, a rotary seal sub with 
incorporated inlet flow passages, several assemblies of specialized drill pipe, and drill bit, as shown 
in figure 5. 

 

 
Figure 5: Drill String Assembly – Indicated are the locations of the measurement systems as well as 

reaction forces during suspended and drilling operating conditions (Everhard et. al. 2023). 
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Axial loads are transmitted through the drill string by means of the thrust collar near the center of 
the string. While suspended during bit changing or no-load operations, the reaction forces are 
aligned in the up-string direction and down-string while in the loaded, or weight-on-bit mode of 
operation. These reaction forces are indicated in the figure with yellow and red arrows, 
respectively.  The position and effect of the combination of spherical and thrust bearing combined 
with the thrust collar ensure that the system is constrained in the radial direction and nearly 
constrained in the axial direction; there is small amount of axial motion when switching between 
loaded and unloaded operation.  The system is unconstrained in the angular direction, however, 
which allows for the characterization of the torsional response of the system as presented in this 
paper. 

 

3. Bit Types for Evaluation  
The bit types used involved two hybrid bits and one PDC bit, all in 12-1/4” size. The hybrid bits 
have dual cutting structures that combine the crushing action of a roller-cone based (TCI) cutting 
structure, along with the shearing action derived from the PDC portion of the cutting structure 
(Pessier and Damschen, 2010). The hybrid bits represent a 10-year progression of design iteration 
and allow for a clear comparison in how the bit performance has changed over time. The PDC was 
selected for comparison in this testing due to it containing several design features that are 
commonly selected for hard rock drilling applications. The inclusion of the PDC was important to 
establish an up-to-date baseline for how those design features performed in a rock such as basalt.  

Bit design B used in the testing serves as the baseline frame, as it is representative of the type of 
design utilized in previous basalt drilling campaigns, similar to the dull bit discussed in the 
previous section. Its cutting structure consists of 3 blades, each containing 16mm cutters, as well 
as a TCI arrangement consisting of three cones with a less dense compact arrangement. Bit design 
A is representative of a current hybrid bit design that would be considered for hard rock drilling at 
the present day. It consists of five blades, each containing 16 mm cutters, as well as a TCI 
arrangement consisting of two cones, with a denser compact arrangement and overall TCI structure 
that extends further inward towards the cone area of the bit. These design changes to bit A represent 
changes needed to improve durability both in the cone area of the bit, more support of the TCI 
structure to PDC portion, as well as increased durability in the shoulder region of the bit through 
increased diamond volume. Bit design C is a PDC design consisting of 8 blades, 16 mm cutters 
and, when combined with the profile type and use of backup cutters on each blade, maximizes the 
amount of diamond volume able to be located on the bit.  
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Figure 6: Isometric views of bits tested.  

4. Test Results 

4.1 General Bit Responses 

A general overview of the test results for all bits is first plotted over time. The top two tracks, 
WOB and RPM, represent the test sequence. The resulting torque and ROP values are plotted in 
the third and fourth tracks, respectively.  

 
Figure 7: General bit response comparison for all bits. Test parameters of WOB and RPM are found in 

top two tracks, respectively. Resulting torque and ROP are found in bottom two tracks, respectively.  
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Observations of the general responses can provide initial comparison of how each bit type 
performed under similar conditions and parameter sets as seen in figure 7. Both hybrid bit types 
(A and B, middle and dark green) are observed to have lower, more consistent levels of torque 
when compared to that of the PDC (bit type C, light green). Another observation is the separation 
in observed torque and ROP for bit type A versus that of B as WOB levels are increased. 

The PDC generates higher ROP for a given set of parameters, but a particular area to highlight is 
the larger variation of torque, particularly at lower WOB levels (0 to 500 seconds), with a gradual 
decrease in fluctuation as larger amounts of WOB are applied. This fluctuation in torque values 
can be a signal of drilling dysfunction and will be discussed later. 

Substituting the bottom torque and ROP tracks for Mu and MSE respectively, allows for 
observation of the changes in bit aggressiveness, and the overall efficiency of the bit during the 
test, as shown in figure 8. 

 
Figure 8: Comparison of bit aggressiveness (Mu) and mechanical specific energy (MSE) amongst all 

bits.  

Observation of the Mu track shows high levels of variation for the PDC bit at levels below 30,000 
lbs WOB, that decreases as higher levels of WOB are applied. Amongst the hybrid designs, both 
hybrid bit types exhibit lower, more consistent levels of Mu across the set when compared to the 
PDC. MSE values are higher, and more variable at lower WOB steps, and gradually decrease with 
increasing levels of applied WOB. 

Plotting applied WOB against the torque generated for each bit type allows for clear insight into 
not only the aggressiveness of each bit, but also how the aggressiveness varies at different 
parameter sets. This can be observed in figure 9.  
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Figure 9: Comparison of applied WOB vs resultant torque.  

What can be seen is a clear behavior change between the hybrid bit designs and the PDC. Both 
hybrid designs are observed to have a more linear torque response to applied WOB. Bit design A 
is observed to be more aggressive than bit design B, as it exhibits a higher level of torque for an 
applied WOB. Of note, is that the response is still very linear in nature, much like that of bit B. 
The PDC is much more aggressive than either hybrid, as shown by the higher level of torque 
generated for an applied amount of WOB. What is also evident is the varying nature of the torque 
response for the PDC at lower WOB levels, that gradually diminishes with higher applied levels 
of WOB.  

 

 

 

 

 

 

 

 

 

 

1148



Savage, Cardoe, Kueck, Huang, Bomidi 
 

Breaking the plots up by bit type allows for detailed observation to take place. First is an overview 
of the PDC test only in figure 10. 

 
Figure 10: General bit response comparison for Bit Design C (PDC) only. Test parameters of 

WOB and RPM are found in top two tracks, respectively.  

An initial observation of the PDC is the highly variable nature of the bit responses at WOB levels 
below 40,000 lbs. The fluctuations in MSE, Mu, and erratic nature of the resulting ROP are 
observed to increase progressively with increases in RPM for a given WOB step. Above 40,000 
lbs WOB, the amount of fluctuation in all responses decreases significantly, and the trend of 
increased variability with increasing levels of RPM does not persist. This suggests that for a 
significant amount of time during the test, the bit was suffering from a drilling dysfunction and 
drilling in a laterally unstable state and increasing levels of WOB served to stabilize the bit 
(Dunayevsky and Abbassian, 1995).  
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A comparison of the bit responses amongst the hybrid frames can be found in figure 11.  

 
Figure 11: General bit response comparison for Bit Designs A and B (hybrids) only. Test 

parameters of WOB and RPM are found in top two tracks, respectively.  

As observed previously, there is clear separation between the designs across the test. Bit design A 
is observed to operate at higher ROP values (up to 200% increase in some instances), with lower 
levels of MSE, throughout the test. While both frames exhibit some elevated variability in MSE at 
lower WOB values earlier in the test, the MSE signature for bit design A is observed to achieve a 
much smoother state, much sooner than that of bit design B. This lower, less variable signature of 
MSE, and consequent higher levels of ROP, suggest that bit design A the current hybrid design is 
more efficient at converting applied energy into resulting ROP.  

4.2 Dynamic Bit Responses 

The dynamic behavior of bits generates cyclic loading that can lead to fatigue failure or 
overloading with resulting damage like cracks and electronics failures. Loads can be measured in 
terms of forces and accelerations. Forces act on the tool body while accelerations act on the 
electronics. 

4.2.1 Dynamic Torque 

Torsional vibrations are generated by self-excitation mechanisms due to rock shearing. A variation 
of the torsional angle along the drill string twists the drilling tools which, in turn, imposes torque 
on them. In figure 12, torque maps are plotted that show the tested combinations of WOB and 
RPM. For every combination the dynamic torque response is plotted color coded based on the 
observed level of dynamic torque. Low RPM and high WOB lead to high dynamic torque marked 
with “DT” in the upper left of each plot. The PDC bit (bit C) shows the largest dynamic torque 
zone while both hybrid bits show a vastly smaller dynamic torque zone (bits A and B). The latest 
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hybrid bit design A shows the smallest dynamic torque zone, followed by the pre-generation hybrid 
bit design B and the PDC bit on the last place. This means that bit design A can be operated in a 
dynamic torque free zone that is much larger than the zones of bits B and C. 

 
Figure 12: Dynamic torque maps of tested bit designs 

4.2.2 Torsional Accelerations 

Another result of torsional vibrations are torsional accelerations that generate tangential and 
radial forces acting on drilling tool components. A map of WOB over RPM combinations can be 
seen in figure 13. The color code indicates the torsional accelerations normalized to 100 RPM. A 
darker shade of red indicates more torsional accelerations per RPM. It can be seen that the 
original hybrid bit design generates the lowest amount of torsional vibrations per 100 RPM. Bit 
design A generates more vibrations per 100 RPM and bit design C the most. It can also be seen 
that the hybrid bits generate less torsional vibrations per RPM for higher RPM and lower WOBs 
while the PDC bit accelerations per 100 RPM are independent of the RPM and the WOB. In 
Basalt, the hybrid bits behave torsionally more stable than the PDC bit. 

 
Figure 13: Tangential accelerations maps of tested bit designs. 

4.2.3 Lateral Accelerations 

In figure 14, the RPM, the normalized tangential accelerations and the normalized lateral 
accelerations (top to bottom) measured in the PDC bit are depicted. Instances of torsional 
instabilities are indicated by a plateau of the torsional accelerations (orange highlight). Instances 
of lateral instabilities are indicated by pulsing lateral amplitudes (blue highlight). Both instabilities 
do not occur at the same time but alternate one after the other. At lower WOBs and high RPM 
lateral instabilities are dominating while at higher WOBs and low RPM torsional instabilities are 
predominant. In general, the PDC bit is laterally unstable below 40 klbf and torsionally unstable 
above this threshold. This results in an unsteady drilling process as can be seen by the varying 
aggressiveness and MSE in figure 10. The PDC bit as tested here, when compared to the hybrid 
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bits, proved to be the most susceptible design to both lateral and torsional accelerations. The most 
probable explanation is the low depth of cut due to the high rock strength and the higher number 
of fixed cutters in the blades compared to the hybrid bits. 

 
Figure 14: RPM, tangential and lateral accelerations of PDC bit test 

5. Conclusions and Pathways Forward 

In this study, an offset analysis was conducted, and three bit types with potential for geothermal 
applications were successfully tested to quantify and compare their responses in a laboratory 
environment. Use of the lab allowed for a wider range of parameter sets to be explored with less 
inherent variability compared to conducting a similar test in a field application.  

Clear differences in ROP levels and drilling efficiency were highlighted, areas of dysfunction and 
parameter sets required to suppress them observed, and pathways for future work were uncovered. 
These pathways and learnings will accelerate bit development and reduce the amount of risk 
involved when conducting field trials.   

The PDC design highlighted the ROP potential that is present for the bit type, but also the potential 
for drilling dysfunction that can be present in a basalt drilling environment. The PDC bit was found 
to be laterally unstable at low WOB values, and once sufficient WOB was reached, was found to 
stabilize in the lateral sense, but generated high levels of torsional instability. A suggested pathway 
forward for the bit as tested here would be to explore bit design characteristics such as cutter shape, 
cutter layouts, and overall diamond volume, that will allow the bit to achieve stable drilling at 
lower levels of applied WOB. 

The hybrid design bit responses showed lower, more consistent levels of torque generated for a 
given amount of applied WOB when compared to the PDC as tested here. Both hybrid bit designs 
also exhibited lower levels of dynamic torque and torsional accelerations when compared to the 
PDC. Bit design A generated higher levels of ROP for a given amount of applied WOB and RPM 
compared to bit design B. A suggested pathway forward for this bit type would be to investigate 
continuing the trend of improving aggressiveness and efficiency and the conversion of these 
variables into ROP, while working to retain the linear response of torque to applied WOB. Based 
on the observed levels of ROP, drilling efficiency, and levels of dysfunction present, the 
recommendation based on these results would be to explore the use of bit design A in a similar 
application with basalt present. 
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ABSTRACT 

Strain-based casing design approaches have been used for high-temperature thermal and 
geothermal well applications by accepting a limited amount of axial plastic strain while 
maintaining the casing integrity. However, there are still challenges in burst and collapse design 
for axially yielded casing strings since there are no analytical equations available in industry 
standards or recommended practices for calculating the post-yield casing burst and collapse 
strengths. There is a technical gap in the rationale for selecting the appropriate design 
methodologies and the associated design margins in post-yield casing burst and collapse design. 

Finite Element Analysis (FEA) was conducted in this study to assist a technical investigation of 
the casing burst and collapse strengths in high-temperature geothermal wells. The FEA 
demonstrated the impact of key mechanical properties and the stress path on casing burst and 
collapse strengths at a few critical conditions through the thermal cycle. Based on the FEA results, 
extra design margins associated with the selected burst and collapse design equations were 
quantitatively evaluated. This study led to critical examinations of the applicability and limitations 
of the traditional burst and collapse design equations for high-temperature geothermal well 
applications. Physical testing is recommended for improving the confidence in casing burst and 
collapse design for high-temperature geothermal wells. The technical discussions presented in this 
paper are not only applicable for steel casings but also considered particularly valuable for 
corrosion resistant alloy (CRA) casings that have been used in geothermal wells, specifically due 
to the lack of test data and casing design methodologies for these casing candidates. 

1. Introduction 
In high-temperature thermal and geothermal wells, cemented casing strings may yield axially due 
to constrained thermal expansion and contraction during thermal cycles. Conventional stress-based 
design methodologies that limit the casing stress within the material’s elastic range are no longer 
applicable in these scenarios. Alternatively, strain-based design approaches have been used by 
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accepting a limited amount of axial plastic strain while still maintaining the casing integrity. Since 
the first introduction of a post-yield thermal casing design methodology by Holliday (1969), 
additional research and design methodology improvements have been made in this area 
(Maruyama et al. 1990, Kaiser 2005, Nowinka et al. 2007, Suryanarayana and Krishnamurthy 
2015).  Due to the displacement-controlled nature of the thermal load in the axial direction, the 
casing string can still maintain structural integrity even as the load exceeds the yield limit as long 
as the amount of plastic deformation is tolerable by the casing connections.  However, the pressure 
load (internal or external) is a load-controlled mechanism, and the strain-based design concept 
does not apply in the hoop direction of the casing. Therefore, burst and collapse design for axially 
yielded casing still needs to follow the traditional stress-based design approach to ensure that the 
casing pipe body has sufficient capacity to withstand the pressure load. 

The most comprehensive downhole tubular design methodologies are documented in API TR 5C3 
(API 2018). Design methods pertaining to internal pressure resistance include the historical Barlow 
equation, the triaxial yield equation and the ductile rupture model developed by Klever and Stewart 
(1998). Both the Barlow and triaxial yield equations predict the onset of yielding and are therefore 
theoretically invalid for casing strings where the stress exceeds the yield limit. The ductile rupture 
model incorporates large plastic deformation and predicts the actual rupture failure pressure of the 
pipe body subject to pure internal pressure. For collapse design, the API TR 5C3 includes both the 
historical API collapse equations and an advanced Klever-Tomano (KT) model (Klever and 
Tomano 2006). However, except for the elastic collapse equation, these equations are only 
applicable for ambient temperature conditions since the model parameters were calibrated based 
on ambient temperature test data. New Zealand’s code of practice for deep geothermal wells (NZS 
2403-2015) simply refers to API TR 5C3 for casing performance properties, including axial 
strength, internal pressure resistance and collapse resistance. The Alberta Industry Recommended 
Practice Volume 3 (IRP 3) (DACC 2012) developed by the Western Canadian oil and gas industry 
provides guidelines for thermal well casing design, most of which are also considered applicable 
for high-temperature geothermal well applications. The IRP 3 notes that there has been no 
conclusive evidence of casing burst failures in Western Canadian thermal operations and therefore 
does not provide clear guidance for burst design. On the other hand, the IRP 3 recognizes the 
limitations for thermal well casing collapse design and mentions that numerical modelling can be 
used to understand the response of casing strings in these scenarios. 

A few published papers have discussed burst and collapse of casing in post-yield conditions that 
are relevant to thermal service tubulars. Derived from the fundamental physics, Huang and Pattillo 
(1982) developed a collapse model incorporating the post-yield material stress-strain response and 
axial stress in the cross-sectional bending stiffness. This approach differs from the method in API 
TR 5C3 that accounts for the axial stress effect in the collapse strength using the von Mises 
equivalent stress formula, and therefore offers the opportunity to treat scenarios where the casing 
stress exceeds the yield limit. As part of an experimental study on thermal service casing 
performance by Maruyama et al. (1990), collapse tests conducted in this program included as-
rolled K55 casing samples under constant axial tensile loads exceeding the yield limit. These 
casing samples showed an appreciable amount of collapse resistance and provided some 
confidence for such challenging applications. Dall’Acqua et al. (2013) investigated this topic using 
FEA and concluded that the ductile rupture strength of a cemented casing string is independent of 
the initial stress or strain. While for collapse, the authors acknowledged the more complex nature 
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of the pipe response and the impact of path dependency on collapse strength and therefore did not 
provide a recommendation for a collapse design method. 

Although temperature derating of some material properties may be considered appropriate in 
traditional burst and collapse design equations, this approach can violate the technical basis of 
these equations and lead to unknown risks in the casing design. Moreover, previous studies have 
shown pronounced strain rate dependency of casing materials at elevated temperatures which can 
significantly affect the casing strength (Tao et al. 2021). Traditional material testing and casing 
design approaches do not capture the strain rate effect, which further complicates the casing design.  

The objective of this paper is to improve the understanding of casing response under pressure loads 
and the corresponding burst and collapse strengths in high-temperature wells. Using FEA on a 13-
3/8”, 68 ppf, L80 casing example, this study led to critical examinations of the applicability and 
limitations of the traditional burst and collapse design equations for high-temperature geothermal 
well applications. Physical testing is recommended for improving the confidence in casing burst 
and collapse design for high-temperature geothermal wells. The technical discussions presented in 
this paper are not only applicable for steel casing but also considered particularly valuable for 
corrosion resistant alloys (CRA) casing that have been used in geothermal wells, specifically due 
to the lack of test data and casing design methodologies for these casing candidates. 

2. Elevated Temperature Effects on Burst and Collapse Strengths 
Elevated temperatures such as those in high-temperature geothermal wells are known to 
significantly reduce the strength of Oil Country Tubular Goods (OCTG). Tao et al. (2021) 
conducted a comprehensive study on the effects of elevated temperature on OCTG materials and 
the resulting impact on tubular strength. In general, elevated temperatures cause a reduction of 
several key mechanical parameters that can significantly affect the burst and collapse strength, 
including the Young’s modulus, yield strength (YS) and ultimate tensile strength (UTS). 
Temperature derating factors of these key parameters such as those provided in the New Zealand’s 
code of practice for deep geothermal wells (NZS 2403-2015) are commonly used in elevated 
temperature casing design. In addition, Tao et al. (2021) demonstrated a pronounced strain rate 
effect at elevated temperature which significantly affects the tubular performance. 

When the casing material has sufficient toughness (i.e. when toughness reduction due to various 
corrosion mechanisms is not a significant concern), the casing burst is ductile and the burst strength 
primarily depends on the stress-strain relationship within the high plasticity region (i.e., UTS and 
strain hardening property). Temperature derating on the UTS directly affects the ultimate rupture 
strength of the casing, while the temperature effect on strain hardening response only has a 
secondary effect on the ductile rupture strength. Collapse is an instability failure mode which 
depends on the cross-sectional stiffness of the casing. Collapse models derived from fundamental 
physics such as the KT model in API TR 5C3 and the model by Huang and Pattillo (1982) indicate 
that the key parameters affecting the cross-sectional stiffness include the Young’s modulus, 
Poisson’s ratio, the post-yield stress-strain response within the small plasticity region (i.e., YS and 
strain hardening property), as well as the axial stress. Therefore, elevated temperature effects on 
the Young’s modulus and the post-yield stress-strain response within the small plasticity region 
dominates the reduction of the casing collapse strength. Poisson’s ratio has a negligible effect on 
casing collapse strength at elevated temperature, due to the small temperature dependency of 
Poisson’s ratio and the secondary effect Poisson’s ratio has on collapse strength. The thermally-
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induced axial stress also affects the casing cross-sectional stiffness as explicitly shown in the 
collapse model by Huang and Pattillo (1982), which significantly complicates the elevated 
temperature effects on collapse strength. 

3. Stress and Strain in Cemented Casing Strings 
Since the casing string is cemented in place, temperature variations in a geothermal well will 
introduce a significant axial load in the casing string as it’s prevented from axial expansion and 
contraction. In addition, the internal or external pressure change will also cause axial stress change 
in an axially constrained casing string due to Poisson’s effect. The stress and strain in an axially 
constrained casing string have a significant impact on the burst and collapse strengths. Therefore, 
it is important to review the fundamental stress and strain conditions in constrained casing for this 
investigation. Note that the beneficial effects of the radial support from the cement sheath are not 
considered in this study, as a common practice in general casing design. 

Since it’s more convenient to describe the elastic-plastic stress and strain responses of the pipe in 
the incremental form, stress and strain rates are used in the description below. As the most 
important strain component in a geothermal well casing string, the total axial strain rate includes 
three components (elastic, plastic and thermal) as: 

𝜖𝜖�̇�𝑎 = 𝜖𝜖�̇�𝑎𝑒𝑒 + 𝜖𝜖�̇�𝑎
𝑝𝑝 + 𝛼𝛼�̇�𝑇           (1) 

where 𝜖𝜖�̇�𝑎𝑒𝑒 and 𝜖𝜖�̇�𝑎
𝑝𝑝 are elastic and plastic axial strain rates, respectively, 𝛼𝛼 is the coefficient of thermal 

expansion and �̇�𝑇 is the rate of temperature change. For a cemented casing string, the total axial 
strain rate is zero: 

𝜖𝜖�̇�𝑎𝑒𝑒 + 𝜖𝜖�̇�𝑎
𝑝𝑝 + 𝛼𝛼�̇�𝑇 = 0           (2) 

The elastic axial strain rate is a function of the rates of the three normal stresses in the pipe body 
according to the generalized Hooke’s law: 

𝜖𝜖�̇�𝑎𝑒𝑒 = 1
𝐸𝐸

[𝜎𝜎�̇�𝑎 − 𝑣𝑣(𝜎𝜎ℎ̇ + 𝜎𝜎�̇�𝑟)]          (3) 

where 𝜎𝜎�̇�𝑎, 𝜎𝜎ℎ̇ and 𝜎𝜎�̇�𝑟 are the rates of the stresses in the axial, hoop and radial directions, 
respectively, E is Young’s modulus and 𝑣𝑣 is Poisson’s ratio. 

As per the classical metal plasticity theory (Chakrabarty 2006), the plastic strain rate is 
proportional to the corresponding deviatoric stress following the associated flow rule, and the axial 
plastic strain rate is expressed as: 

𝜖𝜖�̇�𝑎
𝑝𝑝 = �̇�𝜖

𝜎𝜎
�𝜎𝜎𝑎𝑎 −

1
2

(𝜎𝜎ℎ + 𝜎𝜎𝑟𝑟)�          (4) 

where 𝜎𝜎𝑎𝑎, 𝜎𝜎ℎ and 𝜎𝜎𝑟𝑟 are the stresses in the axial, hoop and radial directions, respectively, 𝜎𝜎 is the 
von Mises equivalent stress and 𝜖𝜖̇ is the equivalent plastic strain rate. The relationship between 𝜎𝜎 
and 𝜖𝜖 follows the true stress vs. plastic strain relationship from uniaxial tensile coupon test data. 

Substituting Eqs. (3) and (4) into Eq. (2), the axial stress rate can be expressed as:  

𝜎𝜎�̇�𝑎 = −𝐸𝐸𝛼𝛼�̇�𝑇 + 𝑣𝑣(𝜎𝜎ℎ̇ + 𝜎𝜎�̇�𝑟) − 𝐸𝐸 �̇�𝜖
𝜎𝜎
�𝜎𝜎𝑎𝑎 −

1
2

(𝜎𝜎ℎ + 𝜎𝜎𝑟𝑟)�       (5) 
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Eq. (5) establishes the general form of the axial stress response of a cemented casing string in a 
geothermal well. 

At a constant temperature (�̇�𝑇 = 0) and when the pipe body stress is within the elastic limit (𝜖𝜖̇ = 0), 
Eq. (5) only has the elastic component as: 

𝜎𝜎�̇�𝑎 = 𝑣𝑣(𝜎𝜎ℎ̇ + 𝜎𝜎�̇�𝑟)           (6) 

When the equivalent stress exceeds the yield limit, the axial stress rate is not only a function of the 
hoop and radial stress rates but also the current stress condition in the pipe: 

𝜎𝜎�̇�𝑎 = 𝑣𝑣(𝜎𝜎ℎ̇ + 𝜎𝜎�̇�𝑟) − 𝐸𝐸 �̇�𝜖
𝜎𝜎
�𝜎𝜎𝑎𝑎 −

1
2

(𝜎𝜎ℎ + 𝜎𝜎𝑟𝑟)�        (7) 

The hoop and radial stresses are functions of the internal and external pressures under equilibrium 
conditions. According to Stewart et al. (1994), the average hoop and radial stresses over the pipe 
wall thickness are: 

𝜎𝜎ℎ = 𝑅𝑅′

𝑡𝑡′
(𝑝𝑝𝑖𝑖 − 𝑝𝑝𝑒𝑒) − 1

2
(𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑒𝑒)         (8) 

𝜎𝜎𝑟𝑟 = −1
2

(𝑝𝑝𝑖𝑖 + 𝑝𝑝𝑒𝑒)           (9) 

where, 𝑝𝑝𝑖𝑖 and 𝑝𝑝𝑒𝑒 are the internal and external pressures, respectively. 𝑅𝑅′ and 𝑡𝑡′ are the deformed 
mean radius (average of the outer radius and the inner radius) and deformed wall thickness of the 
pipe, respectively. For elastic deformation of steel pipes, undeformed pipe dimensions may be 
used. 

4. Analysis and Results 
FEA was performed on a 13-3/8”, 68 ppf, L80 casing pipe body at selected critical conditions 
during a thermal cycle (25°C~325°C). The commercial FEA program Abaqus 2023 (Dassault 
Systèmes 2023) was used. The pipe body was modeled with generalized 2D plane strain elements. 
Various assumptions and modeling approaches were used in the burst and collapse analyses, as 
described below. 

The L80 casing material constitutive model was developed based on coupon tensile tests conducted 
at different temperatures across the thermal cycle temperature range. The material model has a 
temperature dependent elastic-plastic relationship with an assumed isotropic hardening rule. The 
static stress-strain curves that reflect the long-term response of the casing material under infinitely 
slow strain rate were used to define the post-yield stress-strain relationship, so the analysis 
provided a conservative estimation of the casing strength. The method to calibrate the static stress-
strain curve using tensile coupon test results with stress relaxation periods is described by Tao et 
al. (2021). Figure 1 shows the static stress-strain curves of the L80 material at ambient and peak 
temperatures. Note that the temperature derating of YS and UTS from static stress-strain curves is 
greater than that in the NZS 2403-2015 due to the stress relaxation behavior (i.e., strain rate effect). 
A constant coefficient of thermal expansion of 14 με/°C as suggested in ISO/PAS 12835 (2013) 
was used. 

1159



Tao 

 
Figure 1: Static Engineering Stress-strain Curves of the L80 Material 

 

4.1 Thermal Cycle Analysis 

Figure 2 shows the response of the axial stress in the axially constrained casing (i.e., cemented 
casing) FEA model to temperature over the first thermal cycle. Since the casing material model 
was based on static stress-strain curves, the axial stress response followed the orange curve in the 
chart after the initial yielding at around 200°C. For comparison, a conceptual dashed blue curve 
representing the axial stress response of a rapidly heated casing string was also plotted. Due to the 
strain rate dependency of the casing material, the fast heating of the casing string resulted in stress 
relaxation over time at the peak temperature, as observed in lab tests (Droessler et al. 2021). When 
the well is quenched, such as during water injection or a workover, the temperature drop would 
lead to an elastic unloading of the casing string. Further temperature reduction causes axial tension 
along the casing string. In subsequent thermal cycles, the axial stress response closely follows that 
of the cooling curve if there is no plastic deformation in the casing string during cooling (Droessler 
et al. 2021). At the end of the cooling phase, the FEA model shows that the casing string remains 
within its elastic limit.  

Casing burst and collapse analyses were conducted at three critical conditions: 

• At ambient temperature before heating - casing is in the elastic region with zero axial stress; 
• At peak temperature during well production - casing is under compression beyond the yield 

limit; and 
• At ambient temperature during well shut-in - casing returns to the elastic region and is 

under tension. 
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Figure 2: Casing Axial Stress During the First Thermal Cycle 

4.2 Burst Analysis 

The objective of the burst analysis was to estimate the ductile rupture strength of the casing, which 
is in contrast to the pressure capacity at the onset of yielding. The burst analysis model assumed 
nominal casing dimensions and predicted the ductile rupture strength associated with the global 
plastic instability failure of pipes as in the analytical burst models (Klever and Stewart 1998, Zhu 
and Leis 2006). Three cases were analyzed representing the cemented casing string before heating, 
at the peak temperature, and after cooling. Each case included one or multiple load steps, including 
an initial thermal load step when applicable (i.e., either heating to peak temperature or cooling to 
ambient) followed by the final burst analysis step. Two additional reference cases were analyzed 
considering an axisymmetric model with welded end caps (i.e., capped-end condition) at both 
ambient and peak temperatures. In the burst analysis step, an internal pressure was applied on the 
inner surface of the pipe while the external pressure was kept at zero. The analysis was performed 
using the modified Riks method, a special numerical technique to solve instability problems. 

4.2.1 FEA Results 

Figure 3 presents the analysis results showing the internal pressure response as a function of 
equivalent plastic strain for all five cases. The peak values in the curves are the plastic instability 
points representing the maximum internal pressure capacity that the casing can sustain. The results 
show that the ultimate burst strength is almost identical for the load cases at the same temperature. 
The different load history and/or boundary condition showed an impact on the pipe response at 
low plastic strain levels (<1%) beyond which the response converged among the analysis cases. 
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Figure 3: Internal Pressure vs. Plastic Strain 

The convergence of the pressure vs. plastic strain response at large plastic strain levels can be 
explained by the pipe stress and deformation response. When the pipe stress is within the elastic 
limit, the change of axial stress follows Eq. (6). Substituting Eqs. (8) and (9) into Eq. (6) and 
setting 𝑝𝑝𝑒𝑒 = 0, the axial stress rate can be expressed as a function of the internal pressure rate as: 

𝜎𝜎�̇�𝑎 = 𝑣𝑣 �𝑅𝑅
′

𝑡𝑡′
− 1� �̇�𝑝𝑖𝑖           (10) 

From Eq. (8), the hoop stress rate as a function of internal pressure rate is: 

�̇�𝜎ℎ = �𝑅𝑅
′

𝑡𝑡′
− 1

2
� �̇�𝑝𝑖𝑖           (11) 

From Eqs. (10) and (11), it’s shown that the rate of stress change between the axial and hoop 
components is approximately equal to the Poisson’s ratio (0.3) for typical OCTG pipes. This 
relationship may also be obtained from Eq. (6) considering that the radial stress component is 
much less than the axial and hoop stress components. 

When the stresses reach the yield surface, further changes in the axial and hoop stresses no longer 
follow the proportional relationship since the axial stress rate now follows Eq. (7) instead, while 
the hoop stress is still determined by the equilibrium condition in Eq. (11). Substituting Eqs. (8) 
and (9) into Eq. (7) and setting 𝑝𝑝𝑒𝑒 = 0, the axial stress rate is: 

𝜎𝜎�̇�𝑎 = 𝑣𝑣 �𝑅𝑅
′

𝑡𝑡′
− 1� �̇�𝑝𝑖𝑖 − 𝐸𝐸 �̇�𝜖

𝜎𝜎
�𝜎𝜎𝑎𝑎 −

1
2
�𝑅𝑅

′

𝑡𝑡′
− 1� 𝑝𝑝𝑖𝑖�        (12) 

Eq. (12) shows that the axial stress rate is not only dependent on the rate of internal pressure change 
but also the current stress condition in the pipe and the post-yield stress-strain response. The axial 
stress in Eq. (12) may be solved incrementally in a spreadsheet or by FEA. 
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Figure 4 shows the pipe body stress path in the axial vs. hoop stress space in the burst analysis step 
for the three cemented casing string cases. For the two cases where the pipe stress started within 
the elastic range, upon internal pressure loading the axial stress vs. hoop stress relationship follows 
an almost straight line as discussed above. Upon yielding, the stress path for all three cases 
converged along the corresponding initial yield surfaces to the stress path of the capped-end 
condition (axial stress vs. hoop stress ≈ 0.5). This behavior was also discussed by Stewart et al. 
(1994) and Dall’Acqua et al. (2013). The pipe ductile rupture strength is driven by the non-linear 
response of both pipe wall thinning and the material strain hardening. Both of these effects were 
relatively small before the pipe stress converged to the stress path of the capped-end condition (at 
1%~2% plastic strain). After the pipe stresses converged, the incremental pipe deformation is 
mostly plastic and is almost identical among these cases (i.e, the incremental plastic strain follows 
the associated flow rule and the deviatoric stresses are the same). As such, the pipe ductile rupture 
strength of the different cases is very close to that of the capped-end condition. 

 
Figure 4: Casing Stresses Under Internal Pressure 

At high hoop stresses, the post-yield stress points in Figure 4 were slightly below the initial yield 
surface for the two ambient temperature cases. This was due to the influence of the small radial 
stress component on triaxial yielding that’s not shown in this plot. Also note that the yield surface 
at the peak temperature is slightly larger than the virgin yield surface of the casing material at that 
temperature, and it represents the current yield surface after a small amount of strain hardening 
associated with the plastic deformation during the heating process, assuming an isotropic 
hardening rule. 

4.2.2 Burst Design Approach Evaluation 

It is important to note that the shape of the yield surface has a great impact on the ductile rupture 
strength of the pipe. The KS ductile rupture model uses the average of the solutions from the von 
Mises and Tresca yield theories based on experimental evidence (Klever and Stewart 1998). 
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Motivated by this finding, Zhu and Leis (2006) further developed a new average shear stress yield 
(ASSY) criterion with a yield locus between the von Mises and Tresca yield loci, as shown in 
Figure 5. 

 
Figure 5: Comparison of Three Yield Criteria and Experimental Data (Zhu and Leis 2006) 

The ASSY yield theory led to a similar ductile rupture strength solution for a capped-end pipe as 
the KS equation. Since the FEA-predicted ultimate burst strength is based on the von Mises yield 
criterion, a scale factor was proposed by Tao (2023) to improve the FEA prediction accuracy. The 
scale factor is the ratio of the burst pressure solutions between the ASSY yield theory and the von 
Mises yield theory for the capped-end pipe: 

𝑓𝑓(𝑛𝑛) = �2+√3
4
�
𝑛𝑛+1

           (13) 

where n is the Ludwik strain hardening exponent (1909).  

For the L80 casing material considered in this study, the calibrated n is 0.11 at ambient temperature 
and 0.09 at the peak temperature of 325°C. Multiplying the FEA-predicted burst pressure by the 
scale factor, the corrected burst pressure values are presented in Figure 6. The corrected values are 
considered to be a reasonable prediction of the actual burst capacity of the casing and are used to 
assess the extra design margin. Using the historical Barlow equation in API TR 5C3, the internal 
pressure rating for both ambient and peak temperatures are obtained as shown in Figure 6. Note 
that the nominal YS and a 12.5% wall thickness tolerance specified in API Specification 5CT 
(2018) were used in the calculation. A YS derating factor of 0.83 for L80 at 325°C (as per NZS 
2403:2015) were considered for the case at the peak temperature. The extra burst design margin 
(i.e., the difference between the ductile rupture strength and the internal yield pressure rating) is 
42% for all load cases at ambient temperature and 31% for all load cases at the peak temperature. 
Note that the reduced design margin at the peak temperature is due to the reason that the YS 
derating factor used in the calculation might not have considered the effects of stress relaxation.  

In general, burst design using the Barlow equation seems to be acceptable for cemented casing 
strings in post-yield conditions. It is important to use YS derating factors that consider the stress 
relaxation effect to ensure a sufficient design margin is maintained at elevated temperatures. In 
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addition, it is recommended that coupon tensile tests with stress relaxation periods be conducted 
at elevated temperatures to measure the static UTS and strain hardening properties that are required 
for estimating the ductile rupture strength and to better quantify the design margin. 

  
Figure 6: Predicted Ductile Rupture Strength 

It is important to note that test results have shown a significant change of the steel material 
response after being plastically cycled (Kaiser et al. 2008). The yield surface after cooling of the 
first thermal cycle can be significantly different from that before heating, even at the same 
temperature. Although the casing material model in the FEA has a temperature dependency, it does 
not capture the material property change after thermal cycle loading. In particular, the yield plateau 
as shown in Figure 1 that is often observed in quenched and tempered pipe would disappear and 
the elastic-plastic transition becomes round-kneed. The material YS also reduces in tension after 
plastic deformation in compression due to the Bauschinger effect. In general, the plastic 
deformation during a thermal cycle can significantly change the yield surface, including expansion 
and contraction, translation and distortion (Khan and Huang 1995). The effect of yield surface 
change on the ductile rupture strength should be further investigated. 

4.3 Collapse Analysis 

The collapse FEA model considered an initial casing ovality of 0.217% based on the statistical 
mean value of the OCTG production quality data in API TR 5C3, while other manufacturing 
imperfections were ignored. The analysis matrix included seven cases: 

• Collapse – Before Heating - cemented casing at ambient temperature before heating. 
• Collapse – After Cooling - cemented casing at ambient temperature after cooling. 
• Collapse – LT (Reference Case) - unconstrained casing (zero axial stress) at ambient 

temperature representing the collapse test condition specified in API TR 5C3 Annex I. 
• Collapse – LT with Tension - casing collapse under a constant tensile stress equal to that 

in the cemented casing after cooling. 
• Collapse – Peak Temperature - cemented casing at peak temperature. 
• Collapse – HT (Reference Case) - unconstrained casing (zero axial stress) at peak 

temperature representing the collapse test condition specified in API TR 5C3 Annex I. 
• Collapse – HT with Compression - casing collapse under a constant compressive stress 

equal to that in the cemented casing at the peak temperature. 
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Each analysis case included one or multiple load steps, including an initial thermal or mechanical 
load step followed by the final collapse analysis step. In the collapse analysis step, an external 
pressure was applied on the outer surface of the pipe while the internal pressure was kept at zero. 
The FEA collapse analysis was also performed using the modified Riks method. 

4.3.1 FEA Results 

Figure 7 shows the results of the external pressure vs. ovality response for the four cases at ambient 
temperature, where the collapse point is represented by the peak value in the curve. The collapse 
strength of the axially constrained case before heating (Collapse – Before Heating) is marginally 
higher than that of the axially unconstrained case (Collapse – LT). While both cases under tension 
showed expected collapse strength reductions. 

 
Figure 7: External Pressure vs. Pipe Ovality (Ambient Temperature before Heating) 

A close review of the global pipe body stresses can explain the variation of collapse strength among 
these cases. The global pipe body stresses are determined following the governing equations 
described in Section 3 of this paper by assuming a pure external pressure applied on the outer 
surface of a perfectly round pipe. The global pipe body stresses do not reflect the actual stress 
condition of a real casing where, due to imperfections, pipe ovalization would always occur under 
external pressure which introduces additional cross-sectional bending stresses. However, the 
global pipe body stress state provides insight into the overall stress condition in the casing for the 
purpose of investigating impacts on the casing collapse strength.  

Within the elastic limit, the change of axial stress follows Eq. (6). Substituting Eqs. (8) and (9) 
into Eq. (6) and setting 𝑝𝑝𝑖𝑖 = 0, the axial stress rate can be expressed as a function of the external 
pressure rate as: 

𝜎𝜎�̇�𝑎 = −𝑣𝑣 �𝑅𝑅
′

𝑡𝑡′
+ 1� �̇�𝑝𝑒𝑒          (14) 

From Eq. (8), the hoop stress rate as a function of internal pressure rate is: 

�̇�𝜎ℎ = −�𝑅𝑅
′

𝑡𝑡′
+ 1

2
� �̇�𝑝𝑒𝑒           (15) 

Similar to the cases under pure internal pressure loading, the rate of stress change between the 
axial and hoop components is approximately equal to the Poisson’s ratio (0.3). 
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Using Eqs. (14) and (15) and considering the initial axial stress state, the global pipe body stress 
paths in the collapse analysis step for the two axially constrained cases (i.e., Collapse – Before 
Heating and Collapse – After Cooling) are plotted in Figure 8. The stress paths for the two cases 
under constant axial stress (i.e., Collapse – LT and Collapse – LT with Tension) are also plotted 
for comparison. The results clearly demonstrate the detrimental effect of tensile stress on collapse 
strength as accounted for by analytical collapse strength prediction models. The axial constraint 
from the cement leads to a beneficial effect for the cemented casing with reduced axial tensile 
stress or increased axial compressive stress (Poisson’s effect), which results in an increased 
collapse strength compared to the cases under constant axial stress.  

 
Figure 8: Casing Stresses Under External Pressure (Ambient Temperature) 

At high tensile stresses, the casing reaches its collapse limit due to local yielding when the global 
stress state approaches the yield surface. As previously discussed in the burst analysis, the yield 
surface after cooling can be significantly different than before heating, which can significantly 
affect the collapse strength of the casing. Therefore, attention should be paid to ensure that an extra 
safety margin is applied to account for the uncertainties due to modeling assumptions and 
limitations. Ultimately, full-scale collapse tests of casing samples that have been subjected to 
representative constrained thermal cycle loading would provide confidence to validate the model 
predictions. 

Figure 9 shows the analysis results with external pressure vs. ovality response for the three cases 
at the peak temperature. Compared to the axially unconstrained case (Collapse – HT), the high 
compressive stress leads to reduced collapse strength. In addition, between the two cases under 
high compression, the cement confinement showed a detrimental effect on the collapse strength, 
which is in contrast to the cases at ambient temperature. Most importantly, the scenario where the 
casing has already yielded still shows a significant amount of collapse strength. The results are 
truly unintuitive. 
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Again, a careful review of the global pipe stresses can facilitate the interpretation of the predicted 
collapse strength results. Figure 10 shows the stress path for the three analysis cases. The von 
Mises yield surface at the peak temperature after a small amount of strain hardening was plotted 
as a reference. At the beginning of the collapse analysis step, the stress state is located on the yield 
surface. For the two cases under initial axial compressive stress, the external pressure results in an 
elastic unloading whereas the stress state moved towards the inside of the yield surface. The elastic 
unloading leads to a recovery of the material elastic stiffness, which is the main contributor to the 
collapse strength. This behavior is reflected in Figure 9 where the initial cross-sectional stiffness 
reflected by the slope of the external pressure vs. ovality curve is almost identical among the three 
cases up to a pressure of ~1700 psi. Beyond this point, local yielding in the axially constrained 
case (Collapse – Peak Temperature) started to quickly reduce the cross-sectional stiffness of the 
pipe model.  

As shown in Figure 10, further increases in the external pressure in the axially constrained case 
causes the global stress state to reach the yield surface again leading to final collapse. While for 
the other two cases, the global pipe stress state at the moment of collapse is still some distance 
from the yield surface. In general, a key learning from this investigation is that the global pipe 
body stress state at the peak temperature is on or close to the yield surface, which results in a great 
uncertainty of the pipe cross-sectional stiffness and collapse strength. As discussed previously, 
thermal cycles can significantly change the yield surface, which would in turn affect the collapse 
strength. Therefore, FEA-predicted collapse strength in this scenario needs to be carefully 
reviewed and an extra safety margin should be applied to account for prediction uncertainties due 
to modeling assumptions and limitations. Further research consisting of a carefully designed test 
program including characterization of the material behavior and full-scale collapse test of casing 
samples under representative thermal cycle load conditions is warranted to improve the confidence 
in casing collapse design for such challenging conditions. This is even more critical for CRA 
casings that have been used in geothermal wells, mainly due to the lack of test data and the more 
complex pipe structural response resulting from the anisotropic material property. 

 
Figure 9: External Pressure vs. Pipe Ovality (Peak Temperature) 

0

500

1,000

1,500

2,000

2,500

3,000

3,500

0% 1% 2% 3% 4% 5% 6%

Ex
te

rn
al

 P
re

ss
ur

e 
(p

si
)

Ovality

Collapse-HT (Pc = 2,594 psi)

Collapse-HT-With Compression (Pc = 2,553 psi)

Collapse-Peak Temperature (Pc = 2,378 psi)

1168



Tao 

 
Figure 10: Casing Stresses Under External Pressure (Peak Temperature) 

4.3.2 Collapse Design Approach Evaluation 

Figure 11 presents the FEA-predicted collapse strength for all cases. For comparison, either the 
historical API design equations or the KT equation can be used to calculate the design collapse 
strength at ambient temperature. As an example, the API collapse rating (calculated by the 
historical API collapse equations) and the collapse strength adjusted for the effects of the axial 
tensile stress are shown in Figure 11. The extra design margin (the difference between the FEA-
predicted collapse strength and the API rating) is 40% for the case at ambient temperature before 
heating, and 89% for the case after cooling. It appears that the API rating adjusted for the axial 
stress gives an extra design margin for the case after cooling. However, it must be recognized that 
the design margin has a high uncertainty due to the sensitivity of the yield surface shape and the 
relative position of the pipe body stress on collapse strength as discussed above. No attempt was 
made to use the API equations to predict the collapse rating at the peak temperature, since this 
approach is invalid due to the elevated temperature and post-yield stress state. 

  
Figure 11: Predicted Collapse Strength 
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It should be noted that this study did not consider the impact of other imperfections on collapse 
strength of thermal well casing. The study by Dall’Acqua et al. (2013) showed that even low net 
external pressure can lead to casing ovalization and loss of wellbore access when combined with 
thermally induced axial strain and where there is insufficient cement radial support. These are 
additional factors that should be considered for casing collapse design for high-temperature 
geothermal wells. 

5. Conclusions and Recommendations 
An in-depth investigation was conducted to understand the casing stress and strain response under 
pressure loads and the corresponding burst and collapse strengths at load conditions representative 
of high-temperature thermal or geothermal wells. The key findings and conclusions are 
summarized below: 

• The ductile rupture strength of a cemented casing string is nearly independent of its load 
history and can be closely predicted by analytical equations for the capped-end condition. 

• Traditional burst design equations that predict the onset of yielding (e.g. Barlow equation) 
can still be used for burst design of cemented casing strings in post-yield conditions. 

• Calculating internal pressure rating at elevated temperatures should consider the stress 
relaxation effect to ensure a sufficient burst design margin is maintained. Tensile coupon 
tests with stress relaxation periods at elevated temperatures are recommended to measure 
the static UTS and strain hardening properties to better quantify the burst design margin. 

• Historical API equations or the KT equation may be used to estimate the casing design 
collapse strength at ambient temperature during a thermal cycle. However, the design 
margin for cases after thermal cycles can be highly uncertain, since the yield surface 
changes after the thermal cycle and the pipe body stress state relative to the yield surface 
can significantly affect the collapse strength. 

• Neither historical API equations or the KT equation should be used for elevated 
temperature collapse design. Numerical modeling such as FEA can properly capture the 
temperature-dependent material properties and load path for these cases. One exception 
would be the case that the pipe body stays within the elastic range and the collapse mode 
is primarily elastic collapse as has been reported for titanium casing (MacDonald and Gram 
2021, Tao et al. 2022). 

• The casing collapse strength showed a strong dependence on the pipe body stress path 
relative to the yield surface. Therefore, FEA-predicted collapse strength at critical 
conditions during the thermal cycle needs to be carefully reviewed and an extra safety 
margin should be applied to account for prediction uncertainties due to modeling 
assumptions and limitations. 

This study led to the following recommendations for improving casing burst and collapse design 
methodologies for high-temperature thermal or geothermal wells: 

• Further research with a carefully designed test program is warranted to improve the 
confidence in casing design for challenging high-temperature applications. 

o Coupon tests of casing samples that have been thermally cycled with axial 
constraint should be conducted to characterize the material properties at critical 
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conditions during the thermal cycle, such as at the peak temperature and the end of 
cooling. 

o Full-scale collapse tests of casing samples at critical conditions during the thermal 
cycle, such as those examined in this study, should be performed. 

o Using the test results, collapse strength prediction models should be improved to 
address the critical scenarios in thermal and high-temperature geothermal wells. 

• Fundamental study of the structural behavior of CRA casings that have been used in 
geothermal wells should be conducted. 

o Material coupon tests and full-scale collapse tests similar to those conducted for 
OCTG products should be performed to examine the applicability of the commonly 
used casing design equations for CRA products. 

o The outcome of the study would facilitate necessary adjustment of these design 
equations for CRA casings when applicable. 

o The technical discussions presented in this paper should also be considered in future 
research to improve the CRA casing designs for high-temperature geothermal well 
applications. 
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ABSTRACT 

As directional drilling becomes more prevalent in geothermal wells with hydrothermal, Enhanced 
Geothermal System (EGS), and Advanced Geothermal System (AGS) wells, a host of issues may 
arise.  With higher side forces on the wellbore and harder formations, factors including casing 
wear, drill pipe wear, parasitic torque and drag along the drill string, and buckling can become 
major challenges.  If torque exceeds the limit of the drill string or rig, it could prevent completion 
of the well.  Further developing the high-grade geothermal western United States, an operator in 
Nevada experienced high torque and excessive buckling while drilling the lateral section of an 
EGS injector well.  Mechanical non-rotating friction reduction tools were investigated as a 
solution. High temperature, non-rotating friction reduction tools are often used in geothermal wells 
in the Salton Sea area for casing protection.  A high strength version of these tools to withstand 
the high side forces was tested to provide drill pipe standoff for torque reduction and buckling 
mitigation.  In a 11,500 ft (3,500 m) MD geothermal well with a 3,500 ft (1,067 m) lateral section, 
torque was reduced by 14% allowing for smooth drilling operations to TD.  The friction reducers 
showed minimal wear and no signs of significant damage.  Use of these tools on subsequent wells 
provided similar results indicating non-rotating friction reducers as an effective solution to casing 
wear, drill pipe wear, parasitic torque and drag, and buckling. 

1. Introduction 
Directional drilling is the practice of drilling wells with intentional deviation.  This practice allows 
for efficient thermal extraction and reaching otherwise inaccessible formations. Directional 
drilling is fundamental for Enhanced Geothermal System (EGS) and Advanced Geothermal 
System (AGS) wells where efficient placement and accuracy is crucial for success.  Challenges 
that come from added deviation in a wellbore include casing wear, drill pipe wear, and parasitic 
torque and drag along the drill string due to the drill string being pressed against the formation.  
Buckling can become an issue when horizontal directional drilling is implemented as the drill 
string will be in compression in the lateral section.  When buckling becomes severe, it can prevent 
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weight transfer to the bit, effectively halting drilling operation.  If torque exceeds the limit of the 
drill string or rig, it also could prevent completion of the well.  An operator drilling an EGS well 
in Nevada experienced high torque and buckling while drilling the lateral section of an injector 
well.  Torque reached levels causing the planned TD to be shortened, and the operator investigated 
methods of reducing the parasitic torque.  Non-rotating protectors (NRPs) were determined as a 
potential solution. High-temperature NRPs are often used in geothermal wells in the Salton Sea, 
USA area for casing protection.  Although these NRPs were strengthened to a rating of 2,000 lb 
per 31 ft (range 2 drill pipe joint length), side forces in directional wells can reach more than this 
rating.  Accounting for the planned well path, actual surveys, drill string, drilling fluids, and 
drilling parameters, a conventional torque and drag analysis was conducted to evaluate the 
estimated torque and drag along with methods to manage these parasitic factors.  In a 11,500 ft 
(3,500 m) geothermal well with a 3,500 ft (1,100 m) lateral section, estimated side force reached 
up to 3,700 lbs per joint length at TD resulting in torque over 25 kft-lbs. 

2. Evaluation of Current Methods 
The high temperatures and occasionally hard formations of geothermal wells present a challenge 
for torque reduction and buckling mitigation. A few methods currently used are to optimize well 
geometry, add lubricants to the drilling fluid, and using a rotary steerable system (RSS) in place 
of a mud motor with a bent housing.   

2.1 Optimizing Well Geometry 

Cost, infrastructure, and permitting may dictate the well shape, however the adoption of horizontal 
drilling for oil and gas carries over nicely into extending wellbore exposure into a geothermal 
reservoir.  However, wellbore can only be adjusted to an extent based on surface and reservoir 
location.   

2.2 Drilling Fluid Additives 

Adding lubricants or other additives to the drilling fluid  can be an effective method of decreasing 
torque and drag across the entire wellbore. However, cost, environmental impact, and high 
temperatures may prevent use of drilling fluid additives or lubricants. Since geothermal wells often 
have faults and lost circulation zones, effectiveness of lubricants is reduced. Additionally, 
additives may complicate or foul mud coolers at the surface.  

2.3 Using a Rotary Steerable System (RSS) Drilling Assembly 

While the use of an RSS allows for a less tortuous wellbore, it is currently cost prohibitive for 
geothermal wells with relatively simple well paths and 5,000 ft lateral lengths compared to 
complex oil and gas wells.  Further, the gyro steering instruments of the RSS require 120 RPM 
speed to function, accelerating casing and drill pipe wear. 

3. Non-Rotating Protector Evaluation for Drilling  
Mechanical friction reducers or non-rotating protectors (NRPs) are attached on the drill pipe near 
the tool joint with axial stop collars allowing a sleeve to freely rotate on the drill pipe, providing 
standoff and reducing torque.  These tools can be strategically placed along the drill string to target 
only the areas containing high side force that cause the most parasitic friction and wear. Based on 
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experience using NRPs for casing protection in the Salton Sea, USA geothermal field, a contractor 
sought assistance in drilling a horizontal well in a new geothermal field in Nevada.  

3.1 NRP Adaptation 

The Salton Sea geothermal field is approximately 500°F and pH of 2, highly corrosive for the 
casing.  Further, the steel pipe drilling across casing causes galvanic corrosion of the dissimilar 
materials.  Rubber rotating casing protectors are commonly run in cased hole but can detach to 
cause non-productive time (NPT).  A high-temperature NRP for use in open-hole shown in Figure 
1 was developed for improved protection of titanium and super-duplex stainless steel casing. Years 
of use of NRPs in this field established the tool as a common practice and development to a more 
robust design made NRPs attractive to operators in other fields, such as the developing field in 
Nevada. The robust design in Figure 2 included a dual hinge allowing for a stronger structure and 
rubber to be used.  

 

Figure 1: High-temperature non-rotating protector sleeve 

 
Figure 2: Improved high-temperature non-rotating protector sleeve with dual-hinge design 
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Figure 3: Improved high-temperature non-rotating protectors installed on drill pipe 

3.2 Trial Well #1 

A total of 117 x 5” NRPs were installed to drill the remaining 800 ft of a 9-7/8” hole section of an 
injector well in a new field in Nevada.  Figure 4 shows NRPs installed in the areas of deviation 
that cause side force, torque, and drag.   

 
Figure 4: Well #1 shape and NRP placement in colored zones 
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The well deviations or doglegs cause side force seen in Figure 5, but also casing wear that can 
shorten the usable life of casing, particularly steel casing susceptible to corrosion at high 
geothermal temperatures.  Further, wellbore pressure integrity is needed when using the casing to 
hydraulicly fracture less-permeable formations for enhanced stimulation or production from the 
reservoir. 

 
Figure 5: Well #1 estimated side forces while drilling and backreaming. 

Rate of penetration (ROP) while drilling the hard granite formation was 10 to 30 ft/hr, an 
opportunity for improvement with more weight on bit (WOB) or bit selection with future wells.   

The open hole was reamed and logged before a successful trial/dummy casing run with fiber optic 
cable attached before NRPs were removed.  Running sensitive fiber optic cable on the casing may 
be used for temperature monitoring for energy production at the surface.  Had the trial casing run 
been unsuccessful, further reaming of the hole would have occurred to ensure the casing reached 
well bottom.  
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Figure 6: Well #1 drilling parameters showing steadily increasing torque and decreasing WOB with NRPs 

installed. 

Knowing the local friction reduction of NRPs from other wells, the data indicates NRPs provided 
a 14% torque reduction in surface torque.  In horizontal wells much of the surface torque is 
generated by the parasitic friction along the drill pipe, inhibiting delivering torque to the bit as 
intended.  The off-bottom torque in Figure 6 was consistent both while drilling ahead at 10,500 ft 
and tripping out.  This indicates good hole cleaning, due to the relatively low ROP.  The protectors 
showed minimal wear and no signs of significant damage indicating that standoff was maintained 
for the entirety of the run, reducing drill pipe and casing wear.  The operator was impressed with 
the performance and permitted use of NRPs on subsequent wells. 

3.3 Trial Well #2 

A total of 87 x 5-1/2” NRPs were installed to drill the last 2,500 ft of the 9-7/8” hole section of a 
production well.  The two wells were similar with exception of switching to 5-1/2” drill pipe for 
Well #2 and the lateral extending 5,000 ft (1,520 m) into the formation. Figure 7 shows the 
horizontal well shape for the production well. 
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Figure 7: Well #2 shape and NRP placement in colored zones 
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Figure 8: Well #2 drilling parameters showing steadily increasing torque and decreasing WOB with NRPs 

installed. 

The data indicates NRPs provided an 8% torque reduction on Well #2 as fewer NRPs were used. 
The open hole was logged and NRPs were removed while laying down drill pipe. 

The torque of the two wells was similar, though Well #2 had greater WOB as seen in Figure 8.  
Considering the rig and drill pipe could deliver 30 kft-lb, future wells could have extended laterals 
for greater exposure to the heat of the geothermal formation.  With the use of NRPs, a rig with 
lower torque capacity could be used to reduce drilling cost. Or a larger open hole could be drilled 
to increase fluid volume flow to the reservoir, should casing pressure requirements allow. 

4. Conclusion 
Two long lateral wells with high deviations were successfully drilled with 5” and 5-1/2” drill pipe 
and the use of non-rotating protectors for casing protection and torque reduction.   

Mechanical friction and wear reduction devices such non-rotating protectors are effective at 
reducing torque, protecting casing, and mitigating buckling to adopt directional and horizontal 
wells in geothermal drilling.  Looking forward, highly-deviated geothermal wells, such as AGS 
and EGS, could benefit from a low-friction NRP for use in the open hole lateral to reduce drag and 
improve tripping operational efficiency.  

While side forces that cause casing wear are usually towards the surface, horizontal wells with 
buckling of drill pipe across a hot geothermal lateral create a new challenge for friction devices.  
Further work to develop low-friction, high-temperature friction reducing NRP is ongoing.    
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Appendix: Dogleg Severity Graphs 
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ABSTRACT 

Exploration drilling around geothermal systems often encounters dangerous artesian water and 
high-pressure steam. Mineral explorers drilling in these environments should be aware of these 
issues and be prepared for blow-out prevention and hole plugging in difficult conditions. 
Experienced drill crews and explorers often foresee the safety hazards and are usually equipped to 
deal with them. They can react quickly by employing countermeasures to minimize the dangers. 
The site manager should ensure that inexperienced drill crews are suitably trained for emergency 
procedures, and remediation tools and supplies are on site. They should produce a training 
document with protocols on how to recognize dangerous conditions before they materialize and 
procedures to manage and suppress dangerous hole conditions. Core drilling underground in 
geothermal systems can be especially dangerous. The exploration manager should know how to 
provide safe dewatered mine workings, drill cut-outs, adequate ventilation, and suppress flooding 
and flashing steam. The workers will need specialized safety equipment including insulated rain 
suits, heat-proof gloves, air-conditioned workstations, and splash guards that can divert boiling 
water and flashing steam. The exploration manager should take responsibility for safety and work 
with the drillers, who often lack the experience and tools to safely complete holes. It is always best 
to accept the higher costs, do a good job and live long healthy lives. 

1. Introduction 

The purpose of this paper is to share my personal experience in successfully drilling projects with 
dangerous geothermal conditions. Experienced drillers should always be employed when testing 
areas where high pressure water and steam may be encountered. However, there will be times 
when this is not possible, in remote regions or during times of drill rig and drill crew shortages. In 
these cases, it is an advisable safety consideration to make sure an inexperienced crew will be 
prepared to handle dangerous conditions. Drill crews generally appreciate safety training and tools 
which protect them from harm, improve performance and do not add to costs. Geothermal and 
heat-flow drilling is generally done with conventional rotary drills using heavy drilling mud to 
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suppress minor volumes of artesian water and flashing steam. Mineral exploration is most often 
done with reverse circulation drills using air or water. Drilling with air and water can allow hot 
water under pressure to flash quickly to the surface, endangering drill crews and the environment. 

2. Exploration Drilling around Geothermal and Artesian Water 

On new projects, a baseline of drilling hazards is generally established, and appropriate precautions 
taken. If there is any chance of artesian water or a steam blow-out, casing should be set into 
bedrock and a geothermal or gas well blow-out preventer installed at the top of the casing. By this 
method water and steam can be diverted to the side of the drill and directed away from the drill 
crew with heavy rubber hoses. The rubber hoses are often old “sand lines” and held in place by 
fastening to rebar or metal fence posts driven into the ground. If casing cannot be anchored into 
bedrock there is a possibility of liquifying the alluvium around the drill, creating a lake of mud 
and water or “quicksand” and possibly having the drill fall into the hole. In most countries it is 
illegal to leave artesian water flowing from a drill hole. These must be plugged as required by law 
or an incompetent or poorly equipped driller will likely lose their license. The burden of repairing 
the environment will be the responsibility of the operator or landowner if the operator defaults. 

When faced with a developing mud lake, a truck mounted drill should detach from the rods and be 
towed out of the muck before it is lost. This can often be done with the aid of the rod truck helping 
to pull from the front. After water flow stabilizes, a crane is employed to lower large diameter 
casing (usually 24-inch for a 6-inch exploration hole) over the abandoned drill rods or the midpoint 
of upwelling water if the rods are not visible. This will generally contain the flow of water as it is 
lowered over the area of up flow. Often this casing can be lowered to bedrock and completely 
contain the flow of water. The next step is to pour a concrete pad around the large diameter casing 
upslope or opposite the stream of artesian flow. After the concrete hardens sufficiently, a drill can 
re-enter the hole and grout it shut. This often requires one or more oilfield size grout pumps and 
considerable cement and barite. If this process does not work, you may need to drill an angle hole 
or multiple angle holes into the area of the flow to grout the formation shut. This can require more 
than 60 tons of cement for a relatively short 6-in diameter exploration hole. Poor drilling practices 
can lead to serious cost overruns, injuries and even loss of life. 

Even with a blowout preventer and a sealed drill hole collar, flashing steam is often a hazard when 
breaking rods to continue drilling, pulling out of the hole, or retrieving core. Small-scale steam 
flow can often be calmed by injection of cold water. Larger scale steam flashing can often be 
quelled by a truckload or frac-tank load of cold water, at least for long enough to exit the hole and 
cement the formation. Major steam blow-outs are not likely to occur in mineral exploration 
drilling, but they can be catastrophic, and these holes should be monitored carefully and 
discontinued before a blow-out or significant artesian flow occurs (Figure 1). 

3. Safety Preparedness 

When drilling in potentially dangerous conditions risks can be reduced significantly by exercising 
caution and having the proper emergency tools on hand. It is advisable to keep careful track of any 
artesian water or steam flow when drilling. Any unusual mud, water, steam or gas flow should be 
viewed with suspicion. Usually, artesian flow starts gradually and becomes excessive within 3-10 
meters of drilling, enough time to shut off the hole. Excessive steam or water is often from a fault 
structure that can be safely re-drilled from another site. Occasionally blow-outs occur without 
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warning and can geyser far over the mast of a drill and rain rock debris and boiling water around 
the drill site (Figure 1). 

 
Figure 1: Beowawe Geysers, June 1976, An Obvious Geothermal Steam Hazard. 

 

Dangers to human life can be minimized by setting casing in bedrock and using a blow-out 
preventer. Hoses and any other tools needed to divert hot water or venting steam away from the 
drill should be available to provide a safe workspace. It is best for the property owner or operator 
to have these tools and emergency supplies available, stored on site in a locked trailer with pallets 
of cement, barite, and grouting materials. This is more convenient and cost efficient when multiple 
contractors are used, saving the cost of contractors billing multiple times for the tools. Durable 
hole plugs that can be rammed down the hole with drill rods may be needed to grout and cement 
the hole shut. Inflatable hole plugs may be required where a hole has caved or washed-out too 
much to set other types of plugs. Again, one needs the accessories (galvanized iron water pipe used 
as an airline and placement tool, air nipples and pressure gauge) to place and inflate a plug 
properly. Drillers often overinflate these plugs and it is advisable to stop inflation shortly after 
water flow stops or the plug may burst. Sometimes an inflatable plug must be placed above the top 
of a cavern due to water pressure. In this case it may fall with the weight of cement. As cementing 
starts it may be advisable to use a little calcium chloride in cement to speed drying and build a 
“bridge” on top of a plug, give it time to dry and then continue cementing. This may be considered 
a waste of time, but it can also be considered insurance. In most jurisdictions any hole in the water 
table will need to be cemented from top to bottom. Holes with extreme water pressure and flow 
will often force cement back out of the hole even when a durable plug is set. In this case heavy 
barite-cement mixtures are needed to plug the hole. If this does not work drilling new holes and 
grouting may be required. Fortunately, smaller diameter exploration holes are easier to plug. 
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Pressurized fluids are often structurally controlled, and fluid pressure in drill holes will usually 
decrease with time. This can be due to a limited water supply, reduction in carbon dioxide vapor 
or occasionally drilling air. When drilling through clay caps it is possible to drill through 
pressurized vapor. Since this usually occurs prior to setting casing, the resulting blow-out can send 
water and alluvium up through the drill mast and result in a collapse of the ground around the drill. 
Usually, you can re-level the drill and continue the hole. This trapped gas is generally carbon 
dioxide but rarely contains other gases like methane and in very rare cases can displace breathable 
air from around the drill collar and controls.  Reverse circulation drilling, especially with booster 
compressors, can force air into permeable formations and create artificial artesian water flow 
which will usually dissipate overnight. 

4. Small Mine Development in Geothermal Conditions 

Underground development drilling in geothermal fields offers many challenges. If a mineral 
deposit can be drilled from underground, it can probably be mined. The first important 
consideration is the heat source. Is the orebody within the heat source, or simply heated by inflow 
of geothermal water? Generally, even when related intrusions occur at the surface, the heat source 
is often much deeper in the earth. The ability to mine an orebody can be determined by dewatering 
the ore zone, tunnelling under it, and measuring and monitoring rates of cooling. As the ore zone 
is exposed a timeline to safe mining can be established. In extreme cases, where temperatures are 
more than 140°C, dewatering wells will likely need to be drilled more than 50m below the level 
that needs to be dewatered. A column of water is often required in the dewatering hole to prevent 
water at the bottom from flashing into steam and ending extractability. Of course, high temperature 
pumps will be required. As ramps and tunnels extend into this hot rock, conventional explosives 
often melt, and special explosives will be required. An important safety precaution when tunnelling 
into dewatered geothermal areas is to drill pilot holes 50 meters or more on the tunnel headings. 
These holes will generally encounter any perched water and minimize catastrophic flooding when 
advancing underground workings. Old exploration drill holes will be encountered when tunneling, 
spewing boiling water and flashing steam from all angles into the workings. These can be sealed 
with rubber pads and steel plates bolted into place. These conditions may inflict at first a certain 
degree of terror in the workers, but rest assured these conditions can be manageable. Miners may 
need to be limited to 4-hour shifts due to heat for their health and safety. Worker complacency is 
often as big a safety risk as the obvious hazards. It will not be possible to cool all the workings 
initially, so the crew may need to drive into the workings with airconditioned vehicles and work 
under point source ventilation. This means there will be plenty of fresh air at the working faces, 
but other areas of the workings will be too hot to linger within and they will be clouded with steam. 
After dewatering, the rocks may take months to cool. However, slow steady development 
tunnelling can continue. The sooner that raise bore air shafts and other thorough-going ventilation 
can be established the better, since this will increase the rate of cooling. Once through-going 
ventilation is established a large air-conditioning unit, the type you see on the roofs of high-rise 
hotels, can be installed to bring mine temperature and moisture conditions down to near normal. 

5. Underground Drilling in Geothermal Conditions 

Underground core drilling in geothermal conditions offers its own set of problems. It must occur 
in a confined space that is difficult to cool, especially with flashing geothermal water. The drill 
rods are too hot to handle with ordinary gloves, which are often needed even with automated rod-
handler systems. Heat fatigue is also an issue with the drill crew, but for every problem there is a 
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solution. The drill station set-up should have ample space, a wooden deck to reduce hot mud, 
flooding and slipping hazards and be safely screened and/or covered with shotcrete if necessary. 
The driller and drill controls can be safely housed in an air-conditioned cabin, designed for a track 
hoe or other equipment (Figure 2). Windows can be screened, and the helpers housed in a similarly 
cooled workstation. This allows the crew to work an 8- or 10-hour shift and minimizes heat fatigue. 
A designed for purpose drill station set-up is presented in Figure 2, from the Cerro Blanco project 
in Guatemala. 

 
Figure 2: Underground Core Dill Set-Up at the Cerro Blanco Project. 

 

The crew is dressed in insulated rain gear or equivalent and the helpers wear face shields and 
furnace gloves when hot rods need to be handled. The drill has safety railed steps to the top for 
helpers to handle rods with splash guards around the platform and collar to deflect flashing water 
and steam. When conditions require, the drill collar can have cemented casing, a blow-out 
preventer, and another splash guard over the rod connection to block steam flashing up the hole 
when rods are taken apart (Figure 3). This set-up minimizes the time and proximity of workers to 
potentially dangerous positions and conditions, which occurs when unthreading rods, retrieving 
core, and tripping out of the hole. Drill rods can be separated before the helpers leave their station, 
so any flashing conditions can be observed and managed before helpers are at risk. 

Safety protocols should be written down and the drill crews trained to follow the safety procedures 
with the driller in charge of the site. If a driller considers any hole too dangerous to continue it is 
shut off. Drill hole sequencing is important. At most sites we drill fans of holes. Upwardly oriented 
holes are usually drilled first since they generally drain only minor hot water. Downwardly 
oriented holes are drilled last since they are generally drilling into the geothermal system. 
However, any hole can hit water bearing faults or perched water and potentially flood a drill site. 
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Figure 3: Splash guard over drill collar at Cerro Blanco, Guatemala. 

 

6. Conclusions 

I have encountered many dangerous conditions in my almost 50 years of drilling experience. Most 
of these were mineral exploration projects where hot water, steam and artesian water flows were 
encountered by accident. Sometimes it is necessary to shut down drilling for safety concerns and 
re-tool for safer drilling. It is best to work with drillers and provide guidance, supplies, and tools 
to safely complete holes, accept the higher costs, do a good job and live long healthy lives. I have 
never regretted being overly cautious or abandoning important holes, knowing the potential 
dangers. Although underground mining in geothermal fields is far from a common practice, 
advances in autonomous mining systems and technologies will soon make it possible to tunnel into 
geothermal systems and dry heat sources with minimal risk to humans. I hope this has been helpful 
to the beginners and less experienced explorers and please stay safe. 
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ABSTRACT 

Machine learning algorithms may be trained to predict data in areas where coverage is sparse. We 
make use of a Stacking Regressor, which is a supervised machine learning algorithm consisting of 
individual Decision Tree based ensemble estimators (Tuned Decision Tree, Tuned Random Forest, 
and Tuned Gradient Boost), to predict heat flow and thermal conductivity in parts of Oregon, 
Idaho, California, Nevada, and Utah. Decision Tree based ensemble methods are chosen for their 
ability to work on data without scaling, dimensionality reduction, or normalizing. After required 
corrections and processing, measured data are direct inputs, without modification, making this 
workflow adaptable to almost any combination of datasets. 

For this study, well and station data include heat flow, thermal conductivity, thermal gradient, 
bottom hole temperature, and heat production. Gridded data include topography, Curie point depth, 
and magnetic susceptibilities computed from a 3D inversion of magnetic anomalies. Two suites of 
machine learning solutions are calculated: 1) heat flow is targeted, with remaining variables used 
to train algorithms, and 2) thermal conductivity is targeted, with remaining variables used to train 
algorithms. Predicted heat flow and thermal conductivity values are sampled onto a 5 km mesh, 
spanning over 1,000,000 km2. Note that these results can be predicted at smaller mesh increments 
if desired. 

Our results improve heat flow and thermal conductivity coverage by predicting anomalies where 
well and station sampling are sparse. Regionally, high-resolution results are comparable to lower 
resolution interpolated well and station data. Examples include broad geologic terranes such as the 
Coast Ranges, volcanic regions, and areas dominated by high heat flow throughout northwest U.S. 
More locally, the Snake River Plain (SRP) volcanic region in southern Idaho lies over a thermal 
anomaly that may extend down to the upper mantle. It is one of the highest heat flow areas in the 
U.S. even though thermal gradients are suppressed by the Snake River aquifer. Four wells were 
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drilled at three sites in SRP, HOTSPOT: The Snake River Plain Scientific Drilling Project (Sep. 
2010 to Jan. 2012), to understand the compositional and eruptive history of SRP volcanism. 
HOTSPOT results confirmed a deep hydrothermal system in SRP, which was then used to 
characterize geothermal play fairways. We find that high geothermal resource probability fairways 
generally correlate with our predicted results; that is, with higher heat flow values, but with lower 
thermal conductivity values. We note, however, that predicted heat flow and thermal conductivity 
anomalies do not precisely coincide with play fairway geometries; therefore, we integrate our 
results with published fairways to high-grade prospective geothermal plays. 

1. Introduction 
High heat flow values in northwestern United States, related to extensional tectonic forces that 
produced the Great Basin and surrounding region, underpin geothermal exploration (Figure 1).  
Geothermal play fairways are characterized by three critical parameters: 1) heat source, 2) 
reservoir permeability, and 3) seal quality (Shervais et al., 2020). In this study, we address the first 
two of these parameters. Heat flow may be directly linked to heat source, however thermal 
conductivity may be indirectly linked to permeability; that is, although the relationship is complex, 
fractured rocks in reservoirs may provide conduits for fluid flow that may in turn decrease thermal 
conductivity (Surma and Geraud, 2003; Garcia and Santamarina, 2021). 

 

Figure 1: Geothermal resources (after Roberts, 2018) draped over shaded, gray-scale imaged topography 
(GEBCO Compilation Group, 2020); Snake River Plain region outlined in southern Idaho. 

 

Temperature is a critical variable for both heat flow and thermal conductivity, and thermal 
gradients of course require temperature measurements. But other data, such as magnetic, may 
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reflect broad temperature variations. The Curie point is the temperature at which rocks gain or lose 
magnetization as they are cooled or heated, respectively. Curie point temperatures vary due to rock 
composition, but the range is generally between 550° to 600°C. The depth to Curie point may be 
estimated by spectral analyses of magnetic anomalies where the longest wavelengths are thought 
to be produced by Curie point depth variations (Bouligand et al., 2009; Bansal et al., 2011; Li et 
al., 2017). 

We invert the earth layer above Curie point depth for magnetic susceptibility and combine these 
susceptibilities with measured heat flow, thermal conductivities, and heat production, as well as 
temperature horizons (borehole and Curie), to predict heat flow and thermal conductivity on 
regularly spaced grid locations using open-source computer programs. Easy and friendly access to 
machine learning applications, via Scikit-Learn Python-based algorithms in Jupyter Notebooks 
computing platform (Kluyver et al., 2016; Pedregosa et al., 2011), allow use of this powerful 
technology for the greater science community. 

2. Data 
All data used in this study are derived from open-file sources. Heat flow, thermal conductivity 
and thermal gradient data, measured in wells, were extracted from Geothermal Resources 
Council and Geothermal Service of Canada compilations (Jessop et al., 1976; Blackwell and 
Richards, 2004; Blackwell et al., 2006). Heat production station data were extracted from 
Hasterok and Webb (2017), and the Geothermal Service of Canada, compilations. Uneven, or 
sparse, distributions of heat flow and thermal conductivity measurements produce spatial biases 
that may complicate interpretations of these data (Figure 2).  Gridded data include topography, 
total magnetic intensity anomalies, and Curie point depth (Finn et al., 2001; Li et al., 2017; 
GEBCO Bathymetric Compilation Group 2020, 2020). 

3. Methods 
3.1 3D Magnetic Model 

A single-layer 3D model is constructed from topography and Curie point depth horizons. Modeling 
magnetic susceptibilities is a linear inverse problem (Blakely, 1995) and we use Seequent’s Oasis 
Montaj software package to calculate susceptibilities following Parker (1973) formulas. 

3.2 Supervised Machine Learning 

Supervised machine learning regression algorithms are chosen to train input data for predicting 
output target values. Real world data values are generally quite variable with an enormous variety 
of dimensions and ranges. Therefore, decision tree-based algorithms are chosen for their ability to 
train data without scaling, dimensionality reduction, or normalizing the input data (Pedregrosa et 
al., 2011). For our experiments, like all machine learning experiments, the data are divided into 
training and testing portions so that predictions (training) can be compared to data that is not 
included in the analysis (testing). We assigned 70% of the input data to training, and 30% to testing. 
Model results are assessed by examining performance indicators such as root mean square errors 
between training and testing data.  
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a)  

b)  

Figure 2: a) Heat flow grid of measured locations (black dots); b) Thermal conductivity grid of measured 
locations (black dots); Snake River Plain region outlined in southern Idaho. 
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Decision tree algorithms work by splitting the predictor space into “branches”, like a tree, formed 
from rules defined by data characteristics (James et al., 2023). However, decision trees sometimes 
overfit the data (too many branches are created) and predicted trained data accuracy decreases 
when compared with test data (Pandey et al., 2020). Overfitting can be addressed by tuning or 
pruning (James et al., 2023). Tuning modifies splitting (or segmenting) rules to prevent trees from 
growing too large, for example by minimizing the number of decision nodes. Pruning works by 
allowing trees to grow large, and then overly complex or minute segmentation divisions are 
removed in favor of more generalized segmentation rules (James et al., 2023). 

Ensemble decision tree-based algorithms, such as Random Forest and Gradient Boost, produce 
more robust solutions than single decision tree algorithms. They work by growing multiple trees 
that are then amalgamated into a single prediction, thus avoiding problems produced by a single 
tree such as overfitting (Pandey et al., 2020). Extending this idea, Stacking Regressor is a 
composite of ensemble decision tree methods, built from the results of two or more ensemble 
estimators (Pedregrosa et al., 2011). We use a Stacking Regressor constructed by combined Tuned 
Decision Tree, Tuned Random Forest and Tuned Gradient Boost results. In our workflow we use 
measured location data for training and testing, and then apply the prediction model to a 5 km grid 
mesh. 

4. Results 
Predicted heat flow and thermal conductivity models, sampled on 5 km grids (Figure 3), are 
consistent with minimum curvature interpolations, also sampled on 5 km grids (Figure 2). Regions 
characterized by broad highs and lows map onto each other, such as the Coast Ranges or the basin 
and range morphology. However predicted data shows a higher level of detail throughout, 
especially where measured location data are sparse. 

 
Figure 3: Supervised machine learning results. a) Predicted heat flow, b) Predicted thermal conductivity. Snake 

River Plain region outlined in southern Idaho. 

 

Qualitatively, mapped results are interesting and suggest a significant improvement in heat flow 
and thermal conductivity coverage. Quantitative estimates of prediction results can be described 
by performance indicators: root mean square error (RMSE), maximum absolute error (MAE), R-
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squared (R2) or coefficient of determination, and adjusted R-squared (Tables 1 and 2). RMSE is 
the square root of the mean squared error between predicted and actual values. MAE is the average 
error between measured and predicted values. RMSE and MAE calculations are consistent with 
input data ranges with lower values being the best results. However, RMSE is more sensitive to 
outliers because errors are initially squared. 

R2 indicates how well predicted results match the measured data, also called goodness of fit. If R2 
= 1, then the data are 100% predicted by the model, and if R2 = 0, then the model has zero predictive 
power. In this study, R2 is a measure of how well predicted and measured data fit a straight-line 
regression. However, R2 either increases or remains unchanged even as additional predictors are 
added to the model, which means that some predictors do not contribute to the solution. Adjusted 
R2 attempts to correct this optimistic result by disregarding non-contributing predictors. It is 
always equal to or less than R2. 

 

Table 1: Performance indicators of heat flow prediction. 

 RMSE MAE R2 Adj. R2 
Decision Tree 177.485 14.78641 0.89115 0.89068 
Decision Tree Tuned 177.2521 16.20521 0.89144 0.89096 
Random Forest Estimator 162.0735 12.99258 0.90923 0.90884 
Random Forest Tuned 162.932 13.19822 0.90827 0.90787 
Gradient Boost Estimator 156.4881 34.61037 0.91538 0.91501 
Gradient Boost Tuned 168.7884 12.58656 0.90156 0.90113 
Stacking Classifier 177.9082 15.51112 0.89063 0.89016 

 

Table 2: Performance indicators of thermal conductivity prediction. 

  RMSE MAE R2 Adj. R2 
Decision Tree 0.30609 0.11856 0.75819 0.75721 
Decision Tree Tuned 0.2903 0.14375 0.78249 0.78161 
Random Forest Estimator 0.19742 0.10393 0.89941 0.899 
Random Forest Tuned 0.19739 0.10377 0.89944 0.89903 
Gradient Boost Estimator 0.33881 0.23587 0.70373 0.70254 
Gradient Boost Tuned 0.17626 0.08728 0.91982 0.91949 
Stacking Classifier 0.20566 0.10554 0.89083 0.89039 

 

5. Discussion 

Plate tectonic theory describes a global system where earth is capped by rigid lithospheric plates 
that are in relative motion with each other, and these relative motions produced broad regions of 
deformation (often over hundreds of km) along the plate boundaries. Regardless of reference 
frame, the relative motions of the Pacific and North American Plates are roughly to the northwest 
and west respectively, with Pacific Plate velocity being about three times that of the North 
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American Plate (Gripp and Gordon, 2002; Kreemer et al., 2003). Workers sometimes confuse 
structuring within plate boundary deformation zones with actual plate motions. For example, 
subparallel structuring along the San Andreas Fault is often thought to reflect North American – 
Pacific Plate motions, but it is actually structuring within the plate boundary deformation zone. 

The net WNW-oriented divergent tectonic force between North American and Pacific Plates is 
oblique to a large part of the plate boundary between them (i.e., the San Andreas Fault), and it has 
produced the basin and range morphology of the Great Basin, broad dextral deformation in the 
Walker Lane, and the NW-oriented rift basin that lies beneath the western Snake River Plain 
(SRP). Further complicating this regional structuring, the Yellowstone mantle plume has produced 
a line of ENE-oriented felsic and mafic volcanic eruptions that lie beneath the central to east SRP 
(Figure 4). 

5.1 Snake River Plain 

Even though they note exceptions, Nielson et al. (2015) explained that basaltic terranes are not 
generally considered to be viable geothermal exploration targets, because deep-sourced basalt 
intrusives cool too quickly to be dependable heat sources. However, the blind Mountain Home 
hydrothermal system was discovered during their HOTSPOT play fairway analysis, and it has since 
been thoroughly studied for its geothermal potential (Varriale, 2016; Lachmar et al., 2019; Batir 
et al., 2020; Shervais et al., 2017 and 2020) 

 

 
Figure 4: Snake River Plain (SRP) volcanic province including age-chronologic volcanic centers, decreasing 

from 14.6 to 0.6 Ma northeastward through the eastern SRP to the Yellowstone Caldera, and fluvial / 
lacustrine deposition in the western SRP (after Sant, 2012) draped over topography (GEBCO 
Compilation Group, 2020). 
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A prominent predicted thermal conductivity low corresponds closely with an outline of SRP 
(Figure 3b) and may be correlated with fractured basaltic flows. Comparing predicted heat flow in 
SRP (Figure 3a), the field changes abruptly, with higher heat flow over the western SRP, but low 
heat flow over the eastern SRP. However, older calderas that extend southwestward beyond SRP 
do not appear to produce low heat flow, which suggests that the prominent heat flow low in the 
east SRP might be related to the Snake River Aquifer. 

Geothermal exploration play fairways, developed by Shervais et al. (2017 and 2020), are used to 
guide outlined regions of low and high exploration probability (Figure 5). The rift basin and 
younger fluvial and lacustrine sedimentary rocks in the western SRP are high potential areas, while 
the central to eastern SRP include smaller regions of high and low probability. Areas over the 
buried calderas are mostly associated with low probability and may be a complicating factor 
beneath central and eastern SRP. Predicted thermal conductivity cannot be directly correlated with 
exploration play fairways, suggesting a more complex relationship. 

 

 
Figure 5: Snake River Plain play fairways. A) map of play fairway analysis results (after Shervais et al., 2020) 

with high and low probabilities outlines in red and blue respectively; b) high and low play fairway 
probability outlines over Sant’s (2012) Yellowstone volcanic fields map. 
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5.2 Basement depth and terranes 

Our workflow can be improved by including a basement depth horizon and basement terranes, 
which can be the basis for assigning heat production values. We have labeled this layer, between 
the top of the crystalline crust and Curie point depth, The Magnetic Layer (Bird et al., 2022 and 
2023). Adding these components to the present study was not feasible because basement 
geometries and terranes are not yet well defined. We integrated inverted magnetic susceptibilities 
with mapped basement terranes (Whitmeyer and Karlstrom, 2007), and basement depths 
interpreted from aeromagnetic data, to predict heat flow in the Denver-Julesburg and Powder River 
Basins (Figure 6). We are planning similar work in parts of this northwest U.S. region. 

 
Figure 6: Outlines of Powder River (north) and Denver-Julesburg (south) Basins, located on the eastern limit 

of the Laramide deformation front. Gridded heat production follows Archean and Proterozoic basement 
terrane interpretations from an integration of 3D inverted magnetic susceptibilities and published 
terrane maps (Whitmeyer and Karlstrom, 2007; Bader, 2018 and 2019). 

 

6. Conclusions 

We successfully applied open-source supervised machine learning algorithms to predict heat flow 
and thermal conductivity in a large area of northwestern United States spanning over 1,000,000 
km2, essentially the Great Basin and surrounding region. Both predicted results are consistent with 
existing measured data as well as regional geology in the Snake River Plain. 
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All performance indicators of the decisions trees tested demonstrate acceptable results. This is true 
for the consistency of all RMSE and MAE results; R2 and Adjusted R2 values over 0.60 are usually 
acceptable, so over 0.80 is excellent, again for all outcomes. Hence, our preference of Stacked 
ensembles was based on qualitative examinations of mapped predictions. These promising results 
demonstrate that heat flow and thermal conductivity data are especially amenable to machine 
learning methods. 

Improved estimates of heat flow and thermal conductivity can support geothermal play fairway 
analyses. A regular grid mesh of heat flow data may directly reinforce heat source estimates, and 
although not as straight-forward, a regular grid mesh of thermal conductivity may be useful for 
permeability modeling along prospective play fairways. 
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ABSTRACT  

This project is part of a larger national effort focused on demonstrating the multi-faceted value of 
integrating low-temperature geothermal resources into national decarbonization strategies and 
community energy plans. Low-temperature geothermal resources are defined as reservoirs—
natural or engineered—with temperatures < 150°C. While the focus in the NREL effort is on 
geothermal heating and cooling (GHC), resources at the upper end of this temperature range can 
also be used for small-scale power generation. However, low-temperature geothermal resources 
have not been studied as extensively as higher-temperature geothermal resources.  

We identified three major classes of low-temperature geothermal play types: sedimentary basins, 
orogenic systems, and radiogenic systems. We developed workflows for evaluating the potential 
of these resources building off the Play Fairway Analysis (PFA) approach to de-risking geothermal 
exploration. This PFA-based approach to low-temperature geothermal resources includes: (1) 
identifying relevant data; (2) grouping and weighting of relevant datasets into PFA criteria (e.g., 
geological, risk, economic criteria); (3) developing favorability or common risk maps for low-
temperature geothermal resources to identify potential locations for more focused data collection; 
and (4) estimating electric power generation and heating potential at those locations using the 
GeoRePORT Resource Size Assessment Tool. This project will facilitate future deployment of 
GHC by providing data, tools, and workflows applicable to low-temperature geothermal resources.  

1. Introduction  
Geothermal resource types likely to have temperatures >150°C at exploitable depths are better 
defined and characterized than lower temperature resource types. This is likely because geothermal 
resources >150°C have the potential to generate electric power economically, whereas the use case 
for geothermal resources <150°C is primarily for heating and cooling, or in some exceptional 
cases, smaller-scale electricity generation. Recent interest in geothermal heating and cooling 
(GHC)—driven by decarbonization goals and the increased cost and geopolitical implications of 
natural gas reliance—has highlighted the need to improve our understanding of low-temperature 
geothermal resources. In addition, enhanced geothermal systems (EGS) and other emerging 
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technologies for exploiting petrothermal resources (heat is stored in hot dry rocks) have created 
the possibility of utilizing deep sedimentary basin systems for heat and power (Doughty et al., 
2018). Through the application of EGS and advanced geothermal systems technologies, non-
commercial reservoir conditions might be improved in the future for power generation (e.g., 
Denver Basin). 

This paper focuses on improving the classification and typologies for geothermal resource types 
likely to supply heating and cooling through direct use. We do not address shallow subsurface 
conditions applicable to geothermal heat pump technology. This study suggests a classification 
approach that will allow better characterization of low-temperature geothermal play types (GPT). 
We discuss three classifications for low-temperature GPT: sedimentary basins, orogenic belts, and 
radiogenic play types.  

Based on literature review of these geothermal plays, we identify relevant data to characterize each 
of the three GPT’s. Lastly, we build off the PFA approach to de-risking geothermal exploration by 
developing custom workflows and data sources for each of the three GPT’s. These workflows can 
be used to develop favorability maps for geothermal resources < 150°C, but it is important to note 
that PFA favorability maps should not be used for targeting geothermal wells directly. Rather, they 
should be used to identify prospective areas that would warrant more detailed investigations 
(Warren et al., in press). 

2. Low-Temperature GPT 
Geothermal systems have been classified in a variety of ways. In 2008, the U.S. Geological Survey 
(USGS) assessed the electric power generation potential of conventional geothermal resources in 
the United States, distinguishing between high-temperature (more than 150°C) and moderate-
temperature (90 to 150°C; 194 to 302°F) geothermal technologies. Most publications (including 
Rybach, 1981; Nicholson, 1993; Moeck, 2014) make a distinction between "convective" and 
"conductive/static" types. The thermal regime of static or conductive type systems, which typically 
occur in low permeability environments such as deep aquifers or sedimentary basins, is only 
caused by conduction. 

A geothermal play type can further be defined based on its tectonic and geological setting and can 
be classified by common characteristics shared by a play group (Moeck, 2014).  Unlike higher-
enthalpy GPT’s, low-temperature GPT’s are often conduction-dominated. Conduction-dominated 
systems host low- to-medium enthalpy resources because of the lack of faster convective fluid 
flow processes and related temporary fluid dynamics (Moeck, 2014). Conduction-dominated plays 
mainly occur in passive continental margins and intracontinental tectonically inactive areas and 
can be categorized into hydrothermal and petrothermal types (Moeck, 2014). The economic 
feasibility of conduction-dominated play types is linked to the local geothermal gradient or where 
overlying lithologies are thermally insulating (Beardsmore and Cull, 2001). 

Moeck (2014) suggested a classification system of conduction-dominated GPT that includes 
“intracratonic basin” type, “orogenic basin” type, and “basement” type. In this study of low-
temperature GPT, we use some principles from this classification. Our main departures from the 
Moeck classifications are as follows: (1) we reconsider “intracratonic basin” type resources as 
sedimentary basin resources, and expand this GPT beyond intracratonic settings, to include 
pericratonic, intercratonic, and oceanic basins as well; (2) we reconsider “basement” type 
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resources as “radiogenic” resources and expand that GPT beyond Moeck’s definition of these as 
petrothermal resources only. “Basement” and “radiogenic” GPT systems are poorly understood. 
Their existence is often explained simply by “deep circulation” of meteoric water along faults and 
fractures. While structures such as faults and fractures commonly control the upwelling of 
Radiogenic Geothermal Play Types (RGPTs), ‘deep circulation’ GPTs as exemplified by 
geothermal systems in Basin and Range are quite different with respect to heat source, tectonic 
setting, geologic features, and fluid chemical characteristics Kolker,2008). 

2.1 Sedimentary Basin Geothermal Play Types (SBGPT) 

To classify SBGPT, we used the classification suggested by Coleman and Cahan (2012) based on 
a simple geological setting scheme (see Table 1): (1) intracratonic basins are those created within 
the boundaries of a craton; (2) pericratonic, basins formed near or accreted to the margins of the 
craton; (3) intercratonic basins are those formed between cratons and extending onto oceanic crust; 
and (4) oceanic basins  are those that developed independently of cratons, primarily on oceanic 
crust..  

Table 1. Basin type classifications by Coleman and Cahan (2012) and GPT classifications by Moeck (2014). 

Setting Basin type Definition Play Type by Moeck 
(2014) Examples 

Intracratonic 

Rift basins 
Rifts formed within 
continental, resulting in a 
normal-faulting bounded basin 

Convection- and/or 
conduction-dominated 

Rio Grande Rift 
 

Transtensional 
basins 

Basins with a substantial 
amount of strike-slip but net 
extensional. 

Convection- and/or 
conduction dominated 

Great Basin in the 
Basin and Range 
Province 

Aulacogens Rift basins formed as the 
failed arm of a triple junction Conduction-dominated Anadarko Basin 

Sag basins 

Basins formed in continental 
masses because of 
asthenospheric downwelling 
or isostatic equilibrium 

Conduction-dominated Michigan and 
Williston Basins 

Pericratonic 

Rift basins 
(proto-oceanic 
rifting) 

Basins created between 
margins of continents leading 
the opening of an oceanic 
basin 

Convection- and/or 
conduction-dominated 

Nuwuk-Dinkum-
Kaktovik Basin, 
Alaska 

Passive margin 
basins (including 
deltaic basins) 

Basins developed over 
continental and transitional 
oceanic crust 

Conduction-dominated 
Gulf of Mexico 
and West Atlantic 
Basins 

Foreland basins 
and thrust belts 

Basins formed adjacent to 
orogenic thrust belts and fault-
bounded uplifts 

Conduction-dominated 
 

Appalachian and 
Mesozoic Rocky 
Mountain Basins 

Borderland 
basins 

Basins created along the 
margins of a continent because 
of transtensional and 
transpressional faulting linked 
with oblique collision of 
tectonic plates 

Convection- and/or 
conduction-dominated 

California 
borderland, Santa 
Maria, and Los 
Angeles Basins 
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Transtensional/ 
transpressional 
basins 

Basins formed at the margins 
of continents, usually between 
plate boundaries 

Convection- and/or 
conduction-dominated 

Great Smoky 
Mountains Rift 
Basin 

 
Intercratonic 

Passive margin 
basins 
(extending onto 
oceanic crust) 

Basins developed between 
cratonic masses and extended 
onto transitional and oceanic 
crust 

Conduction-dominated 
 Canada Basin  

Accreted back-
arc basins 

Basins formed because of 
trench roll-back beneath the 
landward side of a volcanic 
chain in a subduction zone 

Conduction-dominated Bristol Bay Basin 
in Alaska 

Accreted fore-
arc basins 
 

Basins developed in oceanic 
crust between the subduction 
zone and a related volcanic arc 
because of growth of an 
accretionary prism. 

Conduction-dominated 

Great Valley of 
California and 
Cook Inlet Basin 
of Alaska 

Oceanic 

Back-arc basins 

Basins created on oceanic 
crust due to trench roll-back 
underneath the landward side 
of a volcanic chain (from the 
other side of the subduction 
zone) 

Convective- and/or 
Conduction-dominated  

Aleutian Basin in 
Alaska 

Fore-arc Basins 

Basins formed on oceanic 
crust among the subduction 
zone and a related volcanic arc 
because of development and 
growth of an accretionary 
prism 

Convection- and/or 
conduction-dominated  

Western 
Washington-
Oregon Basin 

 

In the United States most of the basins currently located in the intracratonic part of the continent 
(blue in Fig. 1) show low temperature gradients (Fig. 2) and are thus expected to be conduction-
dominated regardless of the classification of the basin.  

 
Fig. 1. Present lithospheric-asthenospheric boundary (LAB) thickness of North American continent from Yuan 

and Romanowicz (2010). A thick black dashed line indicates the borders of the craton. 
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Fig. 2. The surface of sedimentary basins in the conterminous United States and Alaska by Coleman and Cahan 

(2012) overlapping the estimated temperature °C at 1 km map modified after Blackwell et al. (2011) and 
estimated temperature (°C) at 1 km map of Alaska modified after Batir et al. (2016). 

 

2.2 Orogenic Belt Geothermal Play Types (OBGPT) 

OBGPT can be divided into two different reservoir classifications: (1) a geothermal reservoir 
within an orogenic mountain belt (Fig. 3); and (2) sedimentary reservoirs within foreland basins 
adjacent to orogenic mountain belts (see Table 1). Due to obvious overlap between classification 
(2) and the sedimentary basins classifications presented above, this section focuses on 
classification (1). 

OBGPT are rarely linked to large-scale hydrothermal systems but are instead the result of focalized 
deep circulation systems related to major deep fault in the crust (Moeck, 2014). The background 
geothermal gradient in OBGPT can be relatively low beneath high mountains (sometimes 15°–
20°C/km compared to the continental average of 25-30°C/km) and increase beneath a foreland 
basin by about 30°–50°C/km (e.g., Hervey et al., 2014). The bulk-rock permeability of the host 
rock plays a major role in the creation of geothermal plays in mountain ranges. Particularly in 
locations of high topography, the permeability allows the meteoric water to infiltrate deeper. 
Active faults act as pathways of fluids that reach discharge spring areas (Moeck, 2014). The 
discharge of most of the meteoric water recharged in the mountains occurs in the valley (Fig. 3). 
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Fig. 3. OBGPT and related foreland basin. Modified from Moeck (2014). 

2.3 Radiogenic Geothermal Play Types (RGPT) 

RGPT’s form in settings where the regional geothermal gradient is elevated due to higher 
concentrations of radioelements in crustal rocks, causing localized radiogenic heating. Radioactive 
heat production comes from the decay of long-half-life radioactive isotopes, such as K40, U235, 
U238, and Th232. The primary source of radioactive elements U, Th and K in earth’s crust are felsic 
igneous rocks. High-grade metamorphism, metasomatism, partial melting, and fluid and melt 
migration are some of the processes that can transport 238U, 232Th, and 40K to the middle and upper 
crustal levels (Taylor and McLennan, 1986).  

Convective type hot springs systems occur in locations of higher natural radioactivity (see Hamza 
et al., 2005; Beitollahi et al., 2005; Brugger et al., 2005; Baranwal et al., 2006). Few studies, 
however, have found and described GPT’s that are heated by radioactivity. This may be due to the 
recently feasible economic extraction of low-enthalpy fluids associated with radiogenic heat 
sources, as well as the rarity of active radiogenic hydrothermal systems in nature. Fossil 
hydrothermal activity has been observed in high heat-producing (HHP) granites, and it is possible 
that this activity was cyclical and rather short-term (Kolker, 2008). 

We propose in this study that a RGPT is controlled by the presence of HHP rocks (such as 
granitoids) containing anomalous concentrations of radioelements that locally elevate the heat flow 
and the geothermal regime of the upper crust (McLaren et al., 2006; McLaren and Powell, 2014; 
Zhou et al., 2020). We further classify RGPT into three subgroups based on studied RGPT systems 
in particular locations (Fig. 4): (1) non-buried or exhumed HHP plutons (e.g., Chena, Alaska; 
Sierra de Cordoba, Argentina); (2) buried HHP plutons in sedimentary basins (e.g., Western 
Canada basin; Cooper Basin, Australia); and (3) sediments with high concentrations of radioactive 
elements eroded from HHP plutons (e.g., Karoo basins, Africa). 
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Fig. 4. RGPT and elated sedimentary basin. Three different RGPT: (1) Non-Buried or Exhumed HHP 

granitoids, (2) buried HHP plutons with a thermal insulation from sediments, and (3) sediment with high 
concentrations of radioactive elements eroded from nearly HHP plutons. 

3. Data and Methods for Assessment of Low-Temperature GPT. 
PFA methodologies were adopted in the geothermal industry from the oil and gas industry to de-
risk exploration for hidden or blind subsurface resources (Warren et al., in press). The PFA 
technique defines localized areas that have high potential for hosting geothermal plays and 
eliminates large areas that have a higher potential for failure to reduce risk during the resource 
locating process. 

The identification of potential areas for geothermal power and direct use is a geospatial multi-
criteria decision problem (Greene et al., 2011). Based on literature review we suggest three 
essential criteria/risks for evaluation of low-temperature resources: (1) geologic, (2) risk, and (3) 
economic criteria (Fig. 5). 

For the geologic criteria PFA for hydrothermal geothermal systems exploration involves 
identifying four or more “critical components”: 

1. Heat (H) 

2. Accessible fluids (F) 

3. Permeability/porosity (P) 

4. Caprock or seal (S) 
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Fig. 5. Flowchart of mapping geothermal favorability. Geological, risk, and economic criteria are represented 
by input layers which can consist of several datasets. 

 

3.1 Relevant Data and PFA Methods for SBGPT 

The SBGPT relevant input data and methodologies (Fig. 6) are based on several various studies 
(i.e., Jordan et al., 2016; Palmer-Wilson et al., 2018; Williams and DeAngelo, 2008; and 
Mordensky et al., 2023). The key geologic controls are summarized in Table 2. 
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Fig. 6. Example PFA flowchart for determining SBGPT favorability, for geothermal systems in western 
Canadian sedimentary basin (Palmer-Wilson et al., 2018). 

Table 2. Geothermal key controls of sedimentary basins. 

Geological & tectonic settings 

Geothermal 
key controls 

Formation & 
evolution Present time 

Related PFA 
“critical 

component” 

Heat flow  x H 

Lithology/ 

stratigraphy 
x  H, F, P, S 

Fluid chemistry x  F, S 

Fluid dynamics  x F, S 

Basin geometry x x P 

Faults and 
fractures x x P 
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Stress state  x P 

Permeability/po
rosity x x P 

 

Geological Criteria 

The purpose of geological datasets is to evaluate the thermal regime and the distribution of 
potential natural reservoirs and properties, relevant to sedimentary geothermal viability.  

Heat (H) Input Data:  

1) Oil and gas bottom-hole temperature measurements (BHT) are abundant in sedimentary 
basins. BHTs should be corrected with equilibrium temperature logs (ETLs) appropriate 
for each basin (e.g., Harrison correction) to account for the cooling effect of drilling mud.  

Conterminous U.S. and Alaska BHT data (< 150°C) can be accessed via:  

(a) The American Association of Petroleum Geologists (AASG) U.S. dataset provides 
BHT recorded from log headers, and other information such as well logs, temperature 
measurements, etc. This dataset originated for the EGS Site Planning and Analysis project 
(Augustine, 2013). The dataset can be downloaded from the Geothermal Data Repository 
(GDR) at https://gdr.openei.org/submissions/252.  

(b) The Southern Methodist University (SMU) dataset consists of corrected BHT data 
from U.S. oil and gas wells including Alaska and Hawaii. Additionally, this dataset 
includes valuable information such as temperature gradient from the surface to the BHT 
depth (°C/km), thermal conductivity, and heat flow values (mW/m2), and ETLs if available 
for the basin. The BHT datasets can be downloaded from 
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm.  

2) Thermal conductivity is based on a stratigraphic model for each basin. The thermal 
conductivity baseline datasets of the conterminous United States. and Alaska could be 
compiled for onshore sedimentary basins and include thermal conductivity values derived 
from lithological models from Correlation of Stratigraphic Units of North America 
(COSUNA). Thermal conductivity values derived from stratigraphic models have an 
expected error of 10%, while thermal conductivity measurements of rock samples have 
errors below 5% (Gallardo and Blackwell, 1999). This dataset can be downloaded from 
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 

3) Heat flow datasets may be available in the region. The most recent heat flow map for 
Alaska and the conterminous United States- were updated by Batir et al. (2016) and 
Blackwell and Richards (2006), respectively. The dataset is available at the SMU 
repository at http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 
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Accessible Fluid (F) Input Data: 

1) Isolated hydrothermal systems of low temperature (<150°C) in the conterminous United 
States and Alaska can be identified from three different datasets: 

a) Berry et al. (1980) conducted an early compilation of thermal springs lists for the 
United States by the National Oceanic and Atmospheric Administration (NOAA). The 
report is available at https://www.ngdc.noaa.gov/hazard/data/publications/Kgrd-
12.pdf. 

b) Mullane et al. (2016) compiled datasets from three USGS primary sources: Muffler 
(1979), Reed et al. (1982), and William et al. (2008). This database is available on the 
GDR: https://gdr.openei.org/submissions/842. 

c) Motyka et al. (1983) compiled and interpreted hot springs datasets for Alaska (108 hot 
springs and 3 wells) to inform the first Geothermal Resources of Alaska map by the 
Department of Natural Resources Geological and Geophysical Survey. The geothermal 
resource shapefile of the hot springs in Alaska is available to download at 
https://dggs.alaska.gov/pubs/pubs?reqtype=citation&ID=671. 
  

2) Water production data from oil and gas wells can be used as a proxy for permeability, 
which is a key factor in resource assessment of natural geothermal reservoirs. Water 
production data provides information about the natural reservoir quality of rocks (i.e., their 
ability to maintain sufficient fluid flow rates between injection and production wells to 
mine heat from reservoir rocks).  

The baseline database of water production from oil and gas wells in the conterminous 
United States and Alaska identified by this study are:  

(a) U.S. Geological Survey (USGS) database of aggregated oil and natural gas drilling and 
production history of the United States. The USGS dataset provides an overview of 
the production history of all U.S. wells from 1817 to 2020. The USGS database was 
built from data compiled by IHS Markit, a commercial database. The production data 
is aggregated in 2- to 10-square-mile-increments that sum the total production of oil, 
gas, and water volumes. This data is expected to be released by USGS.  

(b)  Alaska Oil and Gas Conservation Commission produced water data.  The AOGCC 
is a public dataset that provides daily updates of oil and gas well history, production, 
and injection. The datasets consist of pre-2000 and post-2000 water volume 
production per well. It is available from: 
https://www.commerce.alaska.gov/web/aogcc/Data.aspx. 

Caprock and Seal (S) Input Data: 

3) Basin lithology–Stratigraphic column and reservoir properties could be obtained from 
published literature from a specific basin. When that is not available, seismic reflection and 
other geophysical methods can be used to determine basin stratigraphy. 
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a) USGS released a generalized lithology for the conterminous United States. The data 
contains generalized lithology classes (rock types) as reassigned from the USGS state 
geologic map compilation for the conterminous United States (Schweitzer, 2011). 
Lithology was classified into 12 categories. Data is available at: 
https://www.sciencebase.gov/catalog/item/598b471de4b09fa1cb0eacfd 

Permeability/Porosity (P) Input Data: 

(a) Available porosity and permeability data can be identified from the USGS Open-File 
Report (Nelson and Kibler, 2003). This report records data from 70 datasets that include 
a total of 49 basins globally. The information can be obtained by searching the USGS 
Core Research Center catalog: http://my.usgs.gov/crcwc/. 

(b) Quaternary fault slip-dilation tendency analysis identifies local permeability mostly in 
fault controlled geothermal systems. The datasets used for this analysis could be the 
same for identifying risk criteria below.  

Risk Criteria 

The purpose of the risk datasets is to evaluate seismicity as a risk factor and pinpoint areas that 
have a high chance of triggering seismic activity during reservoir construction or during 
geothermal heat production and utilization. 

1) The USGS maintains the most complete database of global and national earthquakes: 
https://earthquake.usgs.gov/earthquakes/search/. Another earthquake catalog for Alaska is 
available at the Alaska Earthquake Center website:  
https://earthquake.alaska.edu/earthquakes. 

2) Information about current stress fields (orientation and magnitudes) is key in 
understanding the susceptibility of faults to slip and/or dilation. The orientation and relative 
magnitudes of tectonic stresses in the conterminous United States, Alaska, and Hawaii can 
be derived from the World Stress Map Project (WSM; Heidbach et al., 2016). The WSM 
is a global compilation of crustal stress field magnitudes and directions maintained since 
2009 at the Helmholtz Centre Potsdam German Research Centre for Geosciences. The 
WSM is an open-access public database: https://www.world-stress-map.org/download. 

3) Quaternary faults. The USGS Quaternary fold and faults database (Machette et al., 2003) 
can be evaluated to determine relationships between active deformation in the upper crust 
and location of geothermal systems, as well as seismic risk during exploitation and 
utilization of geothermal resources. Data on Quaternary faults can be downloaded from: 
https://www.usgs.gov/programs/earthquake-hazards/faults 
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Economic Criteria 

Economic input data relevant to sedimentary geothermal viability include potential locations for 
commercial power sales or offtakes of heat for direct use, (e.g., regions with electrical 
infrastructure and population centers). Utilization viability input layers help identify regions with 
the capacity to utilize low-grade geothermal heat and estimated Levelized Cost of Heat (LCOH) 
for a set of communities.  

1) Roads and electrical infrastructure. The roads dataset could be downloaded as a 
shapefile from the Topologically Integrated Geographic Encoding and Referencing 
dataset: 
https://tigerweb.geo.census.gov/tigerwebmain/TIGERweb_nation_based_files.html 

2) Building heat demand and energy consumption. Thermal demand in the residential, 
commercial, and manufacturing sectors was updated by Oh and Beckers (2023) using the 
Energy Information Agency (EIA) end-use energy consumption and expenditure survey 
data. The energy consumption data can also be obtained from EIA power consumption 
data, available from: https://www.eia.gov/outlooks/aeo/tables_ref.php and 
http://www.eia.gov/consumption/manufacturing/. 

3) LCOH. The cost estimates include pipes, pumps, and heat exchanger, and the annual 
demand expectations rely on place-specific climate conditions. LCOH can be calculated 
using the open-source GEOPHIRES tool (Beckers et al., 2014) which simulates techno-
economic scenarios for geothermal direct use. The software can be found at: 
https://github.com/NREL/GEOPHIRES-v2. 

4) Population Centers datasets can be obtained from U.S. Census Bureau population data 
that includes state, county, and place. A place is used to identify specific cities, towns, 
villages universities or any Census-Designated Places. This data is available from: 
https://data.census.gov/table?q=number+of+housing+units+by+county&tid=DECENNIA
LPL2020.H1. 

3.2 Relevant Data and PFA Methods for OBGPT 

The relevant input data and methodologies (Fig. 7) are based on different studies in OBGPT (e.g., 
Moeck, 2014; Wang et al., 2021) and the key controls are summarized in Table 3. 
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Fig.7. Example PFA flowchart for determining OBGPT favorability, for geothermal systems in Taiwan (Wang 

et al., 2021).  

 

Table 3. Geothermal key controls of OBGPT. 

Geological & tectonic settings 

Geothermal 
key controls 

Formation & 
evolution Present time Related PFA: 

critical component 

Heat flow  x H 

Fluid chemistry x  F, S 

Fluid dynamics  x F 

Faults and 
fractures x x P 

Stress state  x P 

 

1216



Davalos-Elizondo et al. 

Geological Criteria 

Heat (H) Input Data:  
1) The geothermal potential of each region is highly dependent on the heat discharge values 

related to the Earth's heat flow. Heat flow maps are extremely useful for identifying areas 
of high geothermal potential in a particular region or country (Blackwell et al., 2006). 

a) Heat flow datasets if available in the region. The most recent heat flow map for the 
conterminous United States and Alaska was updated by Blackwell and Richards (2006) 
and Batir et al. (2016), respectively. The dataset is available at the SMU repository at 
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 

2) Uplift rate data could be used for active orogenic belts, which can be calculated through 
Global Positioning System (GPS) record (e.g., Blume and Sheehan, 2003) and implicitly 
reflect the altered temperature gradients from the flat line by diagenesis (Pollack and 
Chapman, 1977).  

a) GPS data provided by the University of Nevada, Reno Nevada Geodetic Laboratory. 
The selected data set is provided as north, east, and up components for more than 15 
700 GPS sites in the IGS08 reference framework, with its origin in the center of mass 
of the total Earth system. This dataset can be found at: http://geodesy.unr.edu/ 

b) A new global GPS dataset for testing and improving modelled glacial isostatic 
adjustment (GIA) uplift rates was generated from 4000 GPS vertical velocities as 
observational estimates of global GIA. The Global Mass GPS data set is available at: 
https://doi.pangaea.de/10.1594/PANGAEA.889923 

Accessible Fluid (F) 

1) Hot Springs and geothermometers of low-temperature (< 150°C) geothermal resources in 
the conterminous United States and Alaska can be identified from different datasets with 
geothermometer estimations. 

a) Mullane et al. (2016) compiled datasets from three USGS primary sources: Muffler 
(1979), Reed et al. (1982), and William et al. (2008). This database is available on the 
GDR: https://gdr.openei.org/submissions/842. Reed et al. (1982) identified 42 
delineated areas related to conduction-dominated systems. 

Permeability/porosity (P):  

The Quaternary fault map, dilation-tendency analysis map, micro-earthquake locations, elevation 
patterns and lineation from LiDAR images are all elements of the permeability of fracture 
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pathways component (Wang et al., 2021). At the same time, they are potentially susceptible to 
induced seismicity during geothermal operations.  

1) Active faults along earthquakes activities indicate the occurrence of abrupt rock 
movements and fracturing (e.g., Faults and Hinz, 2015; Siler et al., 2018). 

a) Quaternary faults. The USGS Quaternary fold and faults database (Machette et al., 
2003) can be evaluated to determine relationships between active deformation in the 
upper crust and location of geothermal systems, as well as seismic risk during 
exploitation and utilization of geothermal resources 
https://www.usgs.gov/programs/earthquake-hazards/faults. 

2) Local stress field magnitudes and orientations along with active faults geometry could be 
used to estimate slip and dilation tendency in active structures (e.g., Faults and Hinz, 2015; 
Siler et al., 2018) 

b) Information about current stress fields (orientation and magnitudes) is key in 
understanding the susceptibility of faults to slip and/or dilation. The orientation and 
relative magnitudes of tectonic stresses in the conterminous United States, Alaska, and 
Hawaii can be derived from the WSM (Heidbach et al., 2016). The WSM is a global 
compilation of crustal stress field magnitudes and directions maintained since 2009 at 
the Helmholtz Centre Potsdam German Research Centre for Geosciences. The WSM 
is an open-access public database: https://www.world-stress-map.org/download. 

3) Micro-earthquakes at shallow depths may be associated with geothermal exploration 
activity and/or fractures stress release (Foulger, 1982; Simiyu, 2009) 

c) USGS maintains the most complete database of global and national earthquakes: 
https://earthquake.usgs.gov/earthquakes/search/. Another earthquake catalog for 
Alaska is available at the Alaska Earthquake Center website: 
https://earthquake.alaska.edu/earthquakes. 

4) Higher dilation rate as calculated from GPS data shows higher odds for increasing 
permeability for subsurface pathways where tensional strain is occurring (Dixon, 1991; 
Hsu et al., 2009). 

Risk Criteria 

Environmental and seismic risk are important factors to consider. For example, a few orogenic 
belts are within national parks or preserved land protected by public regulations in which any 
industrial development is prohibited. Other types of environmental risk are landslide risk due to 
the active uplift rates in active orogenic belts. 
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1) The purpose of the risk datasets is to evaluate seismicity as a risk factor and pinpoint areas 
that have a high chance of triggering seismic activity during reservoir construction (e.g., 
EGS) or during geothermal heat production and utilization. 

a) Quaternary fault slip-dilation tendency analysis identifies local seismicity risk. The 
datasets used for this analysis are the same for identifying permeability/fractural 
pathways because active faults may serve as pathways for geothermal fluids and at the 
same time, they are potentially susceptible to induced seismicity during geothermal 
operations. 

2) Environmental risk in OBGPT accounts for exclusion layers such as national parks or 
landslide risk areas. 

a) National parks boundaries data to use for display and general GIS analysis can be 
found in the National Park Service Data Store:  
https://irma.nps.gov/DataStore/Reference/Profile/2224545?lnv=True 

b) The USGS interactive map with landslide data includes contribution from local, state, 
and federal agencies and provides links to the original digital inventory files: 
https://usgs.maps.arcgis.com/apps/webappviewer/index.html?id=ae120962f459434b8
c904b456c82669d 

Economic Criteria 

Economic input data relevant to OBGPT viability include potential locations for commercial 
power sales or offtakes of heat for direct use, (e.g., regions with electrical infrastructure and 
population centers). The utilization viability input layers identify regions with the capacity to 
utilize low-grade geothermal heat and estimated LCOH for a set of communities. The same 
datasets used for SBGPT can be used for OBGPT. 

3.3 Relevant Data and PFA Methods for RGPT 

The RGPT relevant input data and methodologies (Fig. 8) are based on different studies (e.g., 
Kolker, 2008; Lacasse et al., 2022) and key controls are summarized in Table 4. 
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Fig. 8. Example PFA flowchart for determining favorability of RGPT for petrothermal or EGS favorability, 
from geothermal systems in Brazil (Lacasse et al., 2022). 
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Table 4. Geothermal key controls of radiogenic GPT 

 Geological & 
tectonic settings  

Geothermal key controls Intrusive 
event 

Present 
time 

Related PFA:  
critical component 

Magma type (pluton 
composition) x  H, F 

Radioelement 
concentration x  H 

Pluton volume x x H 

Fluid chemistry  x F, S 

Hydrothermal alteration  x F, P, S 

Faults and fractures x x P 

Stress state  x P 

Tectonic setting x x P 

Degree of sedimentary 
overburden  x H, S 

 

 

Geological Criteria 

Table 5 summarizes the datasets that can address key unknowns related to the geological criteria 
components H, P, F, and sometimes S. However, the input layers and criteria should be selected 
depending on data availability for the study area and the nature of the GPT.  

Important geological factors to consider in a PFA methodology for a RGPT area as recommended 
by Lacasse et al. (2022) include: (1) the existence of high heat producing granites (Heat Source); 
(2) identification of all granite types at depth with temperature >150°C and thermal insulation 
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(caprock/seal: thermal insulation); and (3) indication of naturally induced porosity/permeability 
(fracture pathways). 

Table 5. Critical components of a RGPT, key datasets, and qualitative assessment of relative uncertainty 
around the key datasets. 

 
Heat (H) input Data: 

1) U, Th concentration data and heat flow models: U and Th concentration data for RGBT plutons 
can be collected through several techniques, such as instrumental neutron activation analysis; 
atomic absorption; delayed neutron; gamma ray spectroscopy; and X-ray fluorescence. The 
following information is required to determine if radiogenic heat sources can fully explain the heat 
delivered to a particular RGPT system: 

 
 1) Heat generated by pluton (volume * heat production of plutons) 
 2) Heat required by geothermal fluids (volume of water * temperature differential) 

Component Key Unknowns  Key Data Sets Uncertainty  

Heat (H) • Rock types at depth 
• Volume of plutons at depth 
• High-heat-producing (HHP) 

plutons (K age) vs. “normal” (T 
age) 

• Role of magmatic heat from 
related intrusive event(s) 

• U, Th concentration data (whole rock data 
and/or airborne radiometric data 

• Heat flow models  
• Fluid geothermometry  
• He isotopic data 

 

High 

Accessible 
Fluids (F) 

• Presence of fluid 
• Degree of circulation or 

convection (dynamics) 
• Temperature and chemistry of 

reservoir fluids 

• Hydrology data  
• Chemical composition of fluids (from hot 

springs or well samples) 
• Fluid geothermometry  
• Hydrothermal alteration data 
 

Medium 

Permeability 
(P) 

• Key structures 
• Stress  
 

• Stress data 
• Geophysical data (seismic, MT, magnetic 

and gravity) relevant to structure 
identification 

• Geologic maps/cross sections/models 
• Fault/fracture orientations relative to local 

stress field 
•  Fracture data (size, aperture, orientation 

etc.) 

High 

Caprock or 
Seal (S) 

• Quality and presence of caprock 
or seal 

• Degree of insulation from 
unconsolidated sediments 

• Stratigraphy data from well logs or 
geologic models 

• Heat flow / basin models 
• Geophysical data (seismic) 

Low to 
Medium 
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a) Radiogenic heat production in content model format is accessible for Idaho, Montana, 
Minnesota, and Oregon. This dataset combines radiogenic heat measurements from several 
different submission files. It contains data from gamma ray spectrometry measurements 
conducted by the University of North Dakota, as well as any heat generation measurements 
from the heat flow determination by SMU, Cornell, and University of North Dakota. The 
dataset is available at the SMU repository at  
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 

b) Data for heat production in granitic rocks: Global analysis based on a new data 
compilation GRANITE2017 were compiled data from original publications where 
information on rock type, heat generation and concentrations of radiogenic elements has 
been reported. The database is an electronic supplement to the article by Artemieva et al., 
(2017). The dataset is available at  
https://data.mendeley.com/datasets/yjjx5fvhvm/2. 

c) Heat flow datasets may be available in the region. The most recent heat flow map for the 
conterminous United States and Alaska was updated by Blackwell and Richards (2006) 
and Batir et al. (2016), respectively. The dataset is available at the SMU repository at 
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 

2) Helium isotopic data: Helium isotopes may be useful in distinguishing between magmatic, 
“deep circulation,” or radiogenic type geothermal systems (Kolker, 2008). Helium isotopes 
provide unequivocal evidence for the presence of mantle-derived volatiles in geothermal 
systems, and therefore are an indication of heat source.  
 
Helium derived from mantle sources but with no magmatic input (for instance, in deep 
circulation / crustal thinning settings) is also enriched in 3He but characterized by lower 
3He/4He ratios than helium derived from magmatic settings. Therefore, any value higher than 
0.1 RA is considered to have a significant mantle He component (Ballentine et al., 2002). For 
example, fluids from the Dixie Valley, NV geothermal field range from 0.70 to 0.76 RA, 
indicating that 7.5% of the total helium is derived from the mantle (Kennedy and van Soest, 
2007).  
 
A summary of helium isotope signatures from the different types of geothermal systems is 
given in Table 6. Helium associated with crustal fluids that have experienced no mantle 
influence is dominated by radiogenic 4He produced from radioactive decay of U and Th to Pb 
and is characterized by a 3He/4He ratio of ~0.02 RA. 
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Table 6. Compiled data from the literature on 3He/4He ratio (R) in geothermal fluids relative to the 3He/4He 
ratio in air (RA). 

Sources: (a) Brugger et al., 2005; (b) Kennedy and van Soest, 2005; (c) Kennedy and van Soest, 2007; (d) Christenson 
et al., 2002; (e) Ballentine et al., 2002; (f) Poreda et al., 1988. 

a) The USGS released a dataset of helium concentrations in U.S. wells by Brennan et al. 
(2021). This dataset provides national scale location information for known, publicly 
available, data on helium gas concentrations, reported in mol%. The dataset is available at: 
https://www.sciencebase.gov/catalog/item/609e8fe1d34ea221ce3f39e6 

 

Accessible Fluid (F) 

a) Hot springs and geothermometers of low-temperature (<150°C) geothermal resources in 
the conterminous United States and Alaska. Mullane et al. (2016) compiled datasets from 
three USGS primary sources: Muffler (1979), Reed et al. (1982), and William et al. (2008). 
This database is available on the GDR: https://gdr.openei.org/submissions/842. Reed et al. 
(1982) identified 42 delineated areas related to conduction-dominated systems. 

Permeability/Porosity (P) 

The Quaternary fault map, dilation-tendency analysis map, micro-earthquake locations, elevation 
patterns and lineation from LiDAR images are elements that represent implications of the 
permeability of fracture pathways component (Wang et al., 2021) and at the same time, they are 
potentially susceptible to induced seismicity during geothermal operations. The same datasets 
described for permeability/porosity in OBGPT could be used for RGPT, see section 3.2. 

Caprock/Seal (S: Thermal Insulation) 

The proximity of an insulating sedimentary cover must be evaluated in RGPT. The occurrence of 
sediments in contact with the HHP granites, lithology, thickness, and thermal conductivity are 
important data to consider. 

Geothermal Play Type 
He isotope 
signature 

(R/RA) 
Geologic origin of He 

Radiogenica 0.02 – 0.04 Shallow crust 

Volcanic or Magmaticb,d,e,f 2-16 Mantle 

Deep Circulationb,c,e ~0.7 average Deep crust and/or 
mantle 
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1) For basin lithology–stratigraphic column and reservoir properties could be obtained from 
published literature from a specific basin. When that is not available, seismic reflection and 
other geophysical methods can be used to determine basin stratigraphy. The same dataset 
identified for SBGPT could be used for RGPT. 

2) Thermal conductivity is based on a stratigraphic model for each basin.  

a) The thermal conductivity baseline datasets of the conterminous United States and 
Alaska could be compiled for onshore sedimentary basins and include thermal 
conductivity values derived from lithological models COSUNA. Thermal conductivity 
values derived from stratigraphic models have an expected error of 10%, while thermal 
conductivity measurements of rock samples have errors below 5% (Gallardo and 
Blackwell, 1999). This dataset can be downloaded from 
http://geothermal.smu.edu/static/DownloadFilesButtonPage.htm 

Risk Criteria 

Environmental and seismic risk are important factors to consider. For example, a few areas are 
labelled as a national park, preserved land protected by public regulations that prohibit any 
industrial development. The risk criteria datasets for RGPT are similar to OBGPT and SBGPT; see 
section 3.1 and 3.2. 

Economic Criteria 

Economic input data relevant to RGPT viability include potential locations for commercial power 
sales or offtakes of heat for direct use, (e.g., regions with electrical infrastructure and population 
centers). The utilization viability input layers identify regions that can utilize low-grade 
geothermal heat and estimated LCOH for a set of communities. The same datasets used for SBGPT 
can be used for RGPT; see section 3.1. 

3.4 PFA Techniques and Processes 

A forthcoming report on PFA Best Practices (Warren et al., in press) identified a general geothermal 
PFA process: (1) selection of study area; (2) compilation of existing data and identification of data 
gaps; (3) definition of common risk segments and appropriate conceptual model framework(s); (4) 
measures of data confidence/uncertainty; (5) transformation and weighting of data to support 
combination into common risk segments; (6) combination of confidence and common risk 
segments; and (7) combination of confidence-scaled common risk segments into one or more 
common composite risk segment maps of geothermal favorability. That report also emphasizes the 
importance of adapting geothermal PFA to other geothermal resource types and explores 
refinement for more play types. 
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In summary, data processing transforms raw data into evidence layers that give information about 
the criteria to investigate. For example, discrete data tends to be interpolated to develop continuous 
layers, and some input data needs to be standardized and normalized to the same unit-scale to apply 
weighted summation methods or apply a machine learning algorithm (Burkov, 2019). Then, the 
evidence layers are each weighted to highlight the layers that are considered to contribute most 
significantly to the common risk segment of interest. The weights applied to evidence layers can 
be based on expert opinion, data confidence, and/or statistical models, or they can be generated 
through training and embedded into machine learning models (e.g., Mordensky et al., 2023). Other 
quantitative approaches, which attempt to reduce biases that are introduced using expert opinions 
include statistical methods (e.g., Palmer-Wilson et al., 2018; Kolker et al., 2022) and/or a 
combination of quantitative and expert opinions (Faulds et al., 2021). Afterward, data confidence 
is evaluated (uncertainty quantification) using different criteria such as kriging standard error, 
spatial coverage, collecting methods, availability of co-located datasets, scale of mapping, spatial 
resolution, etc. After evidence layers, confidence layers, and weights are produced, they may be 
united, using weighted sums or another layer combination technique, into common risk segment 
(CRS) maps, or individual criteria favorability maps, optionally scaled by confidence, for each 
criteria of interest. Lastly, a common composite risk segment (CCRS), or a combined favorability 
map (Fig. 9) can be created by further weighting and combining the CRS layers using geographic 
information systems, MATLAB, Python, or other tools.  

 

Fig. 9 Favorability map of a weights of evidence analysis results using a combination of faults, stress, 
earthquakes, and heat flow evidence layers produced by Williams and DeAngelo (2008). 
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As a final step of a geothermal resource favorability study, the power and heat potential of a 
geothermal reservoir can be estimated for regions of highest favorability using different tools such 
as the Geothermal Resource Portfolio Optimization Reporting Technique (GeoRePORT) Resource 
Size Assessment Tool developed by NREL (Rubin et al., 2022). 

A generalized flow chart showing the proposed PFA methodology in this study, specific to 
assessment of low-temperature conduction or conductive-dominated GPT, is shown in Fig. 10. 

 

Fig. 10. Flow chart outlining a generalized methodology for low-temperature assessment resources. 
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Conclusions 
This study classifies low-temperature geothermal resources by GPT. We redefined, updated, and 
characterized three major classes of low-temperature plays: SBGPT, OBGPT, and RGPT. This 
exercise should allow better characterization of low-temperature geothermal plays, which could 
facilitate favorability mapping for low-temperature geothermal resources. In the context of 
decarbonizing heating and cooling systems, such maps would meet a current need to understand 
where low-temperature geothermal resources are located close to demand. 

The general PFA workflows suggested by this study for low-temperature resources are similar to 
other PFA methods suggested for high-temperature hydrothermal resources. However, there is an 
important distinction in this PFA approach, which is focused on low-temperature resources for 
applications such as GHC and geothermal direct use. For that reason, even though the geological 
criteria remain the most important in the PFA process, it is critical to include the risk and economic 
criteria, such as population centers and heat demand and consumption in order to represent 
important demand-side factors impacting the feasibility of geothermal direct use for heating and 
cooling, and other applications of low-temperature geothermal resources (such as small-scale 
combined-heat-and-power plants).  

This project should facilitate future deployment of geothermal direct use for heating and cooling 
by providing data, tools, and a workflow applicable to low-temperature geothermal resources. 
Future work could use relevant data identified in this study and apply the PFA workflows described 
to create favorability maps of low-temperature resources for various GPT in some regions of the 
United States. Future research could also identify data gaps where more research and data 
acquisition will enhance future favorability mapping efforts. 
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ABSTRACT 

A comprehensive literature review, data review, and market analysis on the geothermal 
opportunities in Wyoming (WY) was completed for the Wyoming Energy Authority. The primary 
goal of this work was to assess the degree of understanding and feasibility for geothermal 
opportunities characterized by commercial geothermal utilization technologies and their 
effectiveness in the state of Wyoming.  

The geothermal resource potential for WY was evaluated using existing data and published 
literature of the geology and thermal characteristics of the state. Most of the geothermal resources 
are below 200 °F, below ideal electrical generation potential temperatures. There are no indications 
for a widespread high temperature geothermal resource that would provide significant geothermal 
value to WY and the costs and risks of exploration for high-temperature resources are high; 
consequently, technologies to utilize lower temperature resources are likely to have the greatest 
economic impact and benefit for WY.  

Multiple low-temperature geothermal utilization technologies are assessed to determine which are 
most applicable to WY geothermal resources. The practicality of the best utilization technologies 
for each region of WY given the resource conditions and evaluate the effectiveness of these 
technologies. Financial modeling and analysis for these select technologies applicable in WY were 
evaluated.  

In general, the geothermal resource across the state is limited to low enthalpy that would be best 
suited for direct use applications. There are approximately 1000 wells with bottom hole 
temperature greater than 200 °F where modular Organic Rankine Cycles may be able to generate 
electricity if there are sufficient water production rates. Still, given the low temperature nature of 
the resource in WY, this is considered niche power potential. This study generates a plan for 
geothermal development and opportunities focusing on known resources in the state using 
commercial technology to advance Wyoming’s energy strategy.  
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1. Introduction 
Wyoming (WY) is an epicenter for energy resources across the energy spectrum – coal, oil, gas, 
uranium, and wind. Additionally, there is evidence of geothermal resources across the state, 
assessed in the 2014 National Geothermal Data System compilation project. Previous studies 
suggest there are limited low-enthalpy geothermal resources available for development. While 
there are geothermal energy opportunities, no recent studies are available that assessed the best 
pathway for economic development of these resources in WY. To understand the geothermal 
potential of Wyoming, this study evaluates the geothermal resource available and outlines how the 
state can best utilize this geothermal resource to expand its energy market effectively.  

2. Regional Geothermal Geology of Wyoming 
Present geologic conditions in Wyoming provide low temperature geothermal opportunities 
throughout the state associated with the small number of hot springs and the deep sedimentary 
basins. The tectonic activity and volcanism along with the radioactive decay of isotopes in the 
subsurface are the primary sources for thermal resources in Wyoming. Sedimentary basins across 
the state are well explored for oil and gas, and deep formations may serve as hot sedimentary 
aquifer geothermal targets.  

Published literature on previous geothermal assessments indicate that there are areas of Wyoming 
that contain low-to intermediate-temperature geothermal potential in two main resource types: 
hydrothermal and hot sedimentary aquifers (HSA) (White and Williams, 1975). Geothermal 
systems here are categorized into high temperature systems greater than 300 °F, intermediate 
temperature systems ranging between 190 – 300 °F, and low-temperature systems for all 
temperatures less than 190 °F (White and Williams, 1975). Hydrothermal resources are expressed 
across the state as various thermal springs (Figure 1; Breckenridge and Hinckley, 1978). Previous 
work identified these hydrothermal anomalies in Wyoming, but few attempts have been made to 
define the resource associated with these anomalies (Buelow et al., 1986).  

1233



Gentry et al. 

 
Figure 1. Map of Wyoming’s thermal hot springs exclusive of Yellowstone National Park (Heasler and Hinkley, 1985). 

Heat flow studies (Decker et al., 1980; Heasler et al., 1982; Buelow et al., 1986; Dingwall et al., 
2011) reported heat flows of 33 to 80 mW/m² in Wyoming (Figure 2). Worldwide continental 
average heat flow is ~50 mW/m², meaning most of Wyoming contains an average to slightly above 
average thermal regime. As a comparison, the Basin and Range Province in the Western US, which 
contains many of the US geothermal systems, has an average heat flow of ~70 mW/m². 
Yellowstone National Park in the northwest corner of the state is an exception with very high heat 
flows over 105 mW/m² (Morgan et al., 1977; Buelow et al., 1986). The most recent work 
performed to quantify the geothermal resource in Wyoming was completed by Dingwall et al. 
(2011), which was included in the Blackwell et al., (2011) Temperature-at-depth maps for the 
Conterminous United States. Dingwall et al. (2011) added data points to the map of Wyoming, 
especially in the Powder River Basin area, to provide a more thorough and updated analysis of the 
area. The heat flow mapped with these new data and pre-existing published data suggest Wyoming 
has relatively low resource temperatures. Conventional geothermal resources, therefore, are highly 
location dependent and focused on areas with existing geothermal manifestations such as hot 
springs. There may be deep geothermal resources as well as the geothermal coproduction or 
wellbore repurposing opportunities within the Wyoming sedimentary basins associated with 
existing oil and gas wells, but it is important to note most of these are not in an above average 
thermal regime. 

Identified low-temperature hydrothermal resources in Wyoming include the Cody and 
Thermopolis hydrothermal systems within the Bighorn Basin surrounding Cody. Both geothermal 
systems are controlled by folds where elevated temperatures occur at shallower depths due to the 
geometry of the geologic structures (Heasler and Hinkley, 1985). The Cody hydrothermal system 
has recorded maximum temperatures of 110 to 130 °F at depths of 850 to 1600 feet. The 
Thermopolis system contains well data with temperatures ranging 115 to 130 °F and a maximum 
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recorded temperature of 162 °F (Heasler and Hinkley, 1985). These temperatures are not 
commercially viable for power generation but have direct heat use capabilities.  

 
Figure 2. Geothermal heat flow map (modified from Dingwall et al., 2011). Heat flow data points are shown as black dots. 
Wyoming heat flow ranges from 30 to 80 mW/m². 

The Powder River Basin located north and east of Casper was previously documented as an area 
of higher geothermal potential (Heasler and Hinkley, 1985; Buelow et al., 1986); however, the 
area has an average heat flow of 48 ±9 mW/m² (Figure 3; Buelow et al., 1986, Dingwall et al., 
2011) and a maximum recorded temperature within the basin of 275 °F at 16,076 feet. This heat 
flow represents worldwide average heat flow. The Southeastern Powder River Basin near Casper 
is characterized by high geothermal gradients and flowing water wells located along structural 
highs (Buelow et al., 1986). The Salt Creek-Meadow Creek area of the southeastern Powder River 
Basin is an area of greater geothermal potential. Evidence of geothermal potential includes 
unusually high geothermal gradients (Van Orstrand, 1940), anomalous temperature changes such 
as 40 °F difference between wells at five feet well spacing, and water flow rates of 4,000 gallons 
per minute (GPM) from 4,500 feet with surface temperatures of 183 °F (calculated gradient 30.6 
°F/1000 ft; Espach and Nichols, 1941).  

The hydrothermal geothermal resources of Wyoming are sparse but widespread across the state, 
as evidenced by the geothermal springs (Figure 1). Documented thermal springs in the state release 
3.5 trillion BTU’s of heat per year as they cool to ambient temperature (Breckenridge and Hinkley, 
1978; Heasler et al., 1983; Buelow et al., 1986), indicating a rough estimate on the potential 
thermal energy could be harnessed in Wyoming. Most of Wyoming’s thermal resources are low to 
intermediate temperatures (Heasler and Hinkley, 1985; Buelow et al., 1986; Dingwall et al., 2011) 
and are likely best suited for small-scale direct-use applications. This interpretation is for both the 
hydrothermal and HSA potential resources. While there are some locations with higher heat flow 
such as the Bighorn Basin and south of Yellowstone National Park, these areas are defined by only 
several small localized geothermal structures and hot springs. There is no evidence in past studies 
that indicate a widespread high temperature geothermal reservoir that can provide significant 
geothermal value to Wyoming. Given that there are no previous indications of high temperatures 
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in Wyoming, the best opportunity is utilizing these known resources rather than exploring for 
higher temperature hydrothermal and HSA geothermal resources. 

3. Well Data Analysis for Geothermal Resources 
In addition to the literature and previous work review, public oil and gas well data were examined 
combined with previously calculated Temperature-Depth maps (Blackwell et al., 2011) to examine 
the geothermal potential for both repurposing existing oil and gas wells and new drilling for 
geothermal development. Well data were downloaded from the National Geothermal Data System 
(NGDS) and Temperature-Depth maps were from the SMU Geothermal Laboratory (Blackwell et 
al., 2011), as well as shallow Temperature-Depth maps from the National Renewable Energy 
Laboratory. 

For wellbore repurposing, we examined the measured temperature and wellbore status to 
determine potential repurposing viability, which we discuss in the following sections. For new 
geothermal well drilling, we examined potential for both low temperature geothermal use, and 
high temperature geothermal use. For low temperature geothermal, we calculated the depth to 250 
°F (125 °C) as a current minimum temperature being targeted by new HSA projects for power 
production such as the DEEP project and the Alberta No. 1 project, both in Canada. The depth to 
250 °F in each basin ranges from about 4,600-13,000 feet (Figure 3). There is variability within 
each basin, which is significant when determining the best location for new geothermal well 
drilling. Each basin has potential, but there are localized areas that have shallower depths for the 
250 °F target. Yellowstone is an exception to this trend as it is a high temperature hydrothermal 
system; however, due to regulations, this is not a region that will be considered for any geothermal 
production or utilization. The Denver-Cheyenne basin contains the shallowest depths to the target 
temperature ranging from 3400-9500 feet. This area is likely the best option for new wells to be 
drilled because sufficiently high temperatures should be encountered at shallower depths. 

For the high temperature geothermal potential, we used the calculated temperature at 21,000 ft 
depth (6.5 km) to represent the technical drilling limit at present as this is the approximate depth 
to the deepest wells in Wyoming. Areas with estimated temperature greater than 300 °F are the 
regions with high temperature geothermal potential. It is unlikely that these regions are 
economically viable for new drilling, but these regions may represent future areas of geothermal 
exploration potential. It is important to note there is limited deep drilling data to the 6.5 km depth, 
which suggests that there is additional de-risking required before deep, high temperature 
geothermal can be recommended for exploration.  

Overall, the conclusions of these maps are that there is a thermal regime in the subsurface that can 
be characterized, but the regional thermal regime is likely too low of a temperature to consider 
drilling for new geothermal development. There is no evidence of high temperature geothermal 
resources to extract in Wyoming. For this reason, this report will not focus on high temperature 
resources and utilization technologies such as flash steam power plants and enhanced geothermal 
system subsurface technologies. There will be a small section for reference purposes that 
summarizes future geothermal utilization technologies that aim to make geothermal power 
accessible and commercial everywhere, which would include Wyoming. 
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Figure 3. Depth to 125 °C. 

4. Geothermal Utilization for Wyoming 
Technologies that are most suitable for the low to moderate temperature resources that Wyoming 
has include direct use or ORC units. Direct use technologies could be used near population centers 
to heat buildings and homes or supply heat to manufacturers. There is widespread potential for 
well repurposing across the state. There are 6,816 wells that have temperatures between 100 – 200 
°F that can be repurposed for direct use options and 1,479 open wells that have bottom hole 
temperatures greater than 200 °F that therefore have potential to be used with an ORC unit to 
produce geothermal electricity. Geothermal heat pumps can be used to heat homes as well, and 
would be applicable throughout the state, but home by home installation of heat pumps is not the 
most effective strategy for large scale geothermal technology utilization.  

5. Geothermal Utilization Assessment for Wyoming 
Based on the previously completed geothermal resource assessment, the following section will 
outline the geothermal utilization technologies that are viable in each region of Wyoming defined 
by major basins (Figure 4). Additional analysis of oil and gas well data in Wyoming further 
indicates areas where well repurposing could be viable based on BHT measurements (Figure 5-6). 
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Figure 4. Map of Wyoming's major sedimentary basins. 

 

 
Figure 5. Wyoming's low temperature wells between 100-200 °F. 
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Figure 6. (Top) Wells above 200 °F colored by temperature. (Bottom) Wells above 200 °F colored by status. 

5.1 Bighorn Basin 

The Bighorn Basin has been identified as a region with relatively higher heat flow values in the 
state of Wyoming but is a localized area with few data points (Dingwall et al., 2011). The Cody 
and Thermopolis hydrothermal systems located in this basin have recorded temperatures ranging 
around 110 to 130 °F at depths of 850 to 1600 ft (Heasler and Hinkley, 1985). Given the low 
temperature and localization of this natural resource, the best application here would be geothermal 
heat pumps or direct use. Heat use options include greenhouses, heating for residential or small 
commercial buildings, domestic hot water, and possibly industrial uses.  

Oil and gas wells in this basin range from 100 – 270 °F, with most being less than or equal to 200 
°F (Figure 5). Well repurposing with an ORC unit could be a viable option in this region, although 
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most wells are lower temperature, and would require high flow rates. Further analysis for 
individual wells would help determine the success and output of well repurposing here. The 
geothermal resource potential is summarized in Table 1. 

Table 1. Summary of the Geothermal Potential of the Bighorn Basin 

Bighorn Basin 

Number of Low Temperature wells [Direct use] 999 

Number of High Temperature wells [Electricity] 30 

Depth to 250°F for new drilling 8,900 – 12,300 ft 

GHP Potential Yes 

Nearby Population Center Cody, WY 

Heat Demand Residential: Low 
Commercial: Low 
Manufacturing: Low 

 

5.2 Powder River Basin 

The Powder River Basin (PRB) is another region in Wyoming that is identified as potential for 
shallow low temperature resources in highly localized anomalies. Here, direct use is an option for 
geothermal utilization and existing deep wells may provide an opportunity for wellbore 
repurposing. The geothermal potential of the PRB is summarized in Table 2. 

The southeastern PRB is characterized by high geothermal gradients and flowing water wells 
located along structural highs (Buelow et al., 1986). Most wells in the PRB are low temperature, 
around 100-200 °F, which are better suited for direct use applications (Figure 5).  

The southeastern portion of the PRB contains wells with temperatures of 200 – 300 °F (Figure 6); 
however, only a few of these wells are producing currently. These wells are feasible options for 
repurposing as there is evidence of higher temperatures, but it will depend on the water production 
for each well to determine its thermal potential and there may be additional workover expenses if 
any high potential wells were shut in for extended periods of time.  

Residential and commercial heat demand for the state is centralized around Casper McCabe et al., 
2016). Direct use technologies can be used to provide for that heat demand through geothermal 
district heating or heat pumps on houses or buildings.  
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Table 2. Summary of the Geothermal Potential of the Powder River Basin 

Powder River Basin 

Number of Low Temperature wells [Direct Use] 1603 

Number of High Temperature wells [Electricity] 162 

Depth to 250 °F for new drilling 7500 – 15,000 ft 

GHP Potential Yes 

Nearby Population Center Casper, WY 

Heat Demand Residential: Moderate 
Commercial: Moderate 
Manufacturing: Low 

 

5.3 Wind River Basin 

The Wind River Basin was not previously identified as a location with high geothermal potential; 
however, several oil and gas well BHTs show that the northeastern border of the basin has several 
wells that reach temperatures of 200 – 340 °F (Figure 6). These are localized areas, only covering 
several wells; still, this region contains wells that show potential for electricity production through 
well repurposing. The geothermal potential of the Wind River Basin is summarized in Table 3. 

In the western portion of the basin, the Wind River Reservation is an optional end user of the 
geothermal heat or power production. The higher temperature wells are located to the east, closer 
to Casper, which could also be considered for an end user for heat or power generation. Figures 
19 and 20 show the heat demand per county. Given that the eastern portion of the basin lies in the 
same county as Casper, a major population center, the maps suggest that the eastern part of the 
Wind River Basin has high commercial and residential demand. However, most of the demand in 
this county is likely concentrated around Casper. 

Table 3. Summary of the Geothermal Potential of the Wind River Basin 

Wind River Basin 

Number of Low Temperature wells [Direct Use] 730 

Number of High Temperature wells [Electricity] 165 

Depth to 250 °F for new drilling 10,200 – 12,000 ft 

GHP Potential Yes 

Nearby Population Center Casper, WY 

Wind River Reservation 
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Heat Demand Residential: Low 
Commercial: Low 
Manufacturing: Low 

 

5.4 Southwestern Wyoming 

Southwestern Wyoming includes multiple basins surrounding Rock Springs including the Great 
Divide basin (Figure 15). There is an abundance of wells in this region that primarily have 
temperatures ranging from 100 – 250 °F (Figures 5 and 6). Most of those wells are less than 200 
°F, which are opportunities for direct use heat utilization close to Rock Springs. A summary of the 
geothermal potential of Southwestern Wyoming is presented in Table 4. 

There is a high manufacturing heat demand (Figure 7) and abundance of industries located in this 
region, which may mean direct use for industrial heat is a high opportunity target for geothermal 
utilization.  

Table 4. Summary of the Geothermal Potential of the Southwestern Wyoming Basins 

Southwestern Wyoming Basins 

Number of Low Temperature wells [Direct Use] 3085 

Number of High Temperature wells [Electricity] 863 

Depth to 250 °F for new drilling 9200 – 15,000 ft 

GHP Potential Yes 

Nearby Population Center Rock Springs, WY 

Heat Demand Residential: Low 
Commercial: Low 
Manufacturing: Moderate 
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Figure 7. Manufacturing heat demand in Wyoming (modified from McCabe et al., 2016). 

5.4 Denver Cheyenne Basin 

The Denver-Cheyenne Basin is in the southeastern corner of Wyoming and borders the state line 
with Colorado. This basin geothermal potential is summarized in Table 5. This basin contains wells 
that have temperatures between 150 – 200 °F and about 25 wells that yield temperatures between 
200 – 250 °F. These wells are most suitable for low temperature direct use technologies, and the 
25 higher temperature wells could be suitable for well repurposing.  

In this region, Cheyenne and Laramie are major towns with larger populations that could be end 
users for heat or power generation. Both towns are located in proximity of the wells which provides 
easy transmission. Laramie and Goshen counties in this region are amongst the highest 
manufacturing heat demand of the state. It would be valuable to identify industrial heat users here 
and determine if the wells produce temperatures that would be useful for these manufacturers to 
use directly.  

Table 5. Summary of Geothermal Potential in the Denver-Cheyenne Basin 

Denver-Cheyenne Basin 

Number of Low Temperature wells [Direct Use] 323 

Number of High Temperature wells [Electricity] 20 

Depth to 250 °F for new drilling 3400 – 9500 ft 

GHP Potential Yes 

Nearby Population Center Cheyenne, WY 
Laramie, WY 
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Heat Demand Residential: Moderate 
Commercial: Moderate 
Manufacturing: Moderate 

 

6. Financial Analysis for Geothermal in Wyoming 
There are several potential opportunities for geothermal implementation based on the identified 
geothermal potential and mature geothermal utilization technologies. We built and performed 
baseline financial models for four different geothermal energy systems potentially applicable in 
Wyoming. The three utilization technologies examined include: 

1. Oil and gas well conversion for power generation 
2. Oil and gas well conversion for a direct use thermal application 
3. Conventional geothermal power plant using only new-drilled wells 

6.1 Oil and Gas Well Conversion for Power Generation 

Well conversion is first modeled for power generation where water is extracted from an existing 
well and run through a modular, 100 kW ORC unit for electricity production. This model assumes 
all production and injection infrastructure is in place so that no major construction is required. This 
economic model is based entirely on the value of the geothermal energy production and deferred 
abandonment cost. This does not account for any additional oil production because that is a large 
unknown. 

Table 6. Financial Model Results for Wellbore Conversion for Power Generation. 

Performance Parameters Units Probable Value Value Range 
(±2σ) 

Internal Rate of Return % 12 11 – 18 

Net Present Value $M 0.1 -0.1 – 0.5 

Breakeven Year Years 17.5 8 – 20 

Average ROI % 11 10 – 16 

 

6.2 Oil and Gas Well Conversion for Direct Use Thermal Applications 

Well conversion is modeled for 2 MW (6.82 MMBTU/hr) direct use thermal application where 
water is produced, heat extracted, and cooled water is reinjected. This model assumes all 
production and injection infrastructure is in place, but includes additional surface piping from the 
production well to the thermal energy use location, assuming a minimal distance of 1500 ±500 ft. 
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Table 7. Financial Model Results for Wellbore Conversion for Direct Use Thermal Applications. 

Performance Parameters Units Probable Value Value Range 
(±2σ) 

Internal Rate of Return % 19 9 – 37 

Net Present Value $M 1 -0.1 – 3.1 

Breakeven Year Years 8 4.5 – 30+ 

Average ROI % 17.5 9 – 34 

 

6.3 Conventional Geothermal Power Plant Using Only New-drilled Wells 

The conventional geothermal power system is modelled as a 5 MW ORC power plant fed by new-
drilled wells. Variable input parameters include 1.5 – 3.5 wells and drill depth ranging from 3000 
– 5000 meters. The well depth and number of wells is ultimately dependent on depth to desired 
temperature and production from the wells. 

Table 8. Financial Model Results for Conventional Geothermal Power Plant with New Wells. 

Performance Parameters Units Probable Value Value Range 
(±2σ) 

Internal Rate of Return % 7 6 – 13 

Net Present Value $M -0.5 -7.9 – 12.4 

Breakeven Year Years 25 13 – 30+ 

Average ROI % 8 7 – 12 

7. Conclusions 
The goal of this study is to characterize the thermal regime and geothermal power potential in the 
state of Wyoming so that geothermal energy can be produced utilizing the most suitable 
geothermal technologies for the available resource. Detailed thermal resource data mapping with 
existing well data indicates that Wyoming’s geothermal resource across the state is low to 
moderate temperatures in localized areas (100 – 300 °F). The target temperature for geothermal 
power production by the geothermal industry is closer to 350 – 400 °F. Wyoming does not have a 
high temperature resource like this required for larger scale power production using high 
temperature technology such as flash steam power plants. 

Technologies that are most suitable for the low to moderate temperature resources that Wyoming 
has include direct use or ORC units. To determine the best utilization for the resource available, 
the state was divided into five major sedimentary basins to assess the resource and technologies 
most suitable for each basin region. Each of the basins have a range of resource, utilization options, 
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and sufficient end-users. Wyoming should not pursue high temperature utilization technologies at 
this time such as EGS or CLG because the resource available combined with the maturity of these 
technologies makes these resources not commercially feasible.  

Well repurposing for geothermal power production through an ORC unit or direct use is a potential 
option if the fluid production rate is sufficient. There are many wells that could produce geothermal 
energy, but further evaluation is required to determine total production potential and produce 
detailed financial metrics based on the individual projects. 

Financial modeling and analysis for each utilization technology that is applicable to Wyoming was 
evaluated. This analysis included average payback period, internal rate of return, net present value, 
and average annualized return on investment. The financial analysis was based on a 30-year 
expected lifetime of geothermal production and incorporated anticipated operations and 
maintenance costs, building costs, tax rates, discount rates, and tax credits. In general, new drilling 
prospects have a negative to low commercial viability, while repurposing wells has a low to 
moderate commercial viability. 

There are several opportunities to begin detailed evaluations where there is a clear power potential 
that needs defining of the end user. Here, the Wind River Basin is one area of particular interest 
because of the higher temperature wells and relative proximity to the Wind River Reservation and 
population centers of Riverton and Thermopolis. Additional investigation is necessary to 
determine the total geothermal resource, total heat or energy demand, and optimal utilization plan 
because there are multiple technologies that could work given the resource and multiple potential 
end-users. These detailed analyses will highlight the most suitable location for geothermal 
deployment and determine with more certainty if any individual project is both technically and 
commercially viable. 
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ABSTRACT 

Play fairway analysis (PFA) is a robust tool utilized in the petroleum industry that has been adapted 
to assess geothermal resource potential and reduce geothermal resource exploration risk. 
Geothermal exploration risk is particularly high when searching for blind geothermal systems 
without surface expressions such as hot springs. However, significant undeveloped geothermal 
potential could reside in hidden or blind geothermal systems in the Great Basin region (GBR) in 
the western United States. The INnovative Geothermal Exploration through Novel Investigations 
Of Undiscovered Systems (INGENIOUS) project aims to build on previous PFAs and machine 
learning studies to develop improved exploration tools for discovering new, economically viable 
hidden geothermal systems in the GBR. The INGENIOUS GBR study area encompasses most of 
Nevada, western Utah, southern Idaho, southeastern Oregon, and easternmost California. A key 
objective of this project is to reduce geothermal exploration risks for hidden geothermal systems 
by developing a comprehensive play fairway (PF) workflow applicable to the GBR. 

Previous studies have shown Quaternary faulting to be a primary controlling factor for the 
development of high enthalpy geothermal systems in the GBR. Therefore, Quaternary fault 
locations and their attributes can be utilized to generate key features for a GBR PF workflow. A 
Quaternary fault database for the INGENIOUS GBR was collated in Phase I of the INGENIOUS 
project and included updated fault locations and updated fault attributes of recency (i.e., age of 
most recent rupture) and slip rates. These data sets have been analyzed through weights-of-
evidence to identify statistically robust relationships between potential features and known 
geothermal systems. To leverage these relationships, we have developed a comprehensive 
approach for generating fault features that efficiently integrates both fault locations and attributes. 
The feature engineering of these fault layers includes smoothing of statistically defined weights 
over multiple dimensions of space, time, and attributes to make full use of multi-dimensional data, 
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where training site densities are limiting factors. Smoothing involves interpolation of data points 
in manners consistent with expected physiological relationships. In this approach the data are 
optimized to develop new predictive geothermal fairway and favorability maps of the GBR and to 
work toward improving our understanding of resource conceptual models in the GBR. 

1. Introduction  
Geothermal energy is a clean, renewable energy source that has the potential to play a key role in 
the energy transition away from fossil fuels. The Great Basin region (GBR) in the western United 
States (Figure 1) is a world-class geothermal province. In Nevada alone, the installed geothermal 
capacity is reported to be 786 MWe (Muntean et al., 2021), and researchers have proposed that 
there is significantly more geothermal potential than what has been discovered (e.g., Williams et 
al., 2009). Many of the historical discoveries of conventional hydrothermal systems in the GBR 
have surface thermal features. However, future geothermal potential is thought to lie mostly in 
hidden or blind geothermal systems that lack surface thermal features such as hot springs or steam 
vents (e.g., Coolbaugh et al., 2007; Faulds et al., 2019). These hidden or blind geothermal systems 
are more difficult to locate and also have higher geothermal exploration risk. Barriers to new 
geothermal development include challenges in locating new hidden or blind geothermal systems 
and the high costs of exploration and drilling (Weathers et al., 2015). However, due to the high 
production rates from some known hidden geothermal systems, such as McGinness Hills 
(Nordquist and Delwiche, 2013; Akerley et al., 2019; Muntean et al., 2021), there has been an 
extensive effort to identify and utilize more of these types of systems. The INnovative Geothermal 
Exploration through Novel Investigations Of Undiscovered Systems (INGENIOUS) project 
focuses on most of Nevada, western Utah, southern Idaho, southeastern Oregon, and easternmost 
California. The project aims to discover new, economically viable hidden geothermal systems in 
the GBR by integrating new and established techniques to develop a play fairway (PF) workflow 
that can reduce exploration risk. 

1.1 Play Fairway Analysis (PFA) 

PFA is a robust tool that has been utilized in the petroleum industry and has been adapted to assess 
geothermal resource potential and to work toward reducing geothermal resource exploration risk. 
In PFA, a set of key geologic characteristics are determined, and the co-occurrence of those 
characteristics are mapped to determine the probability of identifying a resource within an area of 
interest (Weathers et al., 2015). Since 2014, there have been four major PFA studies in the GBR, 
each focused on distinct parts of the province, including the Great Basin interior (Faulds et al., 
2021), the Modoc Plateau (Siler et al., 2017), the eastern Great Basin in Utah (Wannamaker et al., 
2020), and the Snake River Plain (Shervais et al., 2020). These studies utilized a combination of 
geological, geophysical, and geochemical data and statistical analyses (e.g., weights of evidence, 
logistic regression, and fuzzy logic) to generate PFA workflows and geothermal favorability maps 
(e.g., Siler et al., 2017; Wannamaker et al., 2020; Faulds et al., 2021). Additionally, the Nevada 
machine learning (ML) project built on the Nevada PFA results by expanding the data sets and 
applying ML techniques, including supervised probabilistic Bayesian artificial neural networks 
and unsupervised principal component analysis paired with k-means clustering (Smith et al., 
2021). These projects identified new geothermal prospects and provided insights into GBR 
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geothermal systems, but they also had limitations such as incomplete datasets, limited training 
sites, and limited spatial coverage. The INGENIOUS project aims to build on previous PFAs and 

 
Figure 1. Location of the INGENIOUS Great Basin study area (white dashed line), which encompasses several 

previous project focus areas in CA, NV, and UT. 
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ML work to reduce geothermal exploration risks for hidden geothermal systems by developing a 
comprehensive play fairway (PF) workflow applicable to the GBR.  

1.2 Utilization of Faults in Previous Work 

Heat and permeability are the main characteristics that were defined in the previous PFAs in the 
GBR, and a wide variety of data sets have been used to build proxies for these two characteristics. 
Most geothermal systems in the GBR are fault-controlled without upper crustal magmatic heat 
sources (e.g., Faulds et al., 2010; Jolie et al., 2012), making permeability a key characteristic for 
the formation of geothermal systems. Past studies have utilized proxies for faults or fault attributes 
in different ways to build models for permeability.  

Coolbaugh et al. (2005) used a combination of GPS-derived strain rate and fault-derived slip rate 
data to estimate regional crustal extension rates, augmented by gravity and topographic gradients 
as a proxy for permeability. The PFAs in the GBR built on the work of Coolbaugh et al. (2005) 
and others (e.g., Coolbaugh and Bedell, 2006; Williams and DeAngelo, 2008). The Utah PFA 
estimated permeability through fault density, the distribution of critically stressed zones, and 
magnetotelluric conductivity, which were used to build common risk segment maps (Wannamaker 
et al., 2016). In comparison, the Modoc PFA utilized various proxies for permeability including 
fault length, age, slip tendency, dilation tendency, favorable structural settings, strain rate, and 
total seismic moment, which were assigned fuzzy numbers that were combined to calculate 
favorability and uncertainty (Siler et al., 2017). The Nevada PFA took a different approach by 
defining local, intermediate, and regional permeability, with respective weight assignments guided 
by weights-of-evidence and logistic regression. Local permeability was defined by favorable 
structural settings and the age, slip rate, and slip and dilation tendency of the Quaternary faults 
within those settings (Faulds et al., 2021). Intermediate permeability was defined by the location 
of Quaternary faults with a 500 m buffer (Faulds et al., 2021). Lastly, regional permeability was 
defined by geodetic strain rate, earthquake density, age of Quaternary faulting, Quaternary fault 
slip rates, slip and dilation tendency of Quaternary faults, and horizontal gravity gradient (Faulds 
et al., 2021).  

Later work by DeAngelo et al. (2019) built on all these studies by refining the data-driven weights-
of-evidence (WofE) approach. DeAngelo et al. (2019) utilized a distance function on fault subsets; 
these were analyzed by WofE to select the best performing fault subsets. Categorical and smoothed 
weights were then utilized on the best performing fault subsets based on recency and slip rate to 
develop predictive feature layers (DeAngelo et al., 2019). The work presented in this paper utilizes 
some of the techniques of DeAngelo et al. (2019) but builds on their work by utilizing all of the 
available data rather than a subset of faults. While Quaternary faults with favorable attributes such 
as young recency correlate well with geothermal systems, Quaternary faults with less than ideal 
attributes are still positively correlated and can be utilized to build a more complete predictive 
relationship between Quaternary faulting and geothermal systems. This study aims to further refine 
the smoothed WofE technique to utilize the full range of attribute data for Quaternary faults to 
build more systematic permeability proxies. 
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2. Data and Methods  
2.1 Data 

In Phase I of the INGENIOUS project, a regional-scale geoscience compilation of 14 data sets was 
completed for the 494,269 km² GBR study area. These included: 1) location of Quaternary faults, 
2) slip rates on Quaternary faults, 3) age or recency of faulting, 4) slip and dilation tendency on 
Quaternary faults, 5) active and paleo-geothermal features, 6) Quaternary volcanic distribution, 7) 
gravity data and models, 8) magnetic data and models, 9) magnetotelluric (MT) data and models, 
10) geodetic strain rate, 11) earthquake distribution, 12) regional heat flow/temperatures, 13) 
temperature-geochemical data from wells and springs, and 14) two-meter temperature data. All 
these data sets are useful for evaluating relationships in the INGENIOUS study area, whereby 
permeability and heat proxies are used to assess geothermal favorability. However, this paper 
focuses on the utilization of fault locations and attributes of recency and slip rate. The methodology 
developed for Quaternary faults can serve as a template for developing other data sets for the 
INGENIOUS PF workflow.  

A total of 109 known geothermal systems with known or estimated temperatures ≥120˚C in the 
INGENIOUS study area were identified as training sites for this analysis (Figure 2). These systems 
are either producing geothermal systems (i.e., contain operating geothermal power plants), 
identified geothermal systems that have not yet been developed, or potential geothermal systems 
that have been identified from measured well temperatures or temperatures estimated using 
geothermometry. A cut-off of 120˚C was utilized because geothermal systems over this 
temperature generally have the potential to produce electricity based on current power plant 
technology and utility costs. These training sites were used as benchmarks to develop statistical 
relationships between fault attributes and geothermal favorability.  

2.2 Statistical Evaluation Methods 

Previous studies have shown strong correlations between active tectonism and geothermal 
systems. To leverage these relationships, we have developed a comprehensive approach for 
generating fault features utilizing fault locations and attributes. One of the challenges of the 
Quaternary fault features is the multiple attributes assigned to each fault (location, recency, slip 
rate, and slip and dilation tendency). In addition, faults are linear features that require 
transformation (interpolation) to produce continuous features for map-based geothermal 
prediction.  

The main statistical method utilized for this study was WofE. WofE is a statistical method 
developed based on Bayes’ Rule and has been utilized for spatial modeling (Bonham-Carter, 1994; 
Raines et al., 2000). It is a data-driven method that quantifies the spatial association between a 
feature and training sites (e.g., Coolbaugh et al., 2003; DeAngelo, 2019). In past studies, WofE 
has been utilized to define relationships between data sets and geothermal activity to predict 
geothermal favorability (e.g., Coolbaugh et al., 2003; DeAngelo, 2019; Faulds et al., 2021). In this 
study, WofE analyses were completed using the ArcGIS Spatial Data Modeler Toolbox (Raines et 
al., 2000). Initial WofE analyses were conducted as cumulative tests. Cumulative WofE is an 
iterative binary test that identifies the number of training sites that are included as more bins are 
added to the analysis in each iteration. The cumulative analysis is commonly used to identify 
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thresholds that can be employed to define multiple weights in a categorical WofE analysis. In the 
categorical test, each bin is tested separately. 

 
Figure 2. Complied known geothermal systems in the INGENIOUS study area. Selected based on measured or 

calculated temperatures. 

Previous studies utilized fault recency values that were grouped into age bins in the Quaternary 
Fault and Fold Database (USGS, 2020). However, more precise ages were assigned wherever 
possible when recency was re-evaluated for the revised INGENIOUS fault compilation. Thus, the 
INGENIOUS recency database now contains 64 discrete bins. Similar to recency, the slip rate 
database now has 83 discrete bins. Therefore, the INGENIOUS fault attribute data sets needed to 
be evaluated to determine statistically significant thresholds to define recency and slip rate bins. 
This was done utilizing WofE. However, to complete this analysis, data sets are required to be 
continuous gridded features rather than non-continuous data such as fault segments (line). 
Euclidean distance and Euclidean allocation were utilized to generate these continuous grids. 
Euclidean distance is the distance from each 250 m grid cell in the INGENIOUS study area to the 
closest feature of interest (e.g., fault), and Euclidean allocation calculates the nearest attribute for 
each grid cell based on the Euclidean distance. In this case, Euclidean allocation calculates the 
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Euclidean distance for each 250 m grid cell to the closest fault and then assigns the attributes of 
that fault (recency or slip rate) to that grid cell. Fault attributes were not assigned more than 10 km 
away from the fault, as WofE analysis from this study indicates that 10 km is generally the 
maximum distance that such attributes could be applicable. The resulting grids were analyzed 
using WofE to identify data-driven age and slip rate bins to be used in WofE analyses moving 
forward.  

The identified age and slip rate bins were utilized to generate separate shapefiles of faults for each 
bin. These were then transformed to continuous features using Euclidean distance to calculate the 
distance from each 250 m grid cell in the INGENIOUS study area to the closest feature of interest 
(e.g., fault). The distances to the Quaternary faults were classified in a geometric pattern (e.g., 125 
m, 250 m, 500 m, 1000 m, 2000 m, etc.) to enhance the resolution of the statistical analysis closer 
to Quaternary faults, where higher geothermal favorability is expected. This interpolation 
generates a continuous feature that combines multiple fault attributes into one grid that can be 
utilized in the WofE analysis. The WofE analysis was used to identify statistical relationships 
between known geothermal systems and the INGENIOUS fault data sets. 

Smoothed WofE was then utilized to smooth the relationships defined through categorical WofE 
analyses so that the response varies gradationally across the study area, removing the abrupt 
changes in favorability at category boundaries (e.g., Coolbaugh and Bedell, 2006; DeAngelo et al., 
2019). Categorical weights were determined through WofE and plotted against the distance to 
Quaternary faults. The distance used to plot each point was the mean of the distance value for each 
category. A line of best fit was then fitted to the data points, and the equation of the line was 
utilized to calculate a smoothed grid.  

With smoothed WofE grids defined for each individual recency and slip rate bin, these grids were 
incorporated into two features, one for recency and another for slip rate. This was done using 
logistic regression, which is a modified version of linear regression that can be used for binary 
variables and does not require conditional independence for predictive data (Wright, 1996). 
Logistic regression has been utilized with WofE to generate predictive geothermal favorability 
maps in previous studies (e.g., Coolbaugh et al., 2003; DeAngelo, 2019; Faulds et al., 2021). In 
this study, logistic regression was completed using Python code, which utilized the logit model 
developed by statsmodels (Seabold et al., 2010). Logistic regression was then used to define a 
relationship to combine the individual recency and slip rate grids into recency and slip rate features, 
which were then combined using logistic regression into a single Quaternary fault super-feature.  

3. Results  
3.1 Recency Feature 

The recency values for the Quaternary faults in the study area range from 88 to 2,600,000 years 
with 64 unique values. As discussed above, Euclidean allocation was utilized to map these values 
up to 10 km away from the fault at which they were identified (Figure 3A). Generally, most of the 
area had older recency values with younger recency values observed in the Walker Lane, central 
Nevada seismic belt, and along the Wasatch Front. This Euclidean allocation grid was then 
analyzed through cumulative WofE, and those results are presented in Figure 3B. Here four bins 
are distinguished based on the distinct steps in the positive weights (Figure 3B: red line). These 
recency bins are: 88-18,000, 18,200-120,000, 130,000-1,000,000, 1,000,000-2,600,000 years. 
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Figure 3. A. Euclidean allocation of recency values. Warmer colors indicate younger recency, and cooler colors 

indicate older recency. Colored stars are known geothermal systems (see Figure 2 for key). B. Positive 
weights (+W) plotted against recency. Colored vertical lines are one sigma error bars. Vertical dashed 
gray lines indicate recency bins defined in this study. 
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The recency bins were utilized to generate a separate grid for each bin, and then the Euclidean 
distance was calculated for the cells in each grid (Figure 4). Cumulative WofE analyses were 
completed on the distance grids, and the results were plotted against the cumulative percent area 
(Figure 5A). Each recency bin indicates a roughly logarithmic relationship with the highest 
positive weights occurring closest to the Quaternary faults, and the weights decreasing away from 
the Quaternary faults. The youngest recency bin (Figure 5A: red line) has the highest positive 
weights, the oldest two recency bins (Figure 5A: green and blue lines) have similar positive 
weights, and the second youngest illustrates the lowest positive weights. The middle two recency 
bins (Figure 5A: yellow and green lines) appear to have more noise than the other two recency 
bins.  

 
Figure 4. Euclidian distance to Quaternary fault grids for each recency bin. Warmer colors indicate closer 

distances to Quaternary faults, and cooler colors indicate greater distances from Quaternary faults.  
Colored stars are known geothermal systems (see Figure 2 for key). A. 88-18,000 years. B. 18,200-120,000 
years. C. 130,000-1,000,000 years. D. 1,000,000-2,600,000 years. 
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Figure 5. A. Cumulative WofE analysis of the four recency bins. B. Categorical WofE analysis of the four 

recency bins. Colored vertical lines are one sigma error bars.  

 

 
Figure 6. Estimation of recency smoothed WofE based on categorical WofE. Left – Yellow and Green points 

are estimated based on the relationship defined between the red and blue points. Right – The estimated 
positive weights and the convergence of lines in Figure 5 at 10 km are used to calculate a linear 
relationship for each recency bin.  
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Figure 7. The four recency grids are combined using the relationship derived from logistic regression into one 

recency feature that incorporates distance and recency relationships. Warmer colors indicate higher 
geothermal favorability, and cooler colors indicate lower geothermal favorability. Colored stars are 
known geothermal systems (see Figure 2 for key).  

Cumulative WofE were utilized to determine thresholds of distance to Quaternary faults that could 
be used as categories in categorical WofE. The resulting categorical weights were plotted against 
the distance to Quaternary faults on a logarithmic scale (Figure 5B). A smoothed WofE 
relationship was established from the near linear relationships on this plot. As established earlier, 
the oldest and youngest bins have the least noise and are used as brackets to estimate a smoothed 
relationship for the middle two recency bins that display more noise (Figure 6). Recency and the 
positive weights for the oldest and youngest bins (Figure 6: red and blue points) were plotted, and 
a line was fitted to these points, with the equation of this line used to estimate the highest positive 
weights for the middle two recency bins (Figure 6: yellow and green points). The highest positive 
weights were then plotted against the distance to Quaternary faults (Figure 6). All the recency bins 
converge around a weight of 0 near 10 km (Figure 5B: red, green, and blue lines), except for the 
second youngest bin (yellow). The lines defined by these points are used to define the smoothed 
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WofE relationship for each recency bin (Figure 6). The response below a weight of 0 was defined 
by the average response of the WofE analyses (except the second youngest bin) below 0. These 
equations were utilized to generate smoothed WofE grids for each recency bin. These four grids 
were then evaluated using logistic regression. The coefficients derived from logistic regression for 
the grids from youngest to oldest were: 1.0236, -1.2288, 0.7565, and 0.4967. These results were 
used to combine these grids into one recency feature that incorporated both distance and recency 
relationships (Figure 7). Generally, this highlights higher geothermal favorability in the western 
GBR and lower geothermal favorability in the eastern GBR. 

3.2 Slip Rate Feature 

The slip rate values for the Quaternary faults in the study area range from 0 to 4.5 mm/yr with 83 
discrete values. Generally, the central portion of the study area has lower slip rates, and the highest 
slip rates are observed in the Walker Lane and along the Wasatch Front. As discussed previously, 
Euclidean allocation was utilized to map these values up to 10 km away from the fault at which 
they were identified (Figure 8A). This Euclidean allocation grid was then analyzed through 
cumulative WofE, and those results are presented in Figure 8A. Here, four bins are distinguished 
based on the steps in the positive weights (Figure 8B: red line). These slip rate bins are: 0.0001-
0.076, 0.08-0.19, 0.195-1.5, and 1.6-4.5 mm/yr. 

These slip rate bins were utilized to generate a separate grid for each bin, and then the Euclidean 
distance was calculated for the cells in each grid (Figure 9). Cumulative WofE analyses were 
completed on the distance grids, and the results were plotted against the cumulative percent area 
(Figure 10A). Each slip rate bin indicates a roughly logarithmic relationship with the highest 
positive weights occurring closest to the Quaternary faults, and the weights decreasing away from 
the Quaternary faults. The fastest slip rate bin (Figure 10A: red line) has the highest positive 
weights, the two slowest slip rate bins (Figure 10A: green and blue lines) have similar positive 
weights, and the second fastest also has very high positive weights. The second fastest slip rate bin 
(Figure 10A: yellow lines) also appears to have the least noise in the data.  

Cumulative WofE was utilized to determine the thresholds of distance to Quaternary faults that 
could be used as categories in categorical WofE. The resulting categorical weights were plotted 
against the distance to Quaternary faults on a logarithmic scale (Figure 10B). A smoothed WofE 
relationship was established from the near linear relationships on this plot. The middle two slip 
rate bins have similar responses (Figure 10B: yellow and green lines), whereas the fastest (Figure 
10B: red line) is defining higher weights at greater distances to Quaternary faults, and the slowest 
(Figure 10B: blue line) displays lower weights. A line is fitted to each of these slip rate bins to 
define the smoothed WofE relationship for each slip rate bin (Figure 11). These equations were 
utilized to generate smoothed WofE grids for each slip rate bin. These four grids were then 
evaluated using logistic regression. The coefficients derived from logistic regression for the grids 
from slowest to fastest were: 1.0265, 0.7817, 0.8460, and 0.5741. These results were used to 
combine these grids into one slip rate feature that incorporated both distance and slip rate 
relationships (Figure 12). Generally, this highlights higher geothermal favorability in the western 
GBR and far eastern GBR, with lower geothermal favorability in western Utah and eastern 
Nevada. 
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Figure 8. A. Euclidean allocation of slip rate values. Warmer colors indicate higher slip rates, and cooler colors 

indicate slower slip rates. Colored stars are known geothermal systems (see Figure 2 for key). B. Positive 
weights (+W) plotted against slip rate. Colored vertical lines are one sigma error bars. Vertical dashed 
gray lines indicate slip rate bins defined in this study.  
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Figure 9. Euclidian distance to Quaternary fault grids for each slip rate bin. Warmer colors indicate closer 

distances to Quaternary faults, and cooler colors indicate greater distances from Quaternary faults. 
Colored stars are known geothermal systems (see Figure 2 for key). A. 0.0001-0.076 mm/yr. B. 0.08-0.19 
mm/yr. C. 0.195-1.5 mm/yr. D. 1.6-4.5 mm/yr. 
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Figure 10. A. Cumulative WofE analysis of the four slip rate bins. B. Categorical WofE analysis of the four slip 

rate bins. Colored vertical lines are one sigma error bars. 

 

 
Figure 11. Estimation of slip rate smoothed WofE based on categorical WofE. Colored vertical lines are one 

sigma error bars. 
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Figure 12. The four slip rate grids are combined using the relationship derived from logistic regression into one 

slip rate feature that incorporates distance and slip rate relationships. Warmer colors indicate higher 
geothermal favorability, and cooler colors indicate lower geothermal favorability. Colored stars are 
known geothermal systems (see Figure 2 for key). 

3.3 Quaternary Fault Super-Feature 

The recency and slip rate features that were defined above were then evaluated using logistic 
regression to establish a relationship that could be used to combine these layers into a single 
Quaternary fault super-feature. The coefficients derived from logistic regression for the grids were 
0.6788 for the recency feature and 0.4629 for the slip rate feature. These results were used to 
combine these grids into one fault feature that incorporates both recency and slip rate (Figure 13). 
Generally, this highlights higher geothermal favorability in the western GBR and far eastern GBR, 
with lower geothermal favorability in western Utah and eastern Nevada. 

4. Discussion  
These results illustrate a data-driven, comprehensive approach for combining feature attributes 
into a single feature or super-feature. The feature engineering of these fault layers includes 
smoothing of statistically defined weights over multiple dimensions of space and attributes to make 
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full use of multi-dimensional data, where training site densities are limiting factors. The smoothed 
relationship defined in the preceding section are consistent with expected physiological 
relationships. This approach appears to be an improvement on how Quaternary fault features and 
attributes were handled in past studies. Using this approach, the data are optimized before being 
included in the PFA, which will produce new predictive geothermal fairway and favorability maps 
of the GBR.  

 
Figure 13. The recency feature and slip rate feature are combined using the relationship derived from logistic 

regression into one super-feature that incorporates distance, recency, and slip rate relationships. 
Warmer colors indicate higher geothermal favorability, and cooler colors indicate lower geothermal 
favorability. Colored stars are known geothermal systems (see Figure 2 for key). 

4.1 Recency Feature 

Figure 3B illustrates a downward stepping of positive weights as recency increases (i.e., older 
faults). This relationship is generally what is expected as younger recency has previously been 
shown to have a stronger correlation with geothermal systems than faults with older recency values 
(e.g., Faulds et al., 2019).  This likely results from younger ruptures being more likely to have 
open, permeable pathways. These positive weight steps are utilized to develop the four recency 
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bins. However, the Euclidean allocation (Figure 3A) illustrates a lack of data in the youngest 
recency values, as they are geographically limited within the study area. This is likely impacting 
the WofE analysis of the first few recency values (Figure 3B). However, we expect that the 
youngest faults are just as favorable if not more favorable, so the data are grouped to include the 
low positive weights at very young recency values with the data points in the first bin with the 
highest positive weights.  

One limitation in the recency bins is that the second youngest age bin is geographically restricted 
to Quaternary faults in the eastern section of the Great Basin roughly aligning with the border 
between Utah and Nevada (Figure 4B). This could indicate that recency differs in different parts 
of the GBR. However, it is more likely that this is an artificial pattern that originates from a bias 
in how recency values were defined for faults in the different databases for each state. This is likely 
why there is significant noise in the cumulative WofE analysis for this recency bin (Figure 5: 
yellow lines), as well as one of the main reasons for estimating a positive weight for close distances 
to Quaternary faults and the linear relationship for this recency bin (Figure 6). While these 
estimations are an improvement, this age bin will likely be de-emphasized in the final feature 
derived from logistic regression, because the majority of the training sites are on the opposite side 
(western) of the GBR. 

The Euclidean distance grids and WofE analyses illustrate a gradual decrease in positive weights 
as distance to Quaternary faults increases (Figure 5). This is the physiological response that we 
would expect as geothermal favorability has generally been shown to be higher closer to 
Quaternary faults (e.g., Bell and Ramelli, 2007; Faulds et al., 2015; Hinz et al., 2017). This is well 
illustrated by the oldest and youngest recency bins. There is significant noise in the second 
youngest recency bin, which is addressed in the previous paragraph. The second oldest recency 
bin also shows some noise at short distances to Quaternary faults (Figure 5). This could be 
impacting the positive weights at short distances; therefore, a positive weight was estimated for 
short distances to Quaternary faults, which was utilized to define the linear relationship for this 
recency bin (Figure 6).  

Another region that may be de-emphasized is Idaho. This is partly due to the recency of the faults 
in southern Idaho being challenging to identify because of limited age control and low slip rates 
on many of the faults. Therefore, the favorability of Quaternary faults in the recency feature may 
be artificially lower in this model. In order to better illustrate the favorability of these faults, a 
more precise recency for these faults would need to be established.  

While there are some limitations of this analysis, it is still a significant improvement in handling 
this attribute. This process was successful in combining both distance and recency relationships 
from a local to regional scale into a single feature. The recency feature appears to model 
favorability more accurately around Quaternary faults of different recency values because it better 
represents the expected physiological patterns of favorability related to Quaternary fault recency 
than other methods that were utilized in past studies.  

4.2 Slip Rate Feature 

Figure 8B illustrates the changes in positive weights as slip rate decreases. This analysis indicates 
that the highest slip rates have some of the lowest positive weights, indicating lower geothermal 
favorability. The Euclidean allocation analysis of slip rates indicates that there are very limited 
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geographical areas where very high slip rates occur (Figure 8A). Therefore, the lower weights 
could be due to limited data in these bins such that WofE cannot accurately define a statistical 
relationship (Figure 9D). Alternatively, these high slip rates may not be as favorable for 
geothermal. Where slip rates are very high, they commonly correspond to strike-slip faults or to 
very long and linear normal faults. Strike-slip faults alone are not favorable for geothermal activity 
except in transtensional pull-apart basins or displacement transfer zones (e.g., Faulds et al., 2010, 
Faulds et al., 2021).  Long linear normal faults may lack structural complexity and discontinuities, 
which could also limit geothermal favorability. Another explanation could be that faults with high 
slip rates generate more clay gouge that limits the permeability of the fault and lowers geothermal 
favorability. The WofE results presented here do not appear to be able to distinguish between a 
potential lack of data or actual lower geothermal favorability at higher slip rates. Due to this 
uncertainty, it is possible that the highest slip rate bin might be over-emphasized in the final feature 
derived from logistic regression.  

The WofE analysis on slip rates also indicates some relationships between slip rate bins and the 
distance to Quaternary faults. Generally, as the distance to a Quaternary fault increases, the 
positive weights decrease indicating lower geothermal favorability away from Quaternary faults 
(Figure 10), which is the expected physiological relationship. However, the categorical WofE for 
each slip rate bin (Figure 10B) indicates a pattern that is not as clear in the cumulative WofE 
(Figure 10A). The categorical WofE for the highest slip rate bin indicates that at greater distances 
to Quaternary faults, the weights are higher than the other slip rate bins. This could indicate that 
areas at greater distances to Quaternary faults with high slip rates might be more geothermally 
favorable. Faults with high slip rates, while themselves may not be that favorable for hosting 
geothermal activity, nonetheless serve to identify regional areas of more active crustal extension, 
within which many other faults (greater structural complexity) with slightly lower slip rates occur. 

The categorical WofE analysis (Figure 10B) also shows that the middle two slip rate bins are 
shifted to the left (lower distances to Quaternary faults), and the lowest slip rate bin is further 
shifted to the left (even lower distances to Quaternary faults). This left stepping pattern could 
indicate that as slip rate decreases, areas sufficiently closer to Quaternary faults are still favorable 
for geothermal activity. Due to these separate relationships, each slip rate bin was independently 
fitted with a line of best fit to determine the smoothed WofE relationship (Figure 11).  

While there are some limitations to this analysis, similar to that with recency, it appears to be a 
significant improvement in handling this attribute. A major advantage is that this process combines 
both distance and slip rate relationships into a single feature. This approach also integrates local 
to regional relationships and differentiates the more subtle relationships between geothermal 
favorability and increasing slip rate and distances to Quaternary faults.  

4.3 Quaternary Fault Super-Feature 

Since the grids and features derived though this workflow are likely not completely independent, 
it is best to use logistic regression to combine these layers into a single super-feature. Logistic 
regression does not require conditional independence, so it is more effective at finding the 
appropriate relationship between the defined recency and slip rate features. By combining the fault 
attributes into a single super-feature through logistic regression, this alleviates the need to use 
similar data sets on different scales (local versus intermediate versus regional). 
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We note that logistic regression as employed here is a linear analysis and inaccuracies can develop 
where relationships between the predictive data and training sites are non-linear. Non-linearity was 
addressed by identifying known non-linear relationships and transforming them into approximate 
linear relationships. WofE data suggests that a log transformation of distance approximately 
converts the distance to faults into a linear association with training points (Figure 5).  In the case 
of recency, a log-transformation of time was used to interpolate smoothed weights for faults of 
intermediate recency categories (Figure 6). These transformations may not be perfect but help to 
provide an approximation of linearity within which logistic regression and other statistical tools 
can work more effectively. 

Generally, this super-feature indicates higher favorability across the western GBR and along the 
Wasatch Front (Figure 13). It also indicates lower favorability in eastern Nevada and western Utah 
(Figure 13). There is a lack of known geothermal systems in the region of lower geothermal 
favorability, which would impact this analysis. It is uncertain if geothermal systems do not form 
as readily in that region, or if there are some characteristics that cause geothermal systems in that 
region to be masked or hidden. Therefore, further work needs to be done to determine if there is a 
true lack of geothermal systems in that region, or if geothermal systems have not yet been 
discovered.  

5. Conclusions  
These results illustrate a data-driven, comprehensive approach for combining feature attributes 
into a single feature layer or super-feature. The analysis illustrates the physiological relationships 
that have been previously identified and highlights a comprehensive method to more accurately 
model those physiological relationships. This paper explores this approach for Quaternary faults 
and fault attributes. However, the methodology described in this paper could be utilized for other 
non-continuous (point or line) data sets to build other features or super-features. Additionally, 
improvements in feature engineering of input data layers which can be related back to geothermal 
system conceptual models and physio-chemical relationships, such as in this work, are key to 
developing a greater understanding of geothermal systems. These advancements provide more 
robust features that can be integrated into PFA and machine learning methodologies compared to 
earlier versions, which could have overlooked some of the key subtilties identified though this new 
approach. Using the approach defined in this paper, the data are optimized to develop new 
predictive geothermal fairway and favorability maps while working toward improving our 
understanding of resource conceptual models in the GBR. 
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ABSTRACT 

Geothermal Play Fairway Analysis (GPFA) is an exploration process adopted to geothermal, that 
integrates data of critical risk elements inherent to that specific geothermal play type.  The key 
function of GPFA is to reduce risk and increase focus for improving exploration success rates.  
GPFA begins at the regional/basin scale, and progressively focuses in on the play scale. It then 
examines the critical risk element data to highlight which play areas have the highest likelihood of 
success (prospects). 

The outputs from the GPFA process are Common Risk Segment (CRS) & Composite Common 
Risk Segment (CCRS) Maps.  CRS maps define areas that contain the same general Probability of 
Success (PoS) for each individual risk element based on the input data. Operator analyzed/ 
determined cutoff values or classes are then applied to each map with color assignments indicating 
high (red), medium (yellow) and low (green) risk areas for each element under consideration. Each 
individual CRS map is then composited into a single CCRS map. 

Publicly available data on hundreds of thousands of boreholes in Texas and the Gulf Coast 
demonstrate excellent potential for geothermal electricity generation from either current or 
abandoned oil and gas wells. Near-surface geothermal resources, at depths of 3 km (9,842 ft) or 
less, are generally less than 150°C (302°F) in Texas. Economically feasible electricity generation 
is possible with available subsurface temperature conditions within reasonable depths—generally 
greater than 120°C (248°F) within 4 km (13,123 ft) – given the prolific oil and gas well drilling. 
Extensive data exists to depths as much as 8 km (26,246 ft), indicating temperatures in excess of 
300°C (572°F).  
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1. Introduction - Geothermal Systems 

Geothermal fields are found throughout the world in a range of geological settings and are 
increasingly being developed as a significant long-term energy resource. Geothermal systems have 
distinct characteristics which are reflected in the chemistry of the geothermal fluids and their 
potential applications. However, they all have in common a heat source which drives water present 
in the upper sections of the Earth's crust into convection. Many geothermal resources can be used 
for space heating applications (e.g., urban district heating schemes, greenhouse heating, etc...) 
while higher temperature systems (>150°C) are used to generate electricity through the production 
of steam. Before moving into the application of GPFA, it is important to understand the defining 
characteristics of a “geothermal system”. 

If you are involved with the geothermal world, you have likely heard the terms "hydrothermal" 
and "Geothermal Heat Pump", which are correlated with conventional geothermal systems. 
Additionally, terms like "Enhanced Geothermal Systems (EGS)" and "Advanced Geothermal 
Systems" which are linked to unconventional geothermal systems. While these are one way to 
"define" a geothermal system, we are not discussing that here. In this context, we are looking at 
the general characteristics that are associated with geothermal systems; liquid vs. vapor dominated, 
low or high temperature, sedimentary or volcanic, etc. 

Geothermal systems are commonly classified by a series of descriptive terms: 

Reservoir equilibrium state: This is the fundamental division between geothermal systems and is 
based on the circulation of the reservoir fluid and the mechanism of heat transfer. Systems in 
dynamic equilibrium are continually recharged by water entering the reservoir. The water is heated 
and then discharged out of the reservoir, either to the surface or to underground permeable 
horizons. Heat is transferred through the system by convection and circulation of the fluid. Systems 
in static equilibrium have minor to no recharge in the reservoir and heat is transferred only by 
conduction. 

Fluid type: The reservoir fluid can be composed mainly of liquid water (liquid-dominated) or 
steam (vapor-dominated). In the majority of reservoirs, both steam and liquid water exist in 
varying proportions as two-phase. Liquid-dominated systems are most common, some which 
contain a steam cap which can expand or develop on exploitation as happened at Wairakei, New 
Zealand. Systems which discharge only steam are rare - the best known are Larderello, Italy and 
The Geysers, USA. Note that liquid-dominated systems are sometimes called water-dominated; 
this is not a good term since all hydrothermal fields are composed of water in either the liquid or 
vapor phase. Vapor-dominated systems are also referred to as steam fields. 

Reservoir temperature: The temperature (or enthalpy) of geothermal reservoirs is an important 
parameter in terms of fluid chemistry and potential resource usage. Systems are commonly 
described as low-temperature (<180°C) or high-temperature (>150°C). Low-temperature systems 
are used for "direct-use" applications (e.g., heating), while high-temperature systems can be used 
for electricity generation as well as direct-use applications. 
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Host rock: The rocks which contain the geothermal reservoir (the "host rocks") react with the 
geothermal fluid. As fluid-rock interactions determine the final composition of the geothermal 
waters and gases, a knowledge of the host rocks is important for application of geothermometers 
and understanding potential scaling problems if the field is developed. Volcanic, clastic-
sedimentary, and carbonate-sedimentary rocks (and the metamorphic equivalents of these 
lithologies) all yield geothermal fluids with contrasting and distinct chemistries. If the subsurface 
geology is poorly understood, it may be possible to predict the lithologies from the water 
chemistry. 

Heat source: The heat source for the system is a function of the geological or tectonic setting. If 
the heat flow is provided by a magma, then such systems are termed volcanogenic and are 
invariably high-temperature systems. Heat is not always supplied by magma, and a geothermal 
system can be generated in areas of tectonic activity. For example, heat may be supplied by the 
tectonic uplift of hot basement rocks, or water can be heated by unusually deep circulation created 
by movement of a permeable horizon or faulting. These are termed non-volcanogenic systems and 
include examples of both high and low-temperature reservoirs. 

2. Geothermal Play Fairway Analysis (GPFA) 

GPFA, an exploration process developed by the oil and gas industry and now adopted to 
Geothermal, integrates data of critical risk elements inherent to that specific geothermal play type 
(Nielson et al., 2015). The key function of GPFA is to reduce risk and increase focus for improving 
exploration success rates.   

GPFA was first applied to petroleum systems and is now being developed for understanding 
geothermal systems. The elements required for a conventional petroleum play or “petroleum 
system” are a source rock, reservoir rock, migration pathway, and seal (Figure 1). To be considered 
a prospect (high PoS), the play must also contain structural or stratigraphic traps, and have a source 
rock sufficiently heated to generate hydrocarbons at a time – the critical moment – when all the 
other required elements (e.g., reservoirs, pathways, seals, traps) were in place. 

 
Figure 1: Elements required for a conventional petroleum play or “petroleum system”; source rock, reservoir 

rock, migration pathway, and seal. 

The elements required for an unconventional petroleum play or “petroleum system” are inherently 
different from a conventional system as the source rock is also the reservoir (Figure 2). The low 
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permeability organic rich shale reaches required thermal maturity to produce hydrocarbons which 
are then produced through hydraulic fracturing (artificial permeability network). 

 
Figure 2: Elements required for an unconventional petroleum play or “petroleum system” are inherently 

different from a conventional system as the source rock is also the reservoir. 

GPFA begins at the regional/basin scale, and progressively focuses in on the play scale (Figure 
3). It then examines the critical risk element data to highlight which play areas have the highest 
likelihood of success (prospects). 

 
Figure 3: GPFA begins at the regional/basin scale, and progressively focuses in on the play scale (Jordan, Teresa 

et al., 2016). 

3. Common Risk Segment (CRS) & Composite Common Risk Segment (CCRS) Maps 
The outputs from the GPFA process are Common Risk Segment (CRS) & Composite Common 
Risk Segment (CCRS) Maps (Figure 4). CRS maps define areas that contain the same general 
Probability of Success (PoS) for each individual risk element based on the input data (Faulds, 
James E., et al., 2021). Operator analyzed/ determined cutoff values or classes are then applied to 
each map with color assignments indicating high (red), medium (yellow) and low (green) risk areas 
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for each element under consideration. Each individual CRS map is then composited into a single 
CCRS map. In conventional petroleum exploration, the risk elements are the reservoir, source, 
charge, and trap. 

 
Figure 4: Common Risk Segment (CRS) & Composite Common Risk Segment (CCRS) Maps. CRS maps define 

areas that contain the same general Probability of Success (PoS) for each individual risk element. Source: 
Bump, 2021. Common risk segment mapping: Streamlining exploration for carbon storage sites, with 
application to coastal Texas and Louisiana 
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For an unconventional petroleum system, here are some examples of the critical risk elements and 
their associated risk cutoff values (Figure 5). Note the asterisk for EGS next to the % clay critical 
risk parameter. In an unconventional petroleum system that requires fracturing, if the % clay gets 
too high, the rock is too ductile, and the fractures will not remain open. The same would apply to 
EGS, which requires the generation of a fracture network. 

 
Figure 5: Critical risk elements and their associated risk cutoff values. 

The CRS/CCRS workflow using heat flow (mW/m2) as an example (Figure 6): 

1. Gather risk element data 
2. QC data 
3. Import data into GIS system 
4. Conduct interpolation (IDW, TIN) to create continuous surface 
5. Apply cutoff value colors (green, yellow, red) 
6. Single layer risk CRS created 
7. Integrate/stack individual CRS layers to create CCRS 

 
Figure 6: CRS/CCRS workflow using heat flow data (mW/m2) as an example.  Heat flow data points (mW/m2) 

imported into GIS, followed by an IDW/TIN interpolation continuous surface and final risk value colors 
applied to form a single CRS layer. 

 

4. Geothermal CRS Elements 
In a geothermal play or system, the main exploration risk elements for this study are (a) heat 
resource, (b) permeability, (c) recharge and (d) seal. 
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a: Heat: While trivial that a high-level heat source is the principal requirement for an effective and 
economic geothermal system, accessibility depth for drilling and evaluation purposes, as well as 
interval complexity are important factors. 

b: Permeability: Geothermal reservoirs are reliant on natural fracture permeability, associated with 
fracturing related to tectonic and magmatic processes, or through stimulated fractures if feasible. 

c: Temperature recharge capacity of the migration of fluids within the geothermal system is critical 
to maintaining a long-lived resource with economic heatflow dynamics. 

d: A seal keeps fluid from escaping or mixing with colder shallower aquifers. It also acts as a 
thermal insulator to the geothermal reservoir. 

In the following GPFA example conducted in the Tularosa Basin (Bennett, Carlon R. et al., 2015), 
we see the individual CRS elements combined into a final CCRS map (Figure 7): 

 

 
Figure 7: GPFA example from the Tularosa Basin. Source: Department of Energy, Office of Energy Efficiency 

and Renewable Energy (EERE), Geothermal Technologies Office DE-EE0006730; Innovative Play 
Fairway Modelling Applied to the Tularosa Basin. 

 

Through the application of GPFA and screening for critical risk elements inherent to a functional 
geothermal system (heat, groundwater, and fracture permeability), this study was able to reduce 
an exploration area of approximately 6500 km2 into 8 specific high graded potential plays/target 
sites (Figure 8). These prospects represent areas where all the critical risk elements coincide with 
a low-risk determination. 
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Figure 8: GPFA CCRS final map from the Tularosa Basin. Source: Department of Energy, Office of Energy 

Efficiency and Renewable Energy (EERE), Geothermal Technologies Office DE-EE0006730; Innovative 
Play Fairway Modelling Applied to the Tularosa Basin. 

Here we present some example heat geothermal risk elements and their associated risk cutoff 
values: 
1.  Temp. Gradient °C/km 

• 0 °C/km – 60 °C/km = High Risk (Red) 
• 60 °C/km – 80 °C/km = Moderate Risk (Yellow) 
• >80 °C/km = Low Risk (Green) 

2. Quartz Geothermometer °C 
• 0 °C/km – 60 °C/km = High Risk (Red) 
• 60 °C/km – 80 °C/km = Moderate Risk (Yellow) 
• >80 °C/km = Low Risk (Green) 

3.  Heat Flow mW/m2 
• 55 – 70 mW/m2 = High Risk (Red) 
• 70 – 85 mW/m2 = Moderate Risk (Yellow) 
• >85 mW/m2 = Low Risk (Green) 
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The most important risk element for geothermal is heat; you can think of this as the equivalent to 
the source rock in petroleum systems. Without a source rock, there simply isn't a petroleum system 
to be investigated. Similarly, if you don't have the necessary heat resource, there is no functional 
geothermal system. 

5. Hi-Fi Advancements 
After understanding the basics of GPFA, we recommend advancing to more sophisticated and 
automated analysis with a high-fidelity solution.  Again, leveraging the knowledge base of the 
petroleum industry, the results below (Figure 9) were produced using the Power Risk Optimizer 
from the Priemere Power Tools for ArcGIS (Help@Priemere.com).  With the same data & 
parameters as above, the same eight Prospects (Hot/Go Spots) were identified. 

However, the final hi-fi results can be classified at any desired level of detail, and there is greater 
resolution to consider with the six colors utilized.  And as a further diagnostic aid, the polygon 
labels indicate the critical risk factor (CRF) as the element with the greatest impact within each 
area.  These automated features facilitate rapid iteration on various models and parameters to 
achieve a more thorough and accurate understanding of the GPFA system. 

 
Figure 9: Hi-Fi GPFA example for the Tularosa Basin from the Priemere Power Risk Optimizer. 

6. Initial GPFA Screening 
When initiating an investigation into a new geothermal exploration area, a "high-level first pass" 
should be conducted for the heat resource before initiating the full GPFA process or detailed 
feasibility assessment. This is an important first step prior to conducting a detailed study so that 
you can determine if there is even a heat resource to be explored before wasting time on a more 
extensive study. 

The initial step is to investigate for any geothermal gradient data that may be available within the 
exploration area. This will usually be in the form of borehole temperature logs from previously 
drilled oil and gas wells. In the United States, you can generally find this data across most 
geothermal exploration areas. An example resource for this is the Southern Methodist University 
(SMU) National Geothermal Data System. 
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This detailed database has provided the means to create some key geothermal maps in the United 
States, such as the Geothermal Map of North America (Figure 10), Heat Flow Map of the 
Continental U.S. (Figure 11) and the NREL Favorability of Deep Enhanced Geothermal Systems 
(Figure 12): 

 
Figure 10: Geothermal Map of North America. Source: Blackwell, D.D., and M. Richards, Geothermal Map of 

North America, AAPG Map, scale 1:6,500,000, Product Code 423, 2004. 
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Figure 11: Heat Flow Map of the Continental U.S. Source: Blackwell, David, M. Richards, Z. Frone, J. Batir, 

A. Ruzo, R. Dingwall, and M. Williams 2011, Temperature at depth maps for the conterminous US and 
geothermal resource estimates, GRC Transactions, 35 (GRC1029452). 

 
Figure 12: NREL Favorability of Deep Enhanced Geothermal Systems. Source: NREL Geothermal Resources 

of the United States—Identified Hydrothermal Sites and Favorability of Deep Enhanced Geothermal 
Systems 
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The main reason we want to look at geothermal gradients from these borehole temperature logs 
first is to determine if the exploration area is even suitable to geothermal development and 
economically feasible (Shervais, John W., et al., 2021). The previously described risk cutoffs 
generally applied to geothermal gradients are as follows: 

Temp. Gradient °C/km 

• 0 °C/km – 60 °C/km = High Risk (Red) 
• 60 °C/km – 80 °C/km = Moderate Risk (Yellow) 
• >80 °C/km = Low Risk (Green) 

Below 60 °C/km, down to about 40 °C/km, a geothermal resource could still be possible but will 
likely require an Organic Rankine Cycle (ORC), which includes additional costs. Once you get 
down to gradients such as ~25 °C/km, you start to enter regions that are simply not favorable to 
geothermal development. This is due to two reasons; a) an appreciable heat resource is not present 
and b) you have to drill too deep to reach the required temperatures and therefore it becomes 
economically unfeasible especially since the largest cost associated with geothermal projects is the 
drilling. If you have to drill to 8-10 km just to reach 150 °C (which is the base temperature 
generally required for closed-loop systems and even higher temperatures for EGS), the drilling 
cost is too much. Notice in the NREL favorability map above, they didn't even consider areas 
where 150 °C were not reached by 10 km exactly for this reason. 

For example, in a recent study a client was looking to investigate geothermal resource development 
in Louisiana (LA) for closed-loop applications. Prior to initiating a full GPFA study, a first high-
level pass for the heat resource was conducted. The parish areas they were initially evaluating are 
shown in Figure 13. 

 
Figure 13: Louisiana Parish Map.  The exploration areas of interest are circled in red. 
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For the first pass, these parishes were evaluated from a temperature/geothermal gradient 
perspective (Figure 14 and 15): 

 
Figure 14: Temperatures at 5.5 km depth with identified counties in red.  Source: Blackwell, D., Richards, M., 

Frone, Z., Ruzo, A., Dingwall, R., & Williams, M. (2011). Temperature-At-Depth Maps For the 
Conterminous US and Geothermal Resource Estimates. GRC Transactions, 35(GRC1029452). 

 
Figure 15: Temperatures at 10 km depth with identified counties in red.  Source: Blackwell, D., Richards, M., 

Frone, Z., Ruzo, A., Dingwall, R., & Williams, M. (2011). Temperature-At-Depth Maps For the 
Conterminous US and Geothermal Resource Estimates. GRC Transactions, 35(GRC1029452). 
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As can be seen, the client would have to drill to ~10 km to even reach temperatures above 150 °C, 
base temperatures generally required for optimal closed-loop geothermal systems. This would 
require significant drilling costs that would make a geothermal project in the area economically 
unfeasible. This first-pass heat resource assessment provided the client key information that saved 
them significant time and money. 

In this case, the client had interests across the state of LA, and as can be seen in the pictures above, 
the geothermal gradients in the northern part of the state are amenable to geothermal development. 

The geothermal regimes between Northern & Southern LA are completely different from each 
other due to the Sabine and Monroe Uplifts in the north. These resulted in igneous intrusions that 
have higher radiogenic heat production (RHP) that provide higher heat flow and also have higher 
thermal conductivities, creating higher present day geothermal gradients in northern LA. These 
are absent to the south, where geothermal gradients are significantly lower. Additionally, there are 
large salt domes present in northern LA and not present in southern LA. Salt domes act as “thermal 
wicks” and are very efficient at wicking heat from its deeper base up to the top of the salt dome, 
resulting in locally higher temps at shallower depths. 

7. GPFA Screening Applied to The Texas/Gulf Coast Region 
Texas produces more oil and natural gas than any other state and to date remains the largest 
producer of these natural resources, with approximately 4 million barrels per day (MMbbl/d) of 
oil and more than 20 billion cubic feet per day (Bcf/d) of gas. There is no other state or region 
worldwide which has been as extensively explored or drilled for oil and natural gas as Texas. 
Currently, there are ~187,401 active oil wells and 98,709 active gas wells producing oil and natural 
gas in the state, according to the Railroad Commission of Texas.  Additionally, over 7000 of these 
wells have been abandoned and require significant financial expenses to properly plug and 
decommission.  The assessment supports the imperative need for these wells to be analyzed and 
assessed for their significant geothermal energy resource potential as an extension of the well life 
and return on investment of deployed capital, as well as benefiting corporate and societal carbon 
neutrality goals. 

As previously stated, the most critical GPFA element is the heat resource, which is intimately tied 
to the existing geothermal gradient.  In Texas and the Gulf Coast Region, the highest geothermal 
gradients are found in Southwest Texas (Eagle Ford) and East Texas/Northwest Louisiana 
(Haynesville).  As can be viewed below (Figure 16), the Haynesville region heat flow values in 
excess of 60 – 85 mW/m2, which is anomalously high compared to the surrounding region.  This 
higher heat flow is attributed to greater radiogenic heat production (RHP) in the igneous basement 
rocks and the presence of salt domes which have a thermal conductivity 2 to 4 times greater than 
any other sedimentary rocks (Gray and Nunn, 2010). 

1284



McCarthy et al. 

 
Figure 16: Haynesville Geothermal Potential. 

As demonstrated in the NREL Geothermal Favorability Map, the vast majority of Haynesville oil 
and gas wells depicted below (Figure 17) lie within a high geothermal favorability area, with 
bottom hole temperatures that are amenable to closed-loop applications. 

 
Figure 17: Haynesville Geothermal Potential – Closed-Loop Applications 

The example well shows potential to produce up to 1.27 MWth and with thousands of wells like it 
within the Haynesville region, the potential for large scale power generation is significant. 

Additionally, applying the NREL Geothermal Favorability Map to the Southwest Texas Eagle 
Ford Region (Figure 18) and some example well data from the Enverus DrillingInfo Database, it 
can be seen that many existing wells are in high geothermal favorability areas that are also 
amenable to repurposing from oil and gas into geothermal wells. 
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Figure 18: Southwest Texas (Eagle Ford) Geothermal Potential – Repurposing and Closed-Loop Applications 

This clearly demonstrates an exploitable geothermal heat resource CRS element, which would then 
be combined with CRS maps for permeability, recharge, and seal to create a composite CCRS map 
identifying locations within these regions with functional geothermal systems that have potential 
for large scale power generation. 

8. Conclusions 
Geothermal resources have been recognized for some time as a possible significant source of 
energy but to date have seen marginal increases in their development and application. Much of 
this is attributed to the substantial upfront costs associated with geothermal projects coupled with 
a lack of reservoir characterization. While the resource potential is recognized, investors have been 
hesitant to proceed with these high risk, long return on investment (ROI) scenarios.   

 GPFA will provide significant value in geothermal exploration by: 

• Reducing Exploration Risk 
• Increasing % Probability of Success (PoS) 
• Increasing the Return on Investment (ROI) 

Though many cost reducing technologies are being developed in the geothermal industry right 
now, continued refinement and development of GPFA workflows and their associated risk 
reduction will continue to increase investor confidence and support the full-scale growth of 
geothermal in the coming energy transition. 
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ABSTRACT 

Recent advances in machine learning (ML) identifying areas favorable to hydrothermal systems 
indicate that the resolution of feature data remains a subject of necessary improvement before ML 
can reliably produce better models. Herein, we consider the value of adding new features or 
replacing other, low-value features with new input features in existing ML pipelines. Our previous 
work identified stress and seismicity as having less value than the other feature types (i.e., heat 
flow, distance to faults, and distance to magmatic activity) for the 2008 USGS Geothermal 
Resource Assessment; hence, a fundamental question regards if the addition of new but partially 
correlated features will improve resulting models of hydrothermal favorability. Therefore, we add 
new maps for shear strain rate and dilation strain rate to fit logistic regression and XGBoost 
models, resulting in new 7-feature models that are compared to the old 5-feature models. Because 
these new features share a degree of correlation with the two least informative features from the 
2008 assessment (i.e., stress and seismicity), we also consider replacement of the two lower-value 
features with the two new features, creating new 5-feature models. 

Adding the new features improves the predictive skill of the new 7-feature model over that of the 
old 5-feature model, but that improvement is not statistically significant because the new features 
are correlated with the old features and, consequently, the new features do not present considerable 
new information. However, the new 5-feature XGBoost model has greater predictive skill with 
known positives than the old 5-feature and new 7-feature models. The improved performance of 
the new 5-feature model over the new 7-feature model is due to the lower-dimensional feature 
space of the new 5-feature model than that of the new 7-feature model. In higher-dimensional 
feature space, relationships between features and the presence or absence of hydrothermal systems 
are harder to discern (i.e., the 7-feature model likely suffers from the “curse of dimensionality”). 
Hence, the production of the best ML models for geothermal resource assessments is dependent 
upon thoughtful feature engineering and selection, consideration to which ML algorithms perform 
well with relatively few examples, and, perhaps, dimensionality reduction. 
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1. Introduction 
The U.S. Geological Survey (USGS) produces periodic national geothermal resource assessments 
(White and Williams, 1975; Muffler, 1979; Reed, 1983; Williams and DeAngelo, 2008; Williams 
et al., 2008; Williams et al., 2009). The most recent moderate- to high-temperature conventional 
geothermal energy assessment of naturally occurring hydrothermal systems was completed in 2008 
and relied upon expert decisions in an otherwise data-driven modeling process (Williams and 
DeAngelo, 2008; Williams et al., 2008; Williams et al., 2009). More recently, the USGS has been 
preparing for the next round of geothermal resource assessments by developing machine learning 
(ML) tools that use purely data-driven approaches and minimize the dependency on expert 
decisions by comparing the assessment results from 2008 to new results from ML approaches that 
have used the same input data (Mordensky et al., 2022, 2023). Herein, we evaluate if the addition 
of new data into those data-driven approaches gives improved predictions. 

In the 2008 assessment, the western United States was gridded in to 725,442 2-km-by-2-km cells 
in which 278 cells (< 0.04% of the domain) were labeled as positive, because they contain 
identified hydrothermal systems (see Mordensky and DeAngelo [2023] for additional details). The 
remainder of the cells were classified as unlabeled. Cells that were known to not contain a 
hydrothermal system were classified as negative, but in practice, these labels were rarely assigned. 
Because conventional hydrothermal systems are sparse, classification of all cells would result in 
most unlabeled cells being negative (i.e., hydrothermal systems are few and far between). Each 
cell had five corresponding features used as input to predict hydrothermal favorability (i.e., heat 
flow, distance to nearest Quaternary fault, distance to nearest Quaternary magmatic activity, 
maximum horizontal stress, and seismic event density). 

To compare the results from the 2008 assessment with results from modern data-driven ML 
strategies, Mordensky et al. (2023) used the same data as the 2008 assessment with seven ML 
approaches of increasing complexity to fit seven ML models of hydrothermal favorability. These 
approaches addressed challenges related to using positive-unlabeled examples (i.e., no negatives) 
and extreme class imbalance (i.e., an extremely high ratio of areas without hydrothermal systems 
to sites with hydrothermal systems; roughly 2,600:1). Because ML algorithms produce output that 
is not always directly comparable, a quantile-to-quantile transform was used for comparison 
between methods. In particular, the normal score transform was used to produce maps of 
hydrothermal favorability (e.g., Fig. 1). Mordensky et al. (2023) concluded that the best 
performing approach used XGBoost with a training strategy that downsampled testing and 
validation data (but not the training data) to the expected natural occurrence of hydrothermal 
systems (i.e., Single XGBoost in Mordensky et al. [2023]). 

1289



Mordensky et al. 

 

 

  

Figure 1. Hydrothermal favorability maps (Mordensky et al., 2023) from logistic regression and XGBoost using 
a training strategy that downsampled the testing and validation data (but not the training data) to the 
expected natural occurrence of hydrothermal systems to address class imbalance. The base map has been 
made using data from Natural Earth. 

 

Mordensky et al. (2023) compared seven measures of feature importance to evaluate which input 
features were most important for making reliable hydrothermal favorability maps. Although some 
features ranked as comparatively unimportant across the different approaches (e.g., maximum 
horizontal stress and seismic event density), a key conclusion suggested that the resolution of even 
the most important features detrimentally influenced model performance (e.g., the most important 
feature, heat flow, was a smooth interpolated surface that did not represent the finer-scale natural 
geological conditions that control hydrothermal circulation). Mordensky et al. (2023) hypothesized 
that including additional and improved features would improve model performance. 

We seek to understand how the selection of features affects the performance of ML models. In this 
study, we test the hypothesis from Mordensky et al. (2023) that supplementing the existing feature 
set with new features (i.e., shear strain rate and dilation strain rate) from Zeng (2022) will improve 
model performance. We then investigate how replacing seismic event density and stress, the least 
important features identified in Mordensky et al. (2023), with shear strain rate and dilation strain 
rate impacts model performance. 

2. Methods 
In order to evaluate how changes to predictive skill resulting from the addition or replacement of 
input features varies between different structures of supervised ML, we select two ML approaches. 
Both approaches use the training strategy that addresses the positive-unlabeled classifications and 
extreme class imbalance through downsampling the testing and validation data but not the training 
data to the expected natural frequency of hydrothermal systems (see Mordensky et al., 2023). We 
select XGBoost (Chen and Guestrin, 2016) with downsampling because this approach was the best 
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performing model-strategy pair in Mordensky et al. (2023). We also select logistic regression 
(Berkson, 1944, 1951) for comparative purposes, because logistic regression was the simplest 
algorithm used in Mordensky et al. (2023). 

In the remainder of this section, we describe the different data set combinations used to fit the 
models, briefly review hyperparameter optimization, discuss the normal score transformation 
needed to evaluate and compare model predictions, and outline the measures of feature importance 
used in this study.  

2.1 Data Sets 

For both logistic regression and XGBoost, we train models using three different data sets (Table 
1). The first, hereafter referred to as the old 5-feature model, uses the same data as Mordensky et 
al. (2023). These original 5 data sets are made available in Mordensky and DeAngelo (2023). The 
second, termed the new 7-feature model, augments the data used in Mordensky et al. (2023) with 
post-2008 maps of shear strain rate and dilation strain rate from Zeng (2022) with a resolution of 
0.1 degrees and re-sampled to the same grid spacing as Mordensky and DeAngelo (2023). The 
third model, termed the new 5-feature model, replaces the least important features identified by 
Mordensky et al. (2023) (i.e., maximum horizontal stress and seismic event density) with the two 
features (i.e., shear strain rate and dilation strain rate) from Zeng (2022). 

Table 1. Feature sets in each model type (old 5-feature, new 7-feature, new 5-feature). 

Old 5-Feature New 7-Feature New 5-Feature 

Heat flow Heat flow Heat flow 

Distance to nearest fault Distance to nearest fault Distance to nearest fault 

Distance to nearest magmatic 
activity 

Distance to nearest magmatic 
activity 

Distance to nearest magmatic 
activity 

Maximum horizontal stress Maximum horizontal stress  

Seismic event density Seismic event density  

 
Shear strain rate Shear strain rate 

 
Dilation strain rate Dilation strain rate 

 

Due to an incomplete overlap of the data from Zeng (2022) and the 725,442 cells used in 
Mordensky et al. (2023), we discard 15,642 unlabeled cells (i.e., 2.2% of the study area in 
Mordensky et al., 2023) at the most southern extent of the western United States. Hence, the 
models in this study are fit from 709,800 cells, but all the original 278 known geothermal systems 
(e.g. positive cells) are retained. 

We focus description of the feature data on the differences in the distributions of feature values 
between the positive and unlabeled cells using a two-sample t-test and the Pearson and the 
Spearman correlations. Before inspecting the statistical difference between labeled distributions 
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or correlation coefficients, the input data are standardized (i.e., mean = 0, standard deviation = 1) 
to convert feature values to the same unitless scale of similar magnitude. 

2.2 Hyperparameter Optimization and Evaluating Performance 

Evaluating the performance of models trained from positive-unlabeled data with extreme class 
imbalance has no best practice and remains an ongoing field of research. Requiring a metric by 
which to optimize hyperparameters (i.e., to tune model parameters that improve the predictive skill 
of a model), we follow the same hyperparameter optimization routine summarized in Mordensky 
et al. (2023). Hence, the hyperparameters (positive class weight, max depth, number of estimators, 
and learning rate; see Chen and Guestrin, 2016) are optimized to maximize the F1 score (Equation 
1) by treating unlabeled examples as having negative labels in 120 train-test splits, in which 80% 
of the data are used for training and 20% of the data are used for testing, on the USGS 
supercomputer referred to as DENALI (Falgout et al., 2021). 

 𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑇𝑇𝑆𝑆𝑇𝑇𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃

𝑇𝑇𝑆𝑆𝑇𝑇𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃 + 1
2 (𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑆𝑆 𝑁𝑁𝑆𝑆𝑁𝑁𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃)

 (1) 

The F1 scores and confusion matrices for positive-unlabeled data (see Table 2) reported herein are 
from these 120 train-test splits. However, we acknowledge that the F1 score remains poorly suited 
to evaluate the performance of models trained from positive-unlabeled data because the F1 score 
penalizes unlabeled positives predicted as positive; hence, there are no reliable false positives. 
Therefore, in order to surmount challenges in evaluating models fit from positive-unlabeled data 
with extreme class imbalance, we follow the same practices for the evaluation of positive-
unlabeled models presented in Mordensky et al. (2023) by comparing the distributions of 
predictions for known positives. In this method, the predictions of a model are normal score 
transformed before separating the predictions for the positive examples from the predictions for 
the unlabeled examples. The separation of the distributions allows for an examination of how 
different the predictions for positive labels are from the predictions for the larger set of unlabeled 
cells, which retain a nearly standard normal distribution (i.e., a distribution with mean = 0 and a 
variance = 1). Assuming the models have predictive skill, the positive labeled cells should have a 
distribution of predictions spanning a higher range of values than that of the unlabeled cells; hence, 
higher normal score transformed predictions for the positive labels result in a greater distinction 
between the positive labeled and unlabeled examples and indicate better model performance. We 
examine the distributions of predictions using cumulative distribution functions. 

 

Table 2: Layout for positive-unlabeled confusion matrices. Rows correspond to labeled classifications. Columns 
correspond to predictions. 

 Predicted Negatives Predicted Positives 

Unlabeled Negative Predictions from Unlabeled Examples Positive Predictions from Unlabeled Examples 

Positives Negative Predictions from Positive Labels Positive Predictions from Positive Labels 
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2.3 Feature Importance 

We evaluate the relative importance of each of the input features in making predictions by using 
model-agnostic (i.e., not approach-specific) measures (i.e., F1 score sensitivity, Receiver 
Operating Characteristic/Area Under the Curve [ROCAUC] sensitivity, and SHapely Additive 
exPlanation [SHAP] values) and model-gnostic (i.e., approach-specific) measures (i.e., 
coefficients for logistic regression and weight, gain, cover, and F score for XGBoost). Additional 
detail on these measures of feature importance are available in Mordensky et al. (2023).  

3. Results  
In this section, correlation between the input features is analyzed and predictions for hydrothermal 
favorability from the different models are presented through difference maps. Then, model 
performance is evaluated in terms of F1 scores, confusion matrices, and cumulative distribution 
functions of hydrothermal favorability for the known positives. Lastly, feature importance is 
summarized. Optimal hyperparameters are provided in Appendix A. 

3.1 Data Sets 

The distribution of feature values generally share two distinct qualities: 1) all features have distinct 
distributions of values between unlabeled and positive cells; and 2) each feature correlates 
moderately with at least one other feature. 

The mean values between the unlabeled and positive examples are significantly different at p < 
0.001 for every feature by measure of a two-sample t-test. Differences between the distributions 
of hydrothermal favorability for known positive and unlabeled examples are strongest where peaks 
in the distribution are distinct (Fig. 2). Where the distributions are most distinct, it can be inferred 
that the corresponding feature has value for separating known positive examples from unlabeled 
examples. By this measure, heat flow has the greatest difference between positive and unlabeled 
cells, followed by, in order, distance to nearest fault, shear strain rate, distance to nearest magmatic 
activity, maximum horizontal stress, seismic event density, and dilation strain rate. 
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Figure 2. Histograms of standardized features. Red (right axis) represents the distribution of examples with 
positive labels. The numbers in the upper right of each feature pane provide the p-value from a two-
sample t-test with a null hypothesis assuming that distributions for the known positive and unlabeled 
examples are indifferent. Blue represents the distribution of unlabeled examples (left axis). Purple 
appears when the distributions for the two classes overlap. The upper 5 features are the features used in 
Mordensky et al. (2023) and used to train the old 5-feature model. The bottom two features are data from 
Zeng (2022) and contribute toward the new 7-feature and 5-feature models. 

 

All features share moderate correlation (i.e., an absolute correlation coefficient ≥ 0.29) with at 
least one other feature (Fig. 3); yet, none of the features have a strong correlation with the presence 
of a hydrothermal system. That is, the absolute Pearson and Spearman correlation coefficients 
between the labels and any feature remain ≤ 0.02 in the first columns of the correlation tables in 
Fig. 3. Heat flow shares an absolute correlation coefficient ≥ 0.29 with the greatest number of other 
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features (i.e., distance to fault, distance to magmatic activity, maximum horizontal stress, and 
dilation strain rate). Distance to fault and distance to magmatic activity share the greatest absolute 
correlation (i.e., a Pearson correlation coefficient = 0.63). Seismic event density has an absolute 
correlation coefficient ≥ 0.29 with the fewest number of other features (i.e., only with shear strain 
rate). 

 

 

Figure 3. a) Pearson and b) Spearman correlation coefficients for label and feature pairs. Stronger red and 
blue colors represent stronger positive and negative correlations, respectively. 

 

3.2 Model Predictions 

A comparison of the resulting favorability maps reveals that the XGBoost predictions are more 
strongly affected by the addition or substitution of the new features from Zeng (2022) than the 
logistic regression predictions (Fig. 4). The greatest changes between the XGBoost approaches are 
in the Great Basin and Rio Grande Rift, whereas the greatest changes between the approaches with 
logistic regression are focused along the San Andreas Fault. The changes in predictions between 
the XGBoost approaches appear more granular than changes in predictions between the 
approaches using logistic regression. 

b)a)
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Figure 4. Difference maps comparing hydrothermal favorability from the models fit by different feature sets 

(see Table 1). Red shows areas with increased favorability for raw model predictions (given on a 0 to 1 
scale). Blue shows areas with decreased favorability for raw model predictions. White means no 
difference between the model predictions. All difference maps use the same scale (-0.25 to 0.25 on the 
scale of raw model predictions) to allow for easier comparison between plots. The base map has been 
made using data from Natural Earth. 

 

3.3 Model Performance 

The relative performance of the models is similar when evaluating the confusion matrices (Table 
3) and F1 scores (e.g., median F1 scores < 0.04 with a possible range of zero to one; Fig. 5); yet 
the predictions from new 5-feature XGBoost and old 5-feature XGBoost have a statistically 
significant difference in distributions at p = 0.06, whereas the differences in predictions from the 
different logistic regression models are not statistically significant at a p < 0.20 (Table 4). 
Likewise, the predictions for known positives from the new XGBoost models have higher mean 
and median values than the old-5-feature XGBoost model (Table 5) with the new 5-feature model 
having the highest predictions for known positives relative to predictions for the unlabeled cells 
(Fig. 6). 

  

1296



Mordensky et al. 

 

 

 

Table 3. Confusion matrices of training and testing data across 120 train-test splits. The bold values represent 
mean values. Unbolded values represent one standard deviation. See Table 2 for the layout of the 
positive-unlabeled confusion matrices. The different feature sets are defined in Table 1. 

Logistic Regression 
 Old 5-Feature    New 7-Feature    New 5-Feature   
Training 669,175 ± 382 2,141 ± 382  667,969 ± 384 3,347 ± 384  667,866 ± 409 3,450 ± 409 
  207 ± 1 14 ± 2  202 ± 2 19 ± 2  204 ± 2 17 ± 2 
          
Testing 38,081 ± 24 123 ± 24  38,011 ± 27 193 ± 27  38,086 ± 27 198 ± 27 
  52 ± 1 3 ± 1  51 ± 1 4 ± 1  51 ± 1 4 ± 1 
         

XGBoost 
 Old 5-Feature    New 7-Feature    New 5-Feature   
Training 669,721 ± 359 1,595 ± 359  668,830 ± 586 2,486 ± 586  668,579 ± 642 2,737 ± 642 
  202 ± 3 19 ± 3  198 ± 4 23 ± 4  190 ± 5 31 ± 5 
          
Testing 38,112 ± 23 92 ± 23  38,0862 ± 36 142 ± 36  38,046 ± 40 158 ± 40 
  53 ± 1 2 ± 1  53 ± 1 2 ± 1  53 ± 1  2 ± 1 

 

 
Figure 5. Box-and-whisker plots of F1 scores for test data for each ML approach from the 120 train-test splits. 

The logistic regression F1 scores are blue, and the XGBoost F1 scores are red. Boxes extend from the 
first quartile (Q1) to the third quartile (Q3) with a notch and line at the median. The whiskers extend 1.5 
times the inter-quartile range (i.e., 1.5 × [Q3 – Q1] while F1 score > 0). Flier points are individual points 
with values beyond the whiskers. 
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Table 4. Probability that the distributions of predictions for known positives from the models fit by different 
feature sets (see Table 1) do not have different means when using a two-sample t-test. 

Logistic Regression p-value  XGBoost p-value 
Old 5 vs New 7 0.22  Old 5 vs New 7 0.38 
New 5 vs New 7 0.53  New 5 vs New 7 0.33 
Old 5 vs New 5 0.54  Old 5 vs New 5 0.06 

 

Table 5. Mean and median values of the distributions of normal score transformed predictions for known 
positive examples (shown in Fig. 6). The mean value of transformed predictions for all examples is zero. 
The different feature sets are defined in Table 1. 

Logistic Regression Mean Median  XGBoost Mean Median 
Old 5 1.32 1.25  Old 5 1.64 1.57 
New 7 1.33 1.23  New 7 1.68 1.64 
New 5 1.30 1.27  New 5 1.72 1.74 

 

 
Figure 6. Comparing normal score transformed predictions for unlabeled (light blue) and known positive (blue 

for logistic regression and red for XGBoost) examples from the different models fit by using different 
feature sets (see Table 1).  

3.4 Feature Importance 

Several measures of feature importance are used to identify the value of each feature. In all cases 
(i.e., the old-5, new-7, and new-5 feature sets), heat flow and distance to nearest fault are the most 
important features (Fig. 7). One of the two new features (i.e., shear strain rate) has an intermediate 
magnitude of importance like that of distance to nearest magmatic activity, whereas the other new 
feature (i.e., dilation strain rate) has importance arguably similar to that of the original two least 
important features from the 2008 assessment (i.e., maximum horizontal stress and seismic event 
density). 
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Figure 7. Feature importance from the 120 train-test splits using the different approaches. The measures of 

feature importance were 0-to-1 min-max normalized using the data within the interquartile range 
multiplied by 1.5 (i.e., by removing the flier points from the box-and-whisker plots in Appendix B before 
normalization) because some measures of feature importance would appear as having nearly no 
importance due to extreme outliers if the flier points had been retained. Solid lines connect the median 
value of the median measures of feature importance per approach and feature. Dashed lines span 
features not used in that approach. Colors correspond to the approach they depict as defined along the 
left y-axis. Abbreviations: LR: Logistic regression, XGB: XGBoost, ROCAUC: Area Under the Receiver 
Operating Characteristic Curve, SHAP: SHapely Additive explanation.  

4. Discussion 

In this section, we demonstrate that, while adding new features can be beneficial to model 
predictions, models may perform better with fewer features. The impact of adding new features on 
model performance is dependent upon several factors (e.g., the number of features already used to 
fit the model, the correlation between the new and existing features, the correlation between the 
new features and labels, the number of examples available for training). 
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Although the XGBoost models do not perform better with respect to the F1 scores (Fig. 5), the 
XGBoost models consistently outperform the logistic regression models when the distributions of 
predictions for the unlabeled and known positive examples are examined (Fig. 6); these results are 
consistent with Mordensky et al. (2023), who identified XGBoost as a better performing 
supervised ML algorithm when working with geothermal data sets that have positive-unlabeled 
data with few positives and extreme class imbalance. With consideration for the limitations of the 
F1 score when working with extreme class imbalance in positive-unlabeled data, in which all the 
unlabeled cells (and thereby, some potentially unlabeled positive cells) are treated as negatives to 
the effective detriment of the F1 score (see Equation 1), we emphasize the performance of a model 
by the confidence in its prediction of known positives (e.g., relatively higher predicted values for 
known positives than unlabeled examples; Fig. 6). 

4.1 Effects Adding Replacing Features 

XGBoost is better at adapting its fit to the new data than logistic regression (Figs. 4, 6; Table 4) 
because of its greater algorithmic architectural complexity (i.e., being a non-linear, boosted, tree-
based algorithm; Chen and Guestrin, 2016). Likewise, the relative insensitivity of logistic 
regression to the changing feature sets stems from the simplicity of the linear algorithm (Berkson, 
1944, 1951). More specifically, not all the information presented in the new features is novel as 
evidenced by the degree of correlation between the new and pre-existing features (Fig. 3). With 
the novel information being a nuanced component of the newly added data, XGBoost is better 
suited, to adapt its fit to this new nuanced information because of its non-linear, boosted, tree-
based architecture than logistic regression. Consequently, logistic regression is unable to adapt its 
fit of the new models as ably as XGBoost.  

Both new XGBoost models outperform the old XGBoost model, but, contrary to the idea that more 
input data gives better models, the new 5-feature model outperforms the new 7-feature model even 
though the 7-feature model is given all of the 5-feature input features and more. The improvement 
in predictive ability of the new 7-feature model over the old 5-feature model (Fig. 6) demonstrates 
that the new features contained valuable information for predicting hydrothermal resources. This 
conclusion is not unexpected, but the increase in performance was not statistically significant 
(Table 4). Yet, by removing the two least important features of the old 5-feature model (i.e., 
maximum horizontal stress and seismic event density; Fig. 7) from the new 7-feature model, the 
new 5-feature model develops a statistically significant improvement at p = 0.06 when predicting 
known positives relative to the old 5-feature model (Fig. 6; Table 4). 

4.2 The Curse of Dimensionality 

Increasing the predictive skill by removing less informative features suggests more features do not 
necessarily result in better models. Instead, these results demonstrate that models produced from 
geothermal data like that used in Williams and DeAngelo (2008) and Mordensky et al. (2023) are 
extremely susceptible to a phenomenon known as the curse of dimensionality, a term first 
introduced by Richard E. Bellman (Banks and Fienberg, 2003). In short, the curse of 
dimensionality is when the sequential addition of new features leads to a model that does a worse 
job at making predictions due to the intrinsic properties of ML algorithms and strategies. 
Technically, the curse of dimensionality means that by increasing the complexity of the feature 
space in which models fit decision boundaries, Euclidean distances become decreasingly effective 
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for properly fitting decision boundaries between classes. Practically, the curse of dimensionality 
means that, for a fixed number of labeled examples, the predictive skill of any model first increases 
as new features are added, but after a certain number of features are added, the predictive skill of 
the resulting model begins to deteriorate (Fig. 8; Hughes, 1968). Hence, even if new features bear 
novel, otherwise useful information, the resulting model may not have better performance despite 
the novel information contained therein. Instead, the increased dimensionality of the feature space 
may produce a poorer performing model. 

 

 
Figure 8. Number of features versus model performance. As the number of features is increased, model 

performance increases up to a specific number of features and, thereafter, performance decreases as new 
features are added per a given number of labels (modified from Figure 3 in Hughes, 1968). Additional 
labels allow models to fit using additional features without detrimental impact to model performance 
(curve series a through e [light blue to dark blue], which assume features of equal informative value). 
More informative features also allow models to fit using additional features without detrimental impact 
to model performance (e.g., this figure assumes curve f [red] has more informative features than curve a 
[blue], thereby allowing curve f [red] to fit using more features with higher performance than curve a 
[blue] per equal number of labels).  
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The increased performance of XGBoost resulting from removing features (e.g., maximum 
horizontal stress and seismic event density) is a bit unanticipated, because the curse of 
dimensionality is usually identified when fitting with hundreds or even thousands of features (e.g., 
features engineered from spectral data; see generally Verleysen and François [2005]). 
Additionally, tree-based algorithms, particularly boosted tree-based algorithms, like XGBoost, are 
generally more resilient to the curse of dimensionality than other forms of supervised learning 
(e.g., support-vector machines and artificial neural networks) because tree-based algorithms do not 
rely on a distance metric, and therefore Euclidian distances, to generalize (see generally Kuhn and 
Johnson, 2020).  

One possible explanation for the seemingly premature commencement of the curse of 
dimensionality resides with how few labeled examples (i.e., 278) there are for these data. On the 
scale of most ML applications, having 278 labeled examples to fit a model would be considered 
relatively insufficient. Indeed, Mordensky et al. (2023) noted evidence of too few labeled examples 
with these data from observed decreasing model performance with increasing algorithmic 
complexity (i.e., with support-vector machines and artificial neural networks not performing as 
well as XGBoost). This principal observation suggested that the algorithmic complexity of 
support-vector machines and artificial neural networks was too great to produce models with so 
few labeled examples without resulting in performance-limiting bias.  

The consistently moderate absolute correlation between the features (Fig. 3) is likely another factor 
contributing to the seemingly premature commencement of the curse of dimensionality. The 
moderate correlation between features means no one feature adds solely unique information. 
Hence, the addition of a new correlated feature increases the dimensionality of the feature space 
without maximizing the potential additive value of that feature. 

4.3 What Can Be Done to Minimize the Curse of Dimensionality? 

The improved performance of the new 5-feature model over the new 7-feature model (Fig. 6; Table 
4) emphasizes the detrimental impact additional features, even if somewhat informative, might 
impart on model performance when working with data that have as few labeled examples as these 
geothermal data. In these circumstances, more features do not lead toward better predictions 
without careful forethought and analysis, because each new feature is inherently costly to model 
performance.  

Although an obvious solution to the curse of dimensionality is to identify more labeled examples, 
there are only a limited number of known hydrothermal systems, with the process of labeling more 
examples being expensive if not impractical; instead, it may be more feasible to remove less 
informative features. Alternatively, geothermal ML studies could benefit from dimensionality 
reduction (e.g., principal component analysis with truncation through removing less informative 
components) as a solution to reduce the number of features while retaining much of the 
informational value of the original data given the physical underpinnings that contribute to the 
correlation between many of the geothermal features (e.g., heat flow and distance to nearest 
magmatic activity; Fig. 3). 

Another practical means to offset the curse of dimensionality is to engineer highly informative 
features (e.g., as depicted by the red curve in Fig. 8). Heat flow and distance to faults remain the 
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most important features across the three XGBoost models (Fig. 7); this suggests that the new 
features derived from Zeng (2022) might not be the best data to differentiate between locations 
favorable to hydrothermal systems. It is possible that some aspects of the Zeng (2022) strain data 
(i.e., the broad strain values that change slowly with respect to distance) are incompatible with 
predicting hydrothermal systems, which are small and discrete. Producing better geothermal 
predictions is dependent upon engineering features with specific consideration toward the 
modeling framework (e.g., with consideration for grid resolution). 

The USGS geothermal assessment team is working to engineer new, more informative features for 
the purpose of better predicting geothermal energy favorability and estimating resource potential. 
For example, where past heat flow maps combine conductive and convective components, 
DeAngelo et al. (2023) separated these signals by constructing a map of conductive heat flow and 
estimating the magnitude of hydrothermal convection at individual thermal gradient measurement 
wells. A second example of where input features can be improved is related to how fault data are 
used. Even though geothermal scientists have postulated fault intersection complexity controls 
hydrothermal upflow (e.g.,  Curewitz and Karson, 1997; Faulds and Hinz, 2015; Jolie et al., 2021), 
fault features that are typically used are distance to faults regardless of structural complexity (e.g., 
Williams and DeAngelo, 2008).  

Perhaps the greatest opportunity for engineering highly informative features is with seismic data. 
Domain knowledge establishes a link between hydrothermal systems with some form of seismic 
expression (i.e., the presence of a hydrothermal system should influence seismic behavior in some 
form; e.g., Mordensky et al., 2019). The low absolute correlative relationships between seismicity 
and the other features (Fig. 3) suggests that this link would substantiate novel information to a 
model; yet, the low feature importance of seismic event density (Fig. 7) indicates that the feature 
is uninformative. That is, quantifying seismic events greater than M3 within 4 km is not an 
informative use of seismic data for predicting hydrothermal systems with logistic regression and 
XGBoost. Hence, we should ask: 1) how we can use seismic data differently so that seismic data 
may be more informative; and 2) is there another supervised ML algorithm we should consider 
that would make better use of this feature? 

4.4 A Bias Toward More Easily Identified Systems 

The label and feature data bias the models to predict more commonly identified types of 
hydrothermal systems more favorably than less commonly identified types of hydrothermal 
systems. Herein, we detail these biases. 

The use of binary classification biases the predictions for hydrothermal systems toward more easily 
identified hydrothermal systems. In reality, every hydrothermal system is a unique combination of 
geological conditions, and every hydrothermal system differs by size, chemistry, and geologic 
characteristics. No two hydrothermal systems are identical. Hence, some systems are more obvious 
to identify than others; however, traditional binary ML classification treats every known 
hydrothermal system as being equal (i.e., a positive). By labeling all known hydrothermal systems 
as the same value, a model is trained to place greater emphasis on the more commonly known 
types of hydrothermal systems (i.e., the easier systems to identify). 
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The feature data also risk biasing positive predictions toward more easily identified hydrothermal 
systems. An underlying challenge to using ML to predict hydrothermal favorability is that every 
input feature is also a model based on limited input data. Any sampling biases from the collection 
of this limited input data propagate through the ML methods. For example, a heat flow map is an 
interpolated surface based on limited data, and heat flow measurements are likely preferentially 
made in areas where hydrothermal systems are suspected. Consequently, areas with known 
hydrothermal systems may be rich with data complexity, whereas areas without known 
hydrothermal systems may have sparse data and interpolation algorithms may oversimplify heat 
flow across the relatively undersampled areas. 

5. Conclusion 
In this study, we show that the addition of two new and arguably improved features (i.e., shear 
strain rate and dilation strain rate) to the machine learning (ML) approaches from Mordensky et 
al. (2023) result in only small improvements for models of hydrothermal favorability, because the 
new features are less important than several of the features used for the previous models. We 
demonstrate that the simple addition of new features may be a less effective strategy than 
replacement of relatively uninformative features with improved features due to the curse of 
dimensionality. We also demonstrate the choice of ML algorithm (e.g., logistic regression versus 
XGBoost) plays a deciding role regarding how and to what extent new data sets inhibit or augment 
the performance of new models. To substantially improve hydrothermal favorability predictions, 
we need to identify and engineer features that provide new information to our models (e.g., 
information that is uncorrelated with existing data, but is correlated with hydrothermal 
convection), choose ML algorithms that are resistant to the curse of dimensionality, and consider 
modeling frameworks that harness the informational value of high-resolution data (e.g., by using 
finer-resolution grids or abandon grids entirely).  
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Appendix A – Hyperparameters 

The selected hyperparameters for all three dataset combinations (Table A1) are within one standard 
deviation of their corresponding equivalents for the same algorithm. 

Table A1. Average hyperparameters (± 1 standard deviation) from 120 train-test splits using different feature 
sets. Weight corresponds to positive class weight. C corresponds to inverse regularization strength. n 
Estimators corresponds to the number of estimators (i.e., trees). Max depth refers to the maximum depth 
of the estimators.  

Logistic Regression Weight C   
Old 5 303 ± 84 0.16 ± 0.34   
New 7 333 ± 86 0.07 ± 0.23   
New 5 319 ± 87 0.12 ± 0.31   
     
XGBoost Weight Max Depth n Estimators Learning Rate 
Old 5 205 ± 18 2 ± 1 63 ± 20 0.22 ± 0.10 
New 7 206 ± 20 3 ± 1 63 ± 19 0.21 ± 0.09 
New 5 211 ± 19 2 ± 1 68 ± 21 0.25 ± 0.10 
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Appendix B – Feature Importance 

Figures B1 – B6 provide the distribution of relative feature importance from the 120 train-test 
splits min-max normalized from 0 to 1 for the different training strategy-algorithm approaches. 

 
Figures B1. Normalized feature importance values for old 5-feature logistic regression. Abbreviations: SHAP: 

SHapely Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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Figures B2. Normalized feature importance values for new 7-feature logistic regression. Abbreviations: SHAP: 

SHapely Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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Figures B3. Normalized feature importance values for new 5-feature logistic regression. Abbreviations: SHAP: 

SHapely Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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Figures B4. Normalized feature importance values for old 5-feature XGBoost. Abbreviations: SHAP: SHapely 

Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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Figures B5. Normalized feature importance values for new 7-feature XGBoost. Abbreviations: SHAP: SHapely 

Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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Figures B6. Normalized feature importance values for new 5-feature XGBoost. Abbreviations: SHAP: SHapely 

Additive exPlanation, ROCAUC: Area Under the Receiver Operating Characteristic Curve. 
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ABSTRACT 

Identifying favorable locations to place geothermal projects typically starts with evaluating the 
geothermal gradient in a region; however, the feasibility of a project also depends on ease and 
costs of drilling, proximity to customers to offtake excess heat energy and other practical factors. 
This research meshes a variable-price model with multiple geospatial data sets using a geographic 
information systems (GIS) platform to produce a map set illustrating the estimated status of 
engineered geothermal systems (EGS) - both for electrical generation and direct-use applications 
in the province of Alberta, Canada. 

By combining several map layers, a region’s suitability for geothermal projects is categorized by 
evaluating multiple technical and economic criteria. Costs and potential revenues associated with 
development are estimated to provide an overview of geothermal energy’s economic viability 
across the province with a net present value (NPV) calculation. The resulting interactive maps 
model a picture of the estimated feasibility of geothermal energy in Alberta under varying techno-
economic scenarios. Economically favorable locations for geothermal project development 
generally occurred in the Western portion of the province where Precambrian basement rock is 
deepest, along existing infrastructure corridors, and near population centers or industrial facilities 
to off-take heat energy. 

1. Introduction 
Alberta is a province in western Canada with a cold and dry continental climate. In Alberta, the 
Western Canadian Sedimentary Basin (WCSB) overlies Precambrian basement rock and is deepest 
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(approximately 3.7 miles or 6 km thick) near the Rocky Mountains in the south-western portion of 
the province and shallows to the north and north-east where Precambrian basement is present at 
surface in the north-eastern corner of the province. The WCSB is home to prolific oil and gas 
reserves that have been a driver of Alberta’s economy for decades. 

 

Figure 1: Location of Alberta, Canada. 

 

The goal of this work was to identify areas in the province of Alberta that are best suited for the 
economic development of Enhanced/Engineered Geothermal System (EGS) projects. To this end, 
a provincial-scale model was created using multiple geospatial data layers and an interactive model 
was developed on a 5 km x 5 km grid (3.1 mile x 3.1 mile). Geospatial data layers were built using 
ArcGIS Pro GIS software developed by Esri and exported into data analytics software developed 
by Tableau. The interactive model was published online via the Tableau Public interface which 
provides the functionality for online users to explore modifications of key techno-economic 
conditions required for the viability of geothermal projects either for direct-use heating 
applications (40°C/104°F, 80°C/176°F resource temperatures) or for combined heat and power 
applications (120°C/248°F, 150°C/302°F resource temperatures). The interactive model also 
incorporates potential value-add aspects of geothermal projects such as income derived from 
carbon credits from CO2 sequestration or revenues from mineral extraction if geochemistry data 
in the area indicates viable concentrations of lithium in subsurface fluids at the depth of the 
geothermal resource temperature. 

This paper contributes to broadening the understanding of geothermal energy’s viability near 
Alberta’s communities and the province’s existing infrastructure network through a provincial-
scale, open-source map set and multi-dimensional model that can serve as a guide for detailed 
follow up studies or for more comprehensive mapping projects. The models developed in this 
research project can serve as a screening tool in Alberta to evaluate the feasibility of various 
geothermal energy project types (40°C, 80°C, 120°C, or 150°C) while exploring the value of cost 
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reductions of various project components such as drilling cost reductions. Publishing open-source 
results in an interactive web-based format also serves to improve awareness of the viability of 
different forms of geothermal energy in Alberta. The tool provides a platform for drillers, 
construction managers, reservoir engineers, and developers to communicate across disciplines and 
understand which key cost, revenue, and output metrics need to be met for a geothermal project’s 
economic viability.  

 

1.1 Literature Review 

Early research evaluating the geothermal gradient – the rate at which temperature increases with 
subsurface depth – in Alberta began in the mid-1980s by Lam & Jones (1984) with work 
continuing in the early 1990s by Bachu & Burwash (1994, 1991). Since then, geothermal maps of 
the WCSB have continued to evolve through integration of bottom hole temperature data from 
additional wells, debiasing temperature data to better reflect subsurface conditions, including 
geologic structure mapping, and improving the resolution of subsurface models (Ferguson & 
Ufondu, 2017; Grasby et al., 2012; Gray et al., 2012; Hofmann et al., 2014; Palmer-Wilson et al., 
2018; Weides & Majorowicz, 2014). 

The geothermal gradient maps developed by Majorowicz (2018) are a key data set which 
represents the most up-to-date, province-wide, geothermal gradient data for Alberta. This data set 
represents a foundation whereby existing geological and subsurface temperature models may be 
incorporated with other data supporting economic estimates in the interest of developing a techno-
economic model in a similar fashion as described by Banks & Harris (2018) and Palmer-Wilson 
et al. (2017, 2018). The multi-criteria, weighted parameter evaluation method can be applied to 
mapping applications by assigning values for each geologic or economic criteria layer to every 
grid cell on a map. This is a workflow described by Harms et al. for identifying geothermal 
prospects in East Africa and Northeast British Columbia where surface features are identified and 
plotted, attributes are correlated with subsurface temperature data, and the model is compared with 
known results (Harms et al., 2020; Harms & Kalmanovitch, 2021).  

2. Methodology 
We follow a similar approach described by Harms & Kalmanovitch (2021): spatial data sets 
(geothermal gradient, depth to Precambrian basement rock, geochemistry concentrations, geologic 
structure maps, distance to nearest transmission line, distance to nearest road, etc.) are interpolated 
onto an evenly spaced grid. For this model, each grid cell represented the centre of a 5 km x 5 km 
area and had key information assigned to it; where data was unavailable, reasonable assumptions 
were be made to assign plausible approximate values, or the model was cut-off. Following the 
approach described by Palmer-Wilson et al. (2017), variable weighting parameters were applied 
to many of the spatial data sets so that project costs and revenues can manipulated via interactive 
sliders so that the model’s user can gain an understanding of what numbers to target for a 
geothermal project in a particular region to be viable. A summary of the layers estimating costs 
and potential sources of revenue as well as the variable parameters for each layer are displayed 
below in Table 1 and Table 2 respectively. 
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Table 1: Cost summary table 

Item Baseline Value Reference/Source Variability Range 

Surface 
Infrastructure: 
Roads 

$1,000,000/km x 
Distance to nearest road 
listed on national road 
network database 

(Government of 
Canada & Natural 
Resources Canada, 
2015; Morrison 
Hershfield Ltd., 2008) 

$10,000/km to 
$1,500,000/km  
(1% baseline cost to 
150% baseline cost) 

Direct-use Heat: 
Insulated 
Pipelines 

$500,000/km x Distance 
to nearest customer to 
off-take heat energy 

(Eastern Irrigation 
District, 2021) Constant 

Surface 
Infrastructure: 
Transmission 
Lines 

(120°C and 
150°C scenarios 
only) 

($720,000/km x 
Distance to nearest 
transmission line) 

(Grunberg, 2021; 
Mines & U.S. 
Department of 
Energy’s Geothermal 
Technologies Office, 
2016) 

$7,200/km to 
$1,080,000/km 
(1% baseline cost to 
150% baseline cost) 

Transmission 
Line Integration 
Costs  
(120°C and 
150°C scenarios 
only) 

$200,000 (to account 
for engineering, load 
balancing, costs to 
integrate into existing 
transmission line) 

(J. Marin, personal 
communication, 
March 29, 2022) Constant 

Electricity 
Equipment: 
Organic Rankine 
Cycle/Binary 
Turbines  

(120°C and 
150°C scenarios 
only) 

$3,500/kW x Electrical 
output (dependent on 
flow rate) 

(Holmes et al., 2022) 

$1,000/kW to 
$5,000/kW 
 

Facility 
Construction and 
Land Purchase 
Costs 

$3,000,000 (to account 
for permitting, lease 
acquisition, facility 
construction costs) 

n/a $500,000 to 
$10,000,000 
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Operational 
Expenses 
(OPEX) and 
Maintenance 
costs 

$200,000/year  
(40°C and 80°C 
scenarios) 

$500,000/year  
(120°C and 150°C 
scenarios) 

(U. S. Energy 
Information 
Administration, 2020) $100,000 to 

$2,000,000 
 

Drilling Costs 

Derived from Alberta 
Modernized Royalty 
Framework Calculator 
+ $300/m for each m of 
Precambrian basement 
rock drilled through to 
reach desired 
geothermal resource 
temperature  

(Government of 
Alberta, 2022a) 

1% baseline cost to 
150% baseline cost 

Reservoir 
Stimulation 

$3 million per well pair 
(if desired resource 
temperature occurs in 
Precambrian basement 
rock) 

$1.25 million per well 
pair (if desired resource 
temperature occurs in 
Western Canadian 
Sedimentary Basin) 

(Lowry et al., 2017) 

1% baseline cost to 
150% baseline cost 
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Table 2: Revenue summary table 

Item Baseline Value Reference/Source Variability Range 

Electricity 
(120°C and 
150°C scenarios 
only) 

$90/MWh lifetime average 
power purchase agreement 
price 

Dependent on electricity 
output (estimated from 
GETEM as a function of 
flow rate) x 8760 x 95% 
capacity factor 

(Mines & U.S. 
Department of 
Energy’s Geothermal 
Technologies Office, 
2016) 

$40/MWh to 
$200/MWh 
 

Direct-use 
Heating 

$9/GJ lifetime average 
value of heat energy above 
20°C  

Dependent on flow rate, 
heat loss in transit to 
customer (assumed 
1°C/km), annual portion of 
heat that can be sold (50%), 
annual performance decline 
(1%) 

(Falchi et al., 2016; 
Ryan, 1981) $5/GJ to $25/GJ 

 

Annual portion of 
heat sold varies 
from 1% to 100% 

Annual performance 
decline varies from 
0%/year to 2%/year 

Lithium 

$1/kg net value of lithium 

Dependent on flow rate, 
lithium concentration in the 
area, extraction efficiency 
(assumed to be 3%), annual 
performance decline (1%). 

(Lopez et al., 2020) 

$0/kg to $100/kg 
 

Carbon Credits 

$50/ton net price of 
sequestered CO2 

Dependent on net price of 
sequestered CO2 x the 
annual tons of CO2 
sequestered (0 tons/year) 

(Government of 
Canada, 2022a) $0/ton to $170/ton 

 

0 tons per year to 
2,000 tons per year 
 

 

Economic factors were quantified and modelled such as drilling costs (dependent on rock type, 
depth to reach desired subsurface temperatures, and drilling efficiency), construction & installation 
costs, costs to develop required infrastructure to a project site, operational expenses, revenue from 
electricity (120°C and 150°C projects only), revenue from heat sold for direct-use heating, revenue 
from recoverable minerals from geofluids, and income derived from the value from sequestering 
carbon. The resulting model is an interactive, map-view display of how Alberta’s geothermal 
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viability picture changes under variable techno-economic conditions. For example, if a user was 
curious about how the estimated feasibility of a region changes with a 20% reduction in drilling 
costs, the model has the functionality to recalculate and display the map under those conditions.  

Dollar values associated with each cost and revenue layer were assigned to each grid cell of the 
techno-economic map such that and lifetime costs lifetime revenues could be estimated, and a net 
present value (NPV) calculation could be made. The net present value was calculated by 
Equation 1: 

𝑁𝑁𝑁𝑁𝑁𝑁 =  �
𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑨𝑨𝑨𝑨𝑹𝑹𝒊𝒊

(𝟏𝟏 + 𝒓𝒓)𝒊𝒊 − 𝑰𝑰𝑨𝑨𝒊𝒊𝑰𝑰𝒊𝒊𝑨𝑨𝑨𝑨 𝑪𝑪𝑪𝑪𝑪𝑪𝑰𝑰𝑪𝑪
𝑛𝑛

𝑖𝑖

 

      (1) 

where n is the project lifetime (assumed to be 35 years), r is the discount rate (assumed to be 5%).  

All up-front project costs were assumed to be overnight capital expenditures (even if construction 
would require more than one year, no discount rate was applied to construction costs). All future 
costs (operational expenses & maintenance) as well as all future revenues from sales of electricity, 
direct-use heat, lithium, or carbon sequestration credits were discounted at an annual rate of 5% 
for the project lifetime of 35 years. A rough estimate of performance decline was modelled via a 
user input parameter where the user could select one of 0%, 0.5%, 1%, or 2% for an annual 
performance decline value and the model estimated the year-over-year decline of the output of the 
project. 

 

2.1 Project Costs 

2.1.1 Drilling and completion costs 

Expenses associated with drilling and well completion represent a large portion of a geothermal 
project’s up-front costs. Drilling costs can also vary due to complexity in well design, a need to 
drill expensive horizontal laterals for a reservoir to be productive, or a requirement to drill through 
challenging geologic formations with slower penetration rates. As a result, it can be difficult to 
create a precise estimation of drilling costs for a potential geothermal project on a province-wide 
scale. 

This research used geothermal gradient maps developed by Majorowicz (2018), to estimate depths 
to drill to various subsurface temperatures (40°C, 80°C, 120°C, and 150°C) across Alberta. The 
calculated depths to each resource temperature assumed a constant geothermal gradient as a 
function of depth. It should be noted that there is research from Alberta indicating that geothermal 
gradients can change as a function of depth, with one temperature/depth relationship above a 
geologic interface, and another temperature/depth relationship that changes by as much as 
10°C/km beneath a geologic layer (Huang et al., 2021). As a result, the depths to 40°C, 80°C, 
120°C, and 150°C as estimated by the constant geothermal gradient assumption may not be 
precisely accurate but represent modelled approximate depths to the temperatures of interest. 
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The Drilling and Completion Cost Allowance (C*) from the Modernized Royalty Framework 
formula developed by the Government of Alberta provides a relationship between well depths and 
completed well costs (Government of Alberta, 2022a). The Modernized Royalty Framework 
Drilling and Completion Cost Allowance (C*) is a proxy for completed well costs and is based on 
vertical depth, lateral length, and the amount of proppant placed; the relationship is expressed by 
Equation 2 and Equation 3: 

𝑪𝑪∗ = 𝟎𝟎.𝟖𝟖𝟖𝟖 (𝟏𝟏𝟏𝟏𝟏𝟏𝟎𝟎 × (𝑽𝑽 − 𝟖𝟖𝟐𝟐𝟐𝟐) + �𝟑𝟑𝟏𝟏𝟖𝟖𝟎𝟎(𝑽𝑽 − 𝟖𝟖𝟎𝟎𝟎𝟎𝟎𝟎)� + 𝟖𝟖𝟎𝟎𝟎𝟎𝑯𝑯 + (𝟎𝟎.𝟔𝟔𝑽𝑽 × 𝟏𝟏.𝟓𝟓𝑷𝑷)) (2) 

for wells deeper than 2000m and: 

𝑪𝑪∗ = 𝟎𝟎.𝟖𝟖𝟖𝟖(𝟏𝟏𝟏𝟏𝟏𝟏𝟎𝟎 × (𝑽𝑽 − 𝟖𝟖𝟐𝟐𝟐𝟐) + 𝟖𝟖𝟎𝟎𝟎𝟎𝑯𝑯 + (𝟎𝟎.𝟔𝟔𝑽𝑽 × 𝟏𝟏.𝟓𝟓𝑷𝑷)    (3) 

for wells shallower than 2000m. Where C* is the completed well cost ($), V is vertical depth of 
the well (m), H is the total horizontal lateral length of the well (m), and P is the amount of proppant 
placed (tons).  

For this application, V was calculated from the depth to each of the subsurface temperatures of 
interest (40°C, 80°C, 120°C, and 150°C) across the province. These depths were derived from the 
Majorowicz (2018) geothermal gradient maps assuming a constant geothermal gradient with 
depth. All wells were assumed to have a constant lateral length: H = 500 m. All wells were 
assumed to have a constant amount of proppant placed: P = 10 tons of sand. Under these 
assumptions, a well drilled to a depth of 3 km would cost an estimated $5.5 million. 

Recent data for drilling costs through crystalline basement rock in Alberta was unavailable, so 
assigning an appropriate cost premium that accounts for the slower rate of penetration (ROP) and 
shorter bit life associated with drilling through Precambrian rock is challenging. Beckers & 
Johnston (2022) estimated drilling costs for varied ROP at depth to be between 25 ft/hr and 75 ft/hr 
and drill bit life ranging between 50 hours and 150 hours led to drilling costs ranging between 
$147/m and $606/m. Geothermal drilling activities at the FORGE Geothermal project in Utah, 
report a drilling penetration rate of about 50 ft/hr and drill bit life of up to 25 hours (Winkler & 
Swearingen, 2021). With the range of values reported by Beckers & Johnston (2022) in mind, an 
additional cost of $300/m for each meter of Precambrian basement to be drilled through to reach 
the depth of the selected resource temperature. This means that for a well with a total depth of 
3 km in the portion of a province where 1 km of Precambrian basement rock must be drilled 
through, the estimated baseline drilling cost would be $5.5 million as calculated by the Alberta 
Modernized Royalty Framework formula plus $300,000 to account for the slower drilling through 
crystalline basement rock, resulting in a total estimated drilling and completion cost for this 
scenario to be $5.8 million per well. 
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Figure 2: The geothermal gradient map developed by Majorowicz (2018) is displayed on the left: red-orange 
shaded areas represent regions where the geothermal gradient is approximately 40-53°C and blue-green 
shaded areas represent regions where the geothermal gradient is approximately 18-30°C. The estimated 
depth to the geothermal resource temperature of 150°C is displayed on the right. Basemaps were 
developed with Mapbox (2022); data analytics completed via Tableau (2022). 

 
Figure 3: The Alberta Modernized Royalty Framework C* calculator was used to generate this cost to drill 

map. Darker green regions represent areas where it is more expensive to drill to reach depths where the 
geothermal resource temperature is 150°C, lighter green regions represent areas where it is cheaper to 
drill to reach depths to 150°C. A lateral length of 500 m and 10 tons of proppant were assumed for each 
well in the modelled scenarios. Basemaps were developed with Mapbox (2022); data analytics completed 
via Tableau (2022). 
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2.1.2 Reservoir stimulation costs 

A geothermal reservoir without adequate porosity and permeability to flow at sufficient rates to 
produce heat or power must be enhanced or engineered with fractures and proppant so that there 
is enough connected pore space for fluids to flow through the high-temperature rock formations. 
Lowry et al. (2017) developed as a means of estimating reservoir stimulation costs as being $1.25 
million multiplied by the number of well pairs for the geothermal project. This was the formula 
applied for reservoir stimulation costs for this project, however $1.25 million per injection well 
was used the baseline estimated cost where depth to the desired resource temperature was within 
the WCSB. A cost of $3 million per well pair was the baseline estimated cost when the depth to 
the desired resource temperature was in Precambrian basement rock. The extra cost is to account 
for the additional difficulty and complexity in engineering a geothermal fracture network within 
crystalline basement rock. Since no EGS projects have been developed using Alberta’s 
Precambrian basement as a reservoir, estimating what the expected costs associated with fracturing 
crystalline basement in the area to engineer a reservoir is a challenge, so an adjustable modifier on 
the techno-economic model allows the user to adjust the reservoir stimulation costs between 150% 
of the baseline estimate ($1.875 million per well pair in the WCSB and $4.5 million per well pair 
in Precambrian basement) all the way down to 1% of the baseline estimate ($12,500 per well pair 
in the WCSB and $30,000 per well pair in Precambrian basement). 

2.1.3 Construction and maintenance costs 

As land purchase costs can vary drastically depending on where a geothermal project is sited, and 
the expense to construct a facility can also vary depending on costs of building materials, distance 
from a population center with construction workers, equipment/materials, and myriad other 
factors, facility construction and land purchase costs were defined as user inputs into the techno-
economic model. The user-selected capital expenditure (CAPEX) values for land purchase and 
construction costs were factored into the NPV calculation with a default value of $2 million, with 
a user selecting values in $500,000 increments between $500,000 and $10 million. Costs for 120°C 
and 150°C combined heat + power projects also factor in pricing to purchase and install binary 
turbines to generate electricity realized on a $/kW basis ranging between $1000/kW to $5000/kW 
in $500/kW increments with a baseline value of $3000/kW. 

Average annual operational expenses (OPEX) and annual maintenance costs were defined as user 
inputs into the techno-economic model’s NPV calculation with an annual discount rate of 5% 
applied to future expenses over the lifetime of the project (assumed to be 35 years). The model’s 
default value is $500,000 per year to account for average annual OPEX and maintenance costs, 
but the user can select values in $100,000 increments between $100,000 and $2 million. 

To avoid the issue of the techno-economic model recommending a site where the grid cell happens 
to be on a permanent water body, a GIS shapefile of all the permanent waterbodies in Alberta was 
integrated into the model (Government of Alberta - Open Data & Environment and Parks, 2022). 
A value of $1 was added to CAPEX construction costs if the grid cell was not on a permanent 
waterbody, and a value of $100 million was added to construction costs if the grid cell was on a 
lake.  

Although not factored into the model’s economic assessments, Provincial and National Parks, Key 
Wildlife and Biodiversity Zones, Indigenous Communities/Indian Reserve Lands, and locations of 
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recorded earthquakes between 2013-2017 with magnitude >1 were overlaid on the background 
map beneath the NPV model’s grid cells (AltaLis, 2018; Government of Alberta, 2022b, 2022b; 
Government of Alberta Open Data, 2022; Stern et al., 2018). Parks, Biodiversity zones, Indigenous 
communities, or historical earthquakes in a region do not necessarily disqualify an area from a 
potential geothermal development, but special consideration may need to be given to ensure no 
negative impacts on treaty rights, induced seismicity, ecosystems, or protected species. 

2.1.4 Infrastructure integration costs 

For every 5 km x 5 km cell of the techno-economic model, the “spatial join” geoprocessing tool 
in ArcGIS Pro was used to calculate the Euclidian distance from each cell to the nearest roadway 
listed on the national road network (Government of Canada & Natural Resources Canada, 2015). 
This generated a “distance to road” raster layer map representing the straight-line distance from 
each grid cell of the model which was multiplied by $1 million/km to estimate the cost to build a 
road to each cell of the model. The value of value of $1 million/km was chosen as the baseline 
assumption since it is within the range of $720,00-$1.18 million per km of unpaved, surface treated 
roads described by (Morrison Hershfield Ltd., 2008). Obviously, the cost values estimated by this 
process are a rough approximation since roads are not built in perfectly straight lines following the 
path of least Euclidian distance to the nearest existing roadway, but given the scale and granularity 
of the model with each grid cell representing a 5 km x 5 km area that cannot resolve the detail on 
the quarter-section (800 m x 800 m or ½ mile x ½ mile) or section (1,600 m x 1,600 m or 
1 mile x 1 mile) scale that many roadways are built on across Alberta, the “cost to road” values 
calculated for each grid cell on the model represent a rough approximation of the required cost to 
build a transportation infrastructure to the site of a potential geothermal project within the 
5 km x 5 km area represented by the model’s grid cell. 

Portions of the province that are heavily forested, have dense spacing of water bodies, or ample 
muskeg (generally found in the northern part of Alberta) will likely be more expensive than 
$1 million/km to build, and portions of the province in the south where terrain is clear, dry, and 
flat may tend to be cheaper than $1 million/km. It is also feasible that some geothermal project 
sites would not require the construction of any new roadways if existing private roads to oil & gas 
sites not listed on the national road network can be utilized, or if a geothermal project proponent 
had an agreement with a local municipality that allowed the developer to avoid the costs associated 
with road building to a project site. As a result, a variable parameter was integrated into the model 
allowing the user to change the cost per km of constructed roadway, varying from $1,000/km (1% 
of the baseline cost estimate) up to $1.5 million/km (150% of the baseline cost estimate). 

Transportation engineering and infrastructure planning is an entire field of professional practice 
and the challenge of precisely estimating costs to link a possible geothermal site across the 
province to the existing infrastructure network is more complex than the above-described 
approximation. However, given the level of granular detail that is feasible for a provincial-scale 
model of this type, the scope of this research project, and the goal of the techno-economic model 
being to provide a preliminary approximation of which areas in Alberta may be best-suited to the 
economic development of geothermal energy projects, the $/km estimation provides an 
introductory idea of which regions can be linked to the existing road network inexpensively, and 
which portions of the province would be more expensive. 
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Figure 4:(a) Alberta roads as listed on the National Road Network (Government of Canada & Natural 
Resources Canada, 2015)  
(b) Geometric distance from each 5 km x 5 km grid cell of the model to the nearest road listed on the 
National Road Network   
(c) Estimated cost to build a road for each 5 km x 5 km grid cell of the model using a rice of 
$1 million/km. Darker green regions represent areas where it is more expensive to build a roadway, 
lighter green regions represent areas where it is cheaper to build a road. 

 

For the 120°C and 150°C resource temperature projects where heat and electricity are produced, a 
similar approach was followed with the locations of existing transmission lines derived from the 
Cartofact database (Grunberg, 2021), and a variable cost/km value. Costs for recently completed 
transmission projects in Alberta vary between $1.6 million per kilometre and $6.6 million per 
kilometre (Transmission Facilities Cost Monitoring Committee, 2015), while the United States 
Office of Energy Efficiency & Renewable Energy’s Geothermal Electricity Technology 
Evaluation Model (GETEM) uses $1.15 million dollars/mile ($720,000 per kilometre) as a default 
estimate (Mines & U.S. Department of Energy’s Geothermal Technologies Office, 2016). This 
research project used the GETEM default value of $720,000/km for construction of transmission 
lines to a potential project as the baseline estimate. A variable parameter was integrated into the 
model allowing the user to change the cost per km of a transmission line, varying from $7,000/km 
(1% of the baseline cost estimate) up to $1.08 million/km (150% of the baseline cost estimate). A 
lump sum cost of $200,000 was applied for every grid cell to account for load balancing and 
engineering fees associated with linking into the transmission grid (J. Marin, personal 
communication, March 29, 2022). 
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Figure 5:(a) Alberta transmission lines (Grunberg, 2021),        
 (b) Geometric distance from each 5 km x 5 km grid cell of the model to the nearest transmission line,  
 (c) Estimated cost to build a transmission line for each 5 km x 5 km grid cell on the model using a 
price of $720,000/km 

 

Alberta’s cold climate creates a significant demand for heat energy, but due to heat loss when 
transporting hot fluids, a potential geothermal project must be located reasonably close to a 
potential customer to offtake that heat. As a result, developing a map for potential clients who may 
be willing to make use of a geothermal project’s heat is critical when considering the map of 
potential geothermal projects across the province of Alberta.  

The customer map was made by taking light pollution data from the World Atlas of Artificial Night 
Sky Brightness by Falchi et al. (2016), and combining that map with the location of Alberta 
greenhouse gas emitting facilities as reported by the Government of Canada (2022). The rationale 
was that if a population centre was large enough to generate light pollution above a threshold value, 
then the area may have commercial or residential facilities large enough to utilize geothermal heat 
for space or hot water heating applications. Similarly, if a facility was emitting CO2, then it was 
likely burning hydrocarbons, and therefore may have use for hot water to preheat boilers or 
facilitate some industrial process. Combining these 2 data sets serves as a proxy map for customers 
who may need hot fluids for either residential, commercial, or industrial processes. 

Costs associated with construction of buried and insulated pipelines to transport hot fluids were 
estimated by proxy by evaluating publicly available project cost data for irrigation lines (Eastern 
Irrigation District, 2021). These pipes would have large enough diameters to handle high-flow 
rates associated with geothermal projects and given that they are constructed from appropriate 
insulating material or sheathing, should be able to transport hot fluids distances less than 20 km so 
that the energy could be utilized for direct-use heating applications. Project costs for 10 recent 
irrigation lines were evaluated and the mean cost per kilometer of these projects is $483,810/km 
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which may provide a reasonable baseline estimate for constructing infrastructure for projects that 
are not co-located with a customer to off-take excess heat energy. As a result, a cost of 
$500,000/km was used to estimate costs associated with a geothermal hot water pipeline to deliver 
heat to customers. As with the assumptions related to road and transmission line construction, 
complications associated with pipeline routing could not be reasonably factored into this model, 
so a straight line following the shortest geometric distance between project and customer was 
assumed for estimated costs to build infrastructure to deliver heat. The process of generating the 
map estimating the locations of customers for direct-use heating applications is shown below on 
Figure 6. 

 

Figure 6:(a) Light pollution data from Falchi et al (2016)       
 (b) Locations of greenhouse gas emitting facilities as reported by the Government of Canada (2022) 
 (c) Distance to potential customer map derived from combining both data sets displayed on (a) and 
(b). The maximum radius around each customer was limited to 20 km. Costs for building insulated water 
lines to deliver heat from a potential project site to a customer were estimated at $500,000/km based on 
costs for irrigation projects; dark green represents costs approaching $10 million (Eastern Irrigation 
District, 2021) 

 

A heat loss rate of 1°C/km was used to approximate temperature losses of hot fluids in transit from 
a geothermal project site to a potential customer (Ryan, 1981). As a result, the farther a project 
was from a potential customer, the less heat that it could effectively deliver. The maximum 
distance between a grid cell representing a customer and a grid cell representing a potential project 
site was limited to 20 km. As with the assumptions related to road and transmission line 
construction, complications associated with pipeline routing could not be reasonably factored into 
this model, so a straight line following the shortest geometric distance between project and 
customer was assumed for estimated costs to build infrastructure to deliver heat. 
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2.1.5 Total project costs 

Estimated total project costs are mapped on Figure 7 with interactive sliders allowing the user to 
adjust variables to visualize how project costs change in a particular region if a project developer 
was not required to pay for the cost of a road or a transmission line to a project site. 

 

Figure 7:Total estimated project cost map for a 150°C project. Areas where it is cheaper to develop a project 
are shown in light blue (along existing infrastructure corridors) and areas where it is estimated to be 
more expensive are shown in dark blue. Basemaps were developed with Mapbox (2022); data analytics 
completed via Tableau (2022). 

 

2.2 Project Revenues 

2.2.1 Electricity 

Estimating the potential electrical output from geothermal projects with reservoir temperatures of 
120°C and 150°C using a tool such as the Geothermal Electricity Technology Evaluation Model 
(GETEM) is a means of both estimating the net power output and the costs associated with buying 
and installing the turbines for these hypothetical projects. To this end, GETEM was run specifying 
an EGS project with varying flow rates and number of wells scenarios and the net power output 
from the system was recorded. Regression analysis was completed using the 2nd order polynomial 
curve fitting function to generate a formula for the techno-economic model where a user could 
input the number of wells and flow rate for a resource temperature of 120°C or 150°C and the 
model could return an estimate of the net power output from the facility. Results of the power 
output estimation given variable flow rates and numbers of wells are shown below on Figure 8 
(120°C) and Figure 9 (150°C). 
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Figure 8:Estimated net electricity output for an EGS project with a 120°C resource temperature flowing at 
variable rates. These output estimates were generated from GETEM developed by Mines & U.S. Office 
of Energy Efficiency & Renewable Energy (2016). 

 

Figure 9:Estimated net electricity output for an EGS project with a 150°C resource temperature flowing at 
variable rates. These output estimates were generated from GETEM developed by Mines & U.S. Office 
of Energy Efficiency & Renewable Energy (2016). 
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There is a very important caveat to be considered with this approach: there is no guarantee that a 
given formation can flow at the user-specified rate without substantial decline in the reservoir’s 
thermal performance, but instead, the model states that if a reservoir could be engineered to flow 
at this rate and maintain stable temperatures, then it would generate the estimated output. For these 
models, flow rate is a parameter that the user manipulates to gain an understanding of what 
conditions need to be in place for a potential project to be economically viable; flow rate is not an 
estimation based on subsurface geologic conditions. Gathering the kind of information required to 
estimate the maximum flow rate that could be reasonably expected in specific geologic formations 
around the province added complexity that was beyond the scope of this research project. 
Estimating the physical limitations of the maximum possible flow rates associated with a specific 
reservoir requires detailed and site-specific porosity, permeability, fracture mechanics, and 
specific heat capacity data for the geologic formation and cannot be estimated on provincial scale 
maps without significantly more data informing this model’s calculations. Instead, by making flow 
rate a variable parameter, the model aims to give the user an understanding of the approximate 
numbers they would need to achieve for a project to be profitable. The estimated flow rate needed 
out of a reservoir to generate the output required for a profitable project serves as a guideline for 
more detailed site-specific follow-up studies and reservoir engineering discussions to determine if 
the required flow rates are attainable in the region of interest. 

Revenues associated with electricity sales over the lifetime of the project were realized through a 
user-selected lifetime average power purchase agreement (PPA) price in the form of $/MWh. The 
selectable range for PPA prices ranged between $40/MWh and $200/MWh. A capacity factor for 
the facility was assumed to be 95%. Future revenues from the sale of electricity were discounted 
at an annual rate of 5% and the lifetime of the project was assumed to be 35 years.  

The interactive maps also have a simple feature to model annual performance decline of a project. 
The user can select values to approximate the year-over-year decline of a project. The output of 
the project was modelled by the relationship shown in Equation 4: 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑀𝑀𝑇𝑇𝑀𝑀𝑀𝑀𝑇𝑇𝑇𝑇𝑀𝑀𝑀𝑀 𝑂𝑂𝑂𝑂𝑇𝑇𝑂𝑂𝑂𝑂𝑇𝑇 =  �𝑌𝑌𝑀𝑀𝑇𝑇𝑌𝑌 1 𝑂𝑂𝑂𝑂𝑇𝑇𝑂𝑂𝑂𝑂𝑇𝑇 (1 − 𝑀𝑀)𝑖𝑖
𝑛𝑛

𝑖𝑖

 

            (4) 

where n is the project lifetime (35 years), and d is the annual performance decline (either 0%, 
0.5%, 1%, or 2%) as selected by the user. 

2.2.2 Direct-use heat 

The temperature of the geothermal fluids at surface was approximated from up-hole heat loss 
estimations provided by the GETEM user manual (Mines & U.S. Office of Energy Efficiency & 
Renewable Energy, 2016). For 120°C and 150°C projects, the amount of heat available for direct-
use applications was calculated based on the approximate temperature of a fluid after running 
through an ORC/binary turbine system with efficiency in the range of 10%-12%. These numbers 
are summarized in Table 3 below. 
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Table 3: Summary of values used for direct-use heating applications 

Resource 
Temperature 

Estimated 
Fluid 

Temperature 
into ORC 
Turbine 

Estimated 
Fluid 

Temperature 
out of ORC 

Turbine 

Fluid 
Temperature 
Available for 
Delivery to 
Customers 

ΔT Above 
Ambient 

Temperature 
(20°C) 

Available for 
Customers 

Assumed 
Customer 

Heat 
Exchanger 
Efficiency 

40°C n/a n/a 39°C 19°C 60% 

80°C n/a n/a 79°C 59°C 60% 

120°C 117°C 50°C 50°C 30°C 60% 

150°C 147°C 80°C 80°C 50°C 60% 

 

The above values were programmed into the interactive model accompanying the user-defined 
flow rate parameter that was the same parameter that was linked to estimates for electricity output 
described in Section 2.2.1. Estimated heat energy per second (Q, measured in kW) delivered to 
potential customers was estimated by Equation 5 

𝑸𝑸 = 𝒎𝒎𝒎𝒎(∆𝑻𝑻 − 𝑻𝑻𝑳𝑳𝑪𝑪𝑪𝑪𝑪𝑪𝑹𝑹𝑪𝑪)𝑹𝑹𝑯𝑯𝑯𝑯         (5) 

where m is the flow rate defined by the user (kg/s), c is the specific heat capacity of the fluid 
(assumed to be 4.2 kJ/kg°C), ΔT is the temperature above ambient shown in Table 2, TLosses are 
accounted for at a rate of 1°C/km for the distance high temperature geofluids are transported from 
each grid cell in the model to the assumed customers described in Section 2.1.4, and eHX is the 
efficiency of the customer’s on-site heat-exchanger (assumed to be 60%). To better compare heat 
energy delivered to customers with natural gas (the dominant source of heat energy in Alberta), 
the output from Equation 5 was converted to gigajoules of energy (GJ) by multiplying by the 
number of hours the facility was expected to be in operation per year (Q x 8760hrs/year x 95% 
capacity factor) to get a value for the kWh per year which was in turn multiplied by a conversion 
factor (1 GJ = 277.778 kWh) to estimate the amount of heat energy per year that could be delivered 
to a customer. Annual performance decline of the geothermal heat output was modelled as per 
Equation 4 following a user-defined annual performance decline value of either 0%, 0.5%, 1%, 
or 2%. 

The amount of heat energy per year that could be delivered to a customer was then multiplied by 
a user-defined parameter indicating the portion of heat that could be sold to a customer (1%-100%). 
The intention of this parameter was to provide the model’s user with the ability to differentiate 
between space heating applications, which may only require heat delivered 40-60% of the year 
during the colder months, and hot water heating or industrial applications which may require a 
more constant annual supply of heat energy. The model built for this research project estimated 
that the amount of heat energy delivered by a 3-well EGS project with resource temperature of 
80°C project flowing at 50 kg/s in the Edmonton region where 50% of the heat could be sold to 
customers would be approximately 140,000 GJ/year (year 1). This estimation is comparable to 
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techno-economic estimates made by Hofmann et al. (2014) who projected that a 3-well direct-use 
heating facility flowing at 50 l/s operating from the Cambrian Basal Sandstone unit (estimated 
resource temperature 90°C) could generate 136,666 GJ per year of energy for a 30-year lifespan.  

The above estimations were factored into the techno-economic model using a user-defined input 
for the lifetime average dollar value of this heat energy on a $/GJ basis. The lifetime average value 
for heat above 20°C that the user can select ranges between $5/GJ and $25/GJ and can be selected 
at $0.50 increments. The project’s annual delivered heat output is multiplied by this price per GJ 
to estimate annual revenues associated with selling direct-use heat. As with revenues from 
electricity described in Section 2.2.1, a user-defined performance decline rate between 0% per 
year and 2% per year was applied to the project’s estimated output and an annual discount rate of 
5% was applied to future revenues over the project’s assumed 35-year lifetime. 

 

Figure 10: Estimated heat energy delivered above ambient temperature (20°C) for an 80°C geothermal 
resource temperature. Darker purple regions deliver more heat to customers, light purple regions deliver 
less heat due to losses in transportation from a project to the assumed customer derived from the maps 
show on Figure 7. Basemaps were developed with Mapbox (2022); data analytics completed via Tableau 
(2022). 

 

2.2.3 Carbon credits 

As Canada’s federal carbon tax escalates to $170/ton by 2030 (Government of Canada, 2021), the 
market value of carbon removal credits associated with sequestration is expected to grow to a price 

1333



Brasnett et al. 

ceiling of $170/ton (Sullivan et al., 2021). Since EGS projects may have the potential to sequester 
CO2 in subsurface reservoirs, the prospect of collecting as much as $170 for every ton of 
sequestered CO2 may present an interesting economic opportunity for a geothermal project. Due 
to the complexity of the reservoir engineering and geoscience problem in the emerging field of 
CO2 sequestration, this research project could not model or make estimations regarding which of 
Alberta’s geothermal resources may be well-suited to CO2 sequestration, or what amounts of CO2 
could be sequestered in given reservoir, but the economics of sequestration were roughly 
approximated into the techno-economic model.  

This approximation was calculated through 2 user-defined inputs: net price of sequestered CO2 
and annual tons of CO2 sequestered. The model’s user can select an annual amount of CO2 
sequestered (ranging between 0 and 2000 tons/year in 100 ton/year increments) and can also select 
a net price ($/ton) for the value of sequestered CO2 ranging in $5/ton increments between $0/ton 
(baseline value), and $170/ton. The idea is that the user should select a price for sequestered carbon 
that accounts for the overhead costs associated with CO2 sequestration realized on a $/ton basis. 
The selected price should be the market value of sequestered carbon (projected to be $170/ton in 
Canada after 2030) minus the overhead expenses per ton of CO2 injected into the subsurface. Since 
the economics of carbon sequestration projects are changing rapidly with the commercialization 
of sequestration technologies and the implementation of carbon pricing, it was difficult to make 
an appropriate estimate about what the expected profit per ton of carbon sequestered may be, so 
this value was left as an input so the user could get an understanding of what annual amount of 
CO2 would need to be sequestered and what the net revenue per ton the project would need to 
realize for a theoretical EGS project in a region to become economically viable. As with annual 
revenues from electricity or heat sales, a project’s future income was discounted using an annual 
discount rate of 5% over the project’s assumed 35-year lifetime. 

Similar caveats described in Section 2.2.1 regarding flow rates apply in the case of estimating 
revenue from carbon sequestration: there is no guarantee that a given reservoir can sequester the 
user-specified amounts of CO2 without risking over-pressurizing the reservoir or jeopardizing the 
project’s performance, but instead, the model states that if a geothermal project’s reservoir could 
be engineered to sequester this amount of CO2 per year and collect the specified net price per ton 
of CO, then it would have the calculated impact on a potential project’s economic viability. 

Although not factored into the economic model, avoided emissions from electricity or heat 
produced by a hypothetical geothermal project were calculated based on the comparison to 
Alberta’s electricity grid using the 2022 emissions factor of 0.52 tonsCO2/MWh (Sadikman et al., 
2022), and heat emissions from natural gas of 50 kgCO2/GJ of heat energy from the combustion 
of natural gas (United States Environmental Protection Agency, 2022). For every MWh of 
electricity that a geothermal project could generate in 2022, the project would have access to 
0.52 tons worth of avoided emissions carbon credits either on a compliance or voluntary carbon 
market; similarly, for every 100 GJ of heat that a project could deliver to a customer, 5000 kg (5 
tons) worth of avoided CO2 emissions credits would be available to the project operator. Revenues 
associated with these avoided emissions credits were not modelled due to the rapidly changing 
market for credits, and the progressive reduction of emissions associated with Alberta’s electricity 
grid as the province brings more sources of low-carbon electricity online.  
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2.2.4 Lithium extraction 

Alberta has a robust public data set showing the locations, depths, and concentrations of lithium 
in subsurface water formations. As a result, the data set developed by Lopez et al. (2020) and 
published by the Alberta Energy Regulator formed the basis for evaluating the possibility of adding 
lithium extraction at a potential EGS facility. For this research project, the GIS-compatible lithium 
concentration data from Lopez et al (2020) was filtered such that sample depths that were only 
within the range of ±10% of the estimated depth of the geothermal resource temperature were used 
for each scenario’s analysis.  

 

Figure 11: Locations and concentrations of lithium from groundwater sample data from Lopez et al (2020) 

 

Point-source groundwater sample data was spatially interpolated and extended beyond the exact 
coordinates of the sample location using ArcGIS Pro’s “Simple Kriging” geoprocessing tool with 
a specified search radius of 10 km. The Kriging algorithm is a geostatistical process that performs 
a linear interpolation between closely spaced data points and effectively turns a point into a circular 
surface on a map for data points where there are no other points within the algorithm’s search 
radius (ESRI, 2022). The Kriging process smooths lithium concentration values between points 
and does not consider the possibility of discontinuities between concentrations points due to 
faulting or other geologic complexities. As such it represents a general approximation of 
subsurface lithium concentrations in a region. Areas with no data were assumed to have a lithium 
concentration of 0 mg/L.  
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Figure 12: Lithium concentration data from Lopez et al (2020) was filtered so that sample depths were only 
within the range of ±10% of the estimated depth of the 120°C geothermal resource temperature. Point 
values were gridded using ArcGIS Pro “Simple Kriging” geoprocessing tool with a search radius of 
10 km surrounding each point. The displayed year 1 revenue was estimated using a net lithium price of 
$1/kg. Basemaps were developed by the author with Mapbox (2022); data analytics completed via 
Tableau (2022). 

 

Lithium revenue was calculated using Equation 5 using the spatially interpolated groundwater 
lithium concentration values from the Lopez et al (2020) data. 

𝑳𝑳𝑹𝑹𝒀𝒀𝑹𝑹𝑨𝑨𝒓𝒓𝟏𝟏
𝑪𝑪×𝑭𝑭×𝑹𝑹×𝑵𝑵×(𝟔𝟔𝟎𝟎×𝟔𝟔𝟎𝟎×𝟖𝟖𝟐𝟐×𝟑𝟑𝟔𝟔𝟓𝟓×𝟎𝟎.𝟐𝟐𝟓𝟓)

𝟏𝟏,𝟎𝟎𝟎𝟎𝟎𝟎,𝟎𝟎𝟎𝟎𝟎𝟎
        (6) 

where LRYear1 is lithium revenue in the first year of operation (before performance decline of the 
asset is accounted for), C is the concentration of lithium in the geofluid (mg/L), F is the user-
defined mass flow rate (kg/sec) used in heat & power calculations, e is the extraction efficiency of 
the mineral separation module (assumed to be 3% for this study), and N is the net price of lithium 
per kilogram (a user-defined value ranging between $0 and $100). A 95% capacity factor is 
assumed for this calculation.  

Extraction efficiencies for lithium from geofluids can be as high as 70% (Flexer et al., 2018), 
however this extraction rate would only be achieved under ideal conditions for flow, temperature, 
pH, presence of other dissolved solids, and several other complicating factors. As geothermal 
reservoirs flow at high rates and high temperatures which may not be ideal conditions for lithium 
extraction, and since there is the possibility that injected fluids for well-stimulation would dilute 
the measured concentrations of geofluids, and in the interest of modelling the gradual depletion of 
the lithium resource over the 35-year lifetime of the project, an extraction rate of 3% was assumed. 
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2.2.5 Total project revenues 

A sample image showing a total project revenue map on Figure 13 with interactive sliders 
allowing the user to adjust variables to visualize how project revenues change in a particular region 
given variable price or flow conditions. 

 

Figure 13:Total estimated revenue map for a 150°C project. Areas where lifetime revenues are higher (where 
electricity and heat energy can be sold) are shown in dark red compared to areas where lifetime revenues 
are lower in light red. Basemaps were developed with Mapbox (2022); data analytics completed via 
Tableau (2022). 

 

2.3 Net present value 

Lifetime cost maps (as shown on Figure 7) and lifetime revenue maps (as shown on Figure 13) 
were used to complete a Net Present Value (NPV) calculation as shown in Equation 1. By 
combining the lifetime discounted revenues with the lifetime costs of the project, an interactive 
NPV map is generated which displays the estimated economic viability of a region under variable 
conditions. 
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Figure 14: NPV map showing where 120°C projects were modelled to be economic (red cells) given user-defined 
variables such as power purchase agreement price ($/MWh), flow rate (kg/s), cost to drill, and average 
value of heat ($/GJ). Some of the first areas modelled to have a positive NPV for the 120°C scenario 
correspond to regions where geothermal developments are planned or operating (indicated with the red 
stars). On the inset map, Parks and Protected Areas are shaded with dark grey, Key Wildlife and 
Biodiversity Zones are shaded in light grey, Recorded Earthquakes (greater than magnitude 1) are 
indicated with yellow points, and Indigenous Communities/Indian Reserve Lands are green areas. 
Basemaps were developed with Mapbox (2022); data analytics completed via Tableau (2022). 
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Figure 15: The NPV map for approximately the same portion of Alberta as the inset map on Figure 14 under 
the same techno-economic conditions but with a 30% reduction in drilling costs, a net price of $50/kg of 
lithium, and annual CO2 sequestration of 1,500 tons with net revenue of $100/ton. Basemaps were 
developed with Mapbox (2022); data analytics completed via Tableau (2022). 

 

3. Conclusion 
The goal of this research was to create an interactive map that integrated multiple layers of 
information into an estimate showing which areas in the province of Alberta are best suited to 
developing EGS projects economically. Scenarios for geothermal projects with resource 
temperature depths of 40°C, 80°C, 120°C, and 150°C were modelled. The interactive map set can 
be found here: https://public.tableau.com/app/profile/gordon.brasnett  

Some of the key findings from this project are as follows: 

• The locations with the highest geothermal gradients in Alberta do not necessarily correlate 
with the locations of the most economically viable projects 

• Economically favorable locations for geothermal project development generally 
occurred in the Western portion of the province where Precambrian basement rock 
is deepest and along existing infrastructure corridors near population centers or 
industrial facilities to off-take heat energy  

• A project’s economic feasibility is heavily dependent on a geothermal reservoir’s flow rate, 
costs to drill, costs to build surface infrastructure (roads or transmission lines), and ability 
to sell heat to nearby customers for direct-use applications 

• The interactive model shows multiple pathways to a positive NPV in most regions across 
the province through variable conditions (e.g., increased flow rates from the geothermal 
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reservoir, drilling cost reductions, or if a project proponent is only required to pay a portion 
of the costs to build infrastructure to a development) 

• A description of the locations of the first areas to achieve a positive NPV and notes 
summarizing the scenarios leading to these conditions are listed on Table 4 

• Reducing drilling costs from the baseline scenarios described in Table 4 expands the 
number of economically viable sites across the province  

o A 20% reduction in estimated drilling costs results in approximately 30% more 
locations across the province with a positive NPV (40°C resource temperature 
scenario) 

o A 20% reduction in estimated drilling costs results in approximately 300% more 
locations across the province with a positive NPV (80°C resource temperature 
scenario) 

o A 20% reduction in estimated drilling costs results in approximately 150% more 
locations across the province with a positive NPV (120°C resource temperature 
scenario) 

o A 20% reduction in estimated drilling costs results in approximately 300% more 
locations across the province with a positive NPV (150°C resource temperature 
scenario) 
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Table 4: Locations of first positive NPV projects 

Resource 
Temperature 

Area Flow Rate  
(kg/s)  

[Assumed 
Portion of Heat 

Sold: 50%] 

Price of 
Heat  

($/GJ) 

Price of 
Power 

($/MWh) 

Notes: 

40°C Grande 
Prairie, 
Lacombe 

45 11 n/a 3 wells, $200,000/year 
OPEX, 1% annual 
performance decline 

80°C Grande 
Prairie,  
Fox Creek,  
Lacombe,  
Ponoka 

45 8.5 n/a 3 wells, $200,000/year 
OPEX, 1% annual 
performance decline 

120°C Grande 
Prairie,  
Fox Creek,  
North of 
Chinchaga 
Provincial 
Park,  
East of 
Edson,  
Lacombe,  
Ponoka,  
West of 
Thorsby, 
Rimbey 

45 8.5 90 3 wells,  
$500,000/year OPEX,  
1% annual performance 
decline 

150°C East of High 
Level, North 
of 
Chinchaga 
Provincial 
Park, 
Grande 
Prairie,  
Fox Creek,  
Whitecourt,  
Swan Hills,  
Leduc,  
O’Chise 
Indian 
Reserve,  
Northwest 
of Rimbey 

40 7 85 3 wells,  
$500,00/year OPEX,  
1% annual performance 
decline 
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ABSTRACT 

Remote communities of the Seward Peninsula, Alaska, lack reliable forms of energy that are not 
derived from costly fossil fuels (>$7 gallon of diesel). Development of geothermal resources 
would provide reliable baseload power to the region. Prior geothermal exploration has focused on 
Pilgrim Hot Springs, but multiple drilling efforts have not yet fully characterized the geothermal 
system. Pilgrim Hot Springs is located ~5 km north of the Kigluaik Mountains, which is an active 
normal fault system not previously evaluated as a control for geothermal activity. This study 
assesses the Kigluaik fault system as a structural control for blind geothermal systems through the 
application of zircon and apatite (U-Th)/He low temperature thermochronology. 
Thermochronology from rocks along the surface trace of normal faults is a favorable means for 
discovering areas with blind hydrothermal activity. Applying this method is a novel and cost-
effective tool for geothermal exploration of normal fault systems that would otherwise require 
costly and impactful approaches to probe a normal fault for the presence of geothermal activity by 
drilling. Samples collected along the trace of the Kigluaik fault system primarily yield 40-25 Ma 
apatite (U-Th)/He dates, with two samples yielding anonymously young (13 Ma) dates. Areas with 
anomalously young dates coincide with fault stepovers and intersections along the Kigluaik fault 
system and indicate zones with potential for hosting blind geothermal systems. Thermochronology 
results do not indicate that Pilgrim Hot Spring is directly controlled by the Kigluaik fault system. 
A concealed fault within the basin at a high angle to the Kigluaik fault is likely the primary 
structure controlling upflow at Pilgrim Hot Springs. GeoT multicomponent geothermometry yields 
136.5°C estimates for Pilgrim Hot Springs and confirms prior conclusions that the region contains 
moderate temperature geothermal systems that could be economic sources of renewable power.  
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1. Introduction 
Nome is an isolated community on the southwestern edge of the Seward Peninsula (Fig. 1), western 
Alaska, that relies on diesel-burning generators with minor contributions from wind turbines. 
Development of reliable and affordable energy in this region is crucial to sustain basic 
infrastructure and avoid fuel cost related community economic decline (Berman, 2017). Currently, 
options for energy in northern Alaska that are not derived from fossil fuels are limited. 
Development of a geothermal resource would provide reliable baseload power to the region with 
a reduced long-term environmental impact. Application of advanced geothermal exploration 
strategies may enable successful characterization and targeting of Alaska’s geothermal resources 
and reignite exploration interest across the state.  

Pilgrim Hot Springs (PHS) lies ~ 5 km north of the Kigluaik Mountains (Fig. 1), ~ 60 miles north 
of Nome, and has been the focus of geothermal exploration since the 1970’s. The surface 
expression of PHS includes a series of hot pools (60-75˚C), lack of permafrost, and anomalous 
vegetation (Haselwimmer et al., 2013). The geologic controls for PHS are unclear and have been 
proposed to be related to radiogenic heat produced by Cretaceous plutons (Miller, 1994; Kolker, 
2008), Quaternary magmatism (Till et at., 2011), or amagmatic fault-controlled hydrothermal 
circulation (e.g., Curewitz and Karson, 1997). The geothermal fluids are saline alkali-chloride 
springs; however, they have a documented 3He/4He ratio of Ra=0.9 (Liss and Motyka, 1994), 
which is a lower value for a mantle 3He contribution than is expected for a mantle-derived 
magmatic heat source (Rizzo et al., 2022). 

 
Figure 1: Location and simplified bedrock geologic maps of the Seward Peninsula after Till et al. (2011) and 

modified from McDannell et al. (2014). Location of Figure 4 shown by black box. Fault symbols are solid 
where fault scarps are observed on satellite or aerial imagery, and dashed where the faults are inferred. 
Location of map extent shown in Figure 4 is black rectangle.  
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Estimates of a ~150˚C PHS reservoir, based on classical geothermometry (Miller et al., 1973; 
Lofgren, 1983; Liss and Motyka, 1994), sparked drilling campaigns in 1979 and 1983 that yielded 
maximum downhole temperatures of only 91˚C from a shallow reservoir in a 350 m drilling 
interval (Kunze and Lofgren, 1983; Lofgren, 1983). These temperatures were not adequate for 
economic geothermal production at the time. In 2010, PHS exploration resumed with numerous 
detailed studies (ACEP, 2015) that culminated in 70 geoprobe holes up to 47 m deep and drilling 
of 8 new wells with the deepest well reaching nearly 400 m depth. Ubiquitous temperature 
reversals across the well field, with a maximum temperature of 91°C (Benoit et al., 2014a, 2014b), 
ultimately demonstrated that drilling had not successfully targeted the deeper source of upwelling 
and no further coordinated geothermal exploration has occurred since. 

This study aims to evaluate and refine conceptual models of the PHS geothermal system by 
integrating new Quaternary mapping, structural analysis, and aqueous GeoT multicomponent 
geothermometry (Spycher et al., 2014) with existing geophysics and temperature datasets (ACEP, 
2015). At least two conceptual models exist for the upflow of hydrothermal fluids at PHS: A) blind 
faults within the Imuruk basin (e.g., Glen et al., 2014; Benoit, 2014a, 2014b; Miller et al., 2013a, 
2013b), and B) the Kigluaik normal fault. We have applied low temperature (U-Th)/He 
thermochronology along the trace of the Kigluaik normal fault as a pilot study investigating 
thermochronology as a tool for geothermal exploration. The integrated approach employed in this 
study provides new insight to test conceptual models of PHS and identify new regional targets for 
future geothermal exploration programs. 

High-resolution thermochronology from rocks along the surface trace of normal faults is a 
promising means for identifying localities with blind hydrothermal activity. The zircon (U-Th)/He 
system generally records temperatures around 180°C (e.g., Flowers et al., 2022a) and is used in 
this study as a background temperature constraint together with existing apatite fission track 
thermochronology in the Kigluaik Mountains (Dumitru et al., 1995). The apatite (U-Th)/He system 
is sensitive to short-lived thermal disturbances as low as within the 60-80°C range (e.g., Farley, 
2000), and has been observed to display partially reset ages from thermal disturbances related to 
circulating hydrothermal fluids in fault zones (Berger et al., 2022; Louis et al., 2019; Milesi et al., 
2019; MacNamee, 2015; Gorynski et al., 2014; and Hickey et al., 2014). This method is a novel 
and cost-effective tool for geothermal exploration of normal fault systems like the Kigluaik fault 
system (example shown in Fig. 2), that would otherwise require costly, high-risk, and 
environmentally impactful drilling programs to investigate a normal fault for the presence of 
geothermal activity.  
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Figure 2: Schematic model for a blind geothermal system and sampling strategy in rocks adjacent to a normal 

fault to detect hydrothermally impacted apatite using (U-Th)/He thermochronology. Higher 
temperatures could lead to fully reset apatite (U-Th)/He dates. Figure modified from Richards and 
Blackwell (2002).  

2. Geologic setting  
Interior and western Alaska represents an under-studied active tectonic region where north-south 
crustal shortening to the east transitions to north-south extension in the Bering Sea (Fig. 3).  These 
changing tectonic regimes across the state are driven by regional plate interactions that include 
subduction and collision of the Yakutat block along Alaska’s southern plate boundary (Fig. 3) and 
the inferred clockwise rotation of a semi-rigid Bering Plate relative to North America (Ruppert, 
2008). The Kigluaik Mountains of the Seward Peninsula (Figs. 1 and 4) initially formed as a 
granite-cored gneiss dome during mid-Cretaceous extension (Amato and Miller, 2002; Amato et 
al., 1994; Miller et al., 1992). Closely spaced isograds separate high grade, more resistant 
metamorphic rocks of the gneiss dome from surrounding lower grade (greenschist and locally relict 
blueschist) and less resistant metamorphic rocks of the Nome Group (Hannula et al., 1995; Amato 
and Miller, 2004). Although the gneiss dome mostly cooled during the latest Cretaceous to early 
Cenozoic based on extensive 40Ar/39Ar thermochronology and apatite fission track data (Dumitru 
et al., 1995; Calvert et al., 1999), it is bound on its northern side by a young active normal fault 
system, here termed the Kigluaik fault system (KFS, Fig. 4), which locally cuts Quaternary glacial 
moraine deposits.  

The KFS, one of the main extensional fault systems in the region, separates the northern range 
front of the Kigluaik Mountains from the Imuruk Basin along a sharp range front (Fig. 4 and 6b). 
Post-Wisconsin glacial landforms indicate vertical displacements along the KFS between 4 and 10 
m (Hudson and Plafker, 1978; Kaufman et al., 1989; Kaufman, 1986). Although the age of onset 
of fault slip and the total offset along this active fault are not known with certainty, the mostly 
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Eocene-Oligocene apatite fission track ages in the core of the dome were interpreted as related to 
an earlier episode of fault slip during development of the Imuruk Basin which is parallel to bigger 
transtensional basins, the Hope and Norton Basins, which flank the Seward Peninsula offshore 
(Dumitru et al., 1995; Tolson, 1987; Worrall, 1991) (Fig. 1). Based on gravity data (Barnes and 
Hudson, 1977), the depo-center of the Imuruk Basin, which lies to the north of the Kigluaik 
Mountains (Figs. 1 and 4) was developed as a half-graben in the hanging wall of the bounding 
KFS. The Bendeleben Mountains contain an active normal fault bounding the southern range front 
(Fig. 1) and apatite (U-Th)/He and biotite 40Ar/39Ar thermochronology record a period of Late 
Cretaceous-Eocene exhumation (McDannell et al., 2014) with minor post-Miocene reactivation.  

 

 
Figure 3:  Summary map of active faults and tectonic framework of Alaska.  (a) Active faults and contoured 

depth to Benioff zone from Plafker et al. (1994). Underlay shows earthquakes from 2020 from UAF 
Alaska Earthquake Center (http://earthquake.alaska.edu/earthquakes).  Minton Flats (MFSZ), 
Fairbanks FSZ and Salsha (SSZ) Seismic Zones have earthquakes indicating left-lateral motion 
(Ratchkovski and Hansen, 2002; Page et al., 1995).  First motions from the Eastern Brooks Range and 
the Kaktovik earthquake swarms are from Ruppert et al., (2008).  Broad grey band is the eastern outline 
of Mackay and Fujita’s (1997) proposed more rigid “Bering block” or plate which was speculated to be 
rotating clockwise with respect to the rest of Alaska and Russia. PAC-NA and YAK-NA vectors from 
Elliot et al. (2010). Dark blobs are Cenozoic basalt fields. Abbreviations:  SP, Seward Peninsula, K, 
Kigluaik Mts., B, Bendeleben Mts., TC Fault,  I-NF Iditerod-Nixon Fork fault; RFSZ, Rampart seismic 
zone. (b) Inset shows GPS based block model for the motion of the Bering plate (B) and the adjacent 
Southern Alaska block (S) which is rotating about the pole shown by black dot and subducting Yakutat 
terrane (Freymuller et al., 2008), with modelled velocities with respect to North America.  
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3. Methods and results 

Methods employed for evaluating areas of potential upwelling geothermal fluids along the KFS 
include: 1) Quaternary mapping, 2) structural analysis, 3) campaign-style (U-Th)/He 
thermochronology, and 4) fluid geochemistry investigations. These methods are used to evaluate 
whether the KFS represents a structural control for geothermal activity in the region and thus its 
relationship to PHS. New data presented in this study is then integrated with results of prior studies 
to present a revised conceptual model for geologic controls of geothermal activity in the region. 

3.1 Quaternary mapping  

High-resolution DEM from 50 cm areal photogrammetry collected for this study, 2-m Arctic DEM 
(Porter et al., 2022), and LiDAR (Dannen, pers. commun.) was used to map the KFS in detail (Fig. 
4). The KFS is a north-dipping, generally east-west striking, ~ 80 km-long partitioned normal fault 
system. Recent fault scarps range in height from 4-10 m as measured by offset of Quaternary units 
to >60 m in recently offset bedrock adjacent to the fault (Fig. 6b). Quaternary units with mapped 
fault scarps include alluvial fans and glacial moraines associated with the last glacial maximum 
(27-12.5 ka; Tulenko et al., 2022; Young et al., 2019, Briner et al, 2017; Hamilton et al., 1986; 
Kaufman et al. 1986). 

The KFS contains two mapped portions that are separated near the Cobblestone glacial valley (Fig. 
4): the western segment is generally a discrete ENE-WSW-striking fault scarp that bounds the 
greatest gradient in topography south of Imuruk Lake; the eastern portion is a series of more 
diffuse, anastomosing, and discontinuous E-W to WNW-ESE striking-scarps that are separated by 
step-overs that step both to the north and south. A NW-SE striking fault bounding the western edge 
of the Imuruk Basin, hereafter referred to as the Imuruk fault, intersects the KFS in the western 
segment near sample JC21-PS30 (Fig. 4), and east of this fault intersection is where the KFS is 
best developed, most through-going, and contains the greatest change in topographic gradient 
across the scarp. A concealed NE-SW striking fault identified by gravity surveys (Glenn et al., 
2014), referred to as the Pilgrim Springs fault (Fig. 4), intersects the eastern segment of the KFS 
and projects directly south and adjacent to the surface manifestations of PHS.  

The KFS is better developed in the west-central part of the range and does not always cut the last 
glacial maximum deposits, indicating much of the recent displacement occurred prior to ~15-12.5 
ka. The western portion of the range-bounding fault has not been reworked by Quaternary 
glaciation, whereas the eastern portion of the fault has been extensively reworked. Kaufman (pers. 
commun., 2019) noted that if the last glacial maximum deposits are >15 ka and the Kigluaik fault 
cuts them by <10 m, then the Kigluaik fault system slip rate is constrained to be <0.7 mm/yr.  The 
southern range front of the Kigluaik Mountains contains mapped and inferred fault scarps that are 
generally smaller and less well developed than those bounding the northern range front, indicative 
of a less to non-active normal fault bounding the southern range front. No offsets of bedrock 
geology are mapped (Amato and Miller, 2004; Calvert et al., 1999). To the west, the trace of the 
KFS dies off into colluvium. To the east, the KFS takes a series of northern steps and enters a zone 
of accommodation (e.g., Faulds and Stewart, 1998) between the KFS and the south dipping 
Bendeleben normal fault system (Fig. 1) (Till et al., 2011; McDannell et al., 2014). 
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Figure 4: Area map of the Kigluaik Mountains and Pilgrim Hot Springs study area. Mapped Quaternary fault 

scarps are black lines with balls indicating the down-dip side of fault. Location and extent of Pilgrim Hot 
Springs and unnamed hot springs north of the Pilgrim River (Daanen., pers. commun.) are shown in 
yellow. Location of the Graphite Creek deposit shown in orange. Location of thermochronology samples 
shown as red dots with (U-Th)/He zircon (ZHe; red) and apatite (AHe; blue) cooling ages displayed below 
sample names (black). Structural data collected in this study supplemented by measurements from 
Amato and Miller (2004). Western and eastern portions of the KFS separated by dashed black arrow 
and referenced in text. Map extent shown in Figure 1.  

 

3.2 Structural analysis 

Structural analysis was completed on structures measured in outcrop along the KFS and oriented 
drill core from the Graphite Creek deposit (Fig. 4 and 6). Measurements of structural data were 
projected onto equal area lower hemisphere projections (Fig. 5). Fault planes in outcrop along the 
range front generally dip steeply (~50-60°) to the north and slickenlines indicate normal-slip 
kinematics (Fig. 5a). High quality fault surfaces were limited due to frost heaving and glaciation 
reworking of most bedrock exposures near the fault. Metamorphic foliation dips moderately to 
steeply (33-77°) to the north along the KFS with generally strike-perpendicular N-S stretching 
lineation (Fig. 5b). 
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Figure 5: Equal area stereonet projections of structural measurements taken from footwall outcrop exposures 

of the KFS. (a) Contoured fault poles (blue dots) and slickenlines (red dots). (b) Metamorphic foliation 
(contoured pink dots) and lineation (black dots). Stereonets generated using Stereonet v. 11.3.1 software 
(Allmendinger et al., 2012; Cardozo and Allmendinger, 2013). 

 

Distance to the fault plane measured in seven oriented drill holes (locations omitted) taken from 
the Graphite Creek deposit (e.g., samples 21GC061 and 22GC071 in Fig. 4) were used with the 
mapped fault scarp to generate three-point problems for estimating the local orientation and dip of 
the KFS (Table 1). Calculated strike for the local orientation of the fault ranges from 064-083 AZ 
and dips range from 25-65°, with an average geometry of 072/47° NW. There is some uncertainty 
in three-point problem fault dip values based on the position of the mapped fault scarp due to 
erosion and the relatively short depth interval to the fault intersection in drill core. 

Table 1: Fault geometry data from oriented drill core at Graphite Creek mineral deposit. Location of drill holes 
21GC062 and 22GC071 shown in figure 4. 

Drill Hole 
Calculated 

fault 
strike (AZ) 

Calculated 
fault dip 
(degree) 

18GC023 064 42 

18GC024 070 65 

18GC025 083 60 

18GC026 070 57 

21GC061 064 31 

21GC062 074 52 

22GC071 076 25 
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3.3 (U-Th)/He thermochronology  

Apatite (U-Th)/He thermochronology has a closure temperature between 60-80°C and has been 
used to detect zones of thermal disturbance associated with upwelling hydrothermal fluids along 
normal fault systems (Berger et al., 2022; Gorynski et al., 2014; Milesi et al., 2019).  This study 
implements campaign-style apatite (U-Th)/He (AHe) dating of 33 samples along the trace of the 
KFS and in drill core (Fig. 6) to identify anomalously young cooling dates potentially associated 
with zones of blind geothermal upwelling (e.g., Fig. 2). Zircon (U-Th)/He (ZHe) dates were 
collected for 8 samples and used to constrain the higher temperature history as zircon will 
experience complete loss of radiogenic helium at temperatures greater than 220°C and partial 
retention of helium down to ~180°C for rapidly cooled samples (Guenthner et al., 2013; Ginster 
et al., 2019). Sample locations and (U-Th)/He dates are presented in Fig. 4. 

(U-Th)/He data were collected at the University of Colorado Thermochronology Research and 
Instrumentation Laboratory (CU TRaIL) and follow conventions for processing and interpreting 
(U-Th)/He data outlined in Flowers et al. (2022a, 2022b). (U-Th)/He dates shown in Figure 4 are 
the average of individual selected grain dates from the sample; uncertainty is the standard deviation 
of the range of individual dates in a sample. Inverse thermal modeling of each sample was 
undertaken using HeFTy v. 2.1.4 (Ketcham, 2005).  

ZHe average cooling ages from samples collected from bedrock outcrops along the KFS range 
from Late Cretaceous to Paleocene (71-58 Ma). AHe average dates from samples collected from 
bedrock outcrops along the KFS range from 73-13 Ma, with most samples distributed between the 
Paleocene to late Oligocene (50 and 25 Ma). The youngest average AHe dates in the dataset 
include samples Ap3 (N=2) and JC21-PS30 (N=9), both yielding 13 Ma dates. AHe dates are 
generally older along the eastern and western ends of the KFS and younger toward the center of 
the fault. AHe dates also increase with elevation and distance to the south from the KFS.  

Four samples of fault rocks intercepted in two drill holes, 21GC061 and 21GC071 (Fig. 4 and 6), 
from the Graphite Creek mineral deposit were processed for AHe. These samples yield similar 
Eocene-Oligocene average AHe dates that are observed in outcrop samples. Despite numerous 
grains representing ‘background’ ages in drill core samples, outliers in 21GC061A (N=11) include 
one anomalously young ~6 Ma grain and 21GC061C (N=7) which yields 9 and 4 Ma grains. Young 
grains in drill core samples were excluded from the sample average ages. There is no relationship 
between the anomalously young ages in drill core samples and effective uranium (eU) or the 
spherical radius of those grains (Rs) indicative of possible periods of rapid cooling (Flowers et al., 
2022 a, b).  
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Figure 6: KFS sample photos used for (U-Th)/He thermochronology. Sample localities shown in Fig. 4. (a) 

Graphite Creek drill core 21GC061 with annotated sample locations, fault gouge, and mineralized 
fractures. Sharpie (14 cm) for scale. (b) Outcrop sample along KFS scarp at sample JC21-PS30. Hammer 
(30 cm) for scale. Photo looking east.  

 

3.4 Fluid geochemistry investigations  

Five new water samples were collected for this study in the summer of 2021 (Table 2). Water 
samples were collected from a natural hot spring at PHS, wells PS13-1 and PS13-3, one sample 
from the Pilgrim River, and a creek in the Kigluaik Mountains. Preliminary GeoT multicomponent 
equilibria analysis (Spycher et al., 2014) was completed on one legacy water sample of well PS-2 
(1979 analysis in Table 2; Liss and Motyka, 1994) which yielded a ~136.5 ± 5°C geothermometer 
estimate (Fig. 7; Spycher, pers. commun.). Classical geothermometry estimates from sample PS-
2 range from 136-170°C and agree with prior estimates. 

Table 2: Pilgrim Hot Springs water chemistry. All data from prior to 2021 was copied from ACEP (2015) PHS 
final report. Values in ppm. ND= not determined.  

Sample Date T pH Na K Ca Mg Li B Si02 HC03 C03 S04 CL F 

 --  -- °C -- ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm ppm 
Spring (hot) 2021 60 6.94 1370 61.4 511 ND 3.92 2.14 65.4 17.6  ND 3380 5.6 
PS13-1 2021 74.9 7.8 890 47.4 335 ND 2.46 ND 61.1 26.6  ND 2100 3.9 
PS13-3 2021 77.2 7.5 872 42.2 324 ND 2.41 ND 61 22.5  ND 2090 3.9 
PS13-3 2021 77.2 7.2 882 43.1 324 ND 2.49 ND 61.7 21.6  ND 2090 3.4 
River (cold) 2021 8 7.56 ND ND 40.6 ND ND ND ND 73.3  69.3 2.44 ND 
Spring (cold) 2021 1.7 6.81 ND ND 10.6 ND ND ND ND 21.6  11.4 ND ND 
Spring (hot) 1915 70  1590 61 545 7.4   87 21  25 3450  
Spring (hot) 1972 82 6.75 1450 61 530 1.4 4 2.4 100 30.1  24 3346 4.7 
Spring (hot) 1982 55 6.8 1660 59 542 1 4.5 2.2 91 36  15 3360 4.3 
Spring (hot) 1993 42 6.5 1580 65 569 1.5 4 2.7 86 19  18 3530 4.7 
Spring (hot) 1993 55 6.8 1660 59 542 1 4.5 2.2 91 36  15 3360 4.3 
Spring (hot) 2012  6.65 1480 62.8 508 0.38 3.6 2 86 14  22 3350 4.6 

1355



Craig et al. 

Spring (hot) 2014 73 6.63 1400 58 460 1 3.4 2.1 80 15   3500  
PS-1 1979 90.5 6.4 1828 75 518 0.9 3.9 2.5 95 16  16 3590 4.8 
PS-1 1982 92 7.5 1720 60 511 0.9 4.7 2.3 94 30  19 3420 4.4 
PS-1 1993 82 7.1 1560 65 545 0.6 4.2 2.4 90 20  7 3460 5.3 
PS-1 2010 79 7.1 1530 61.6 519 1.21 3.5 2.2 83 27.8  14.3 3460 4.5 
PS-2 1979 90 6.4 1820 75 516 0.9 3.9 2.3 101 19  15 3540 4.8 
PS-2 1982 96 7.3 1510 57 516 0.9 4.7 2.3 92 26  19 3420 4.5 
PS-3 1982 75 8 592 25 260 0.4 2 1 60 36  15 1430 1.3 
PS-3 1993 65 6.8 1100 43 441 0.6 3.2 1.5 67 27  6 2450 2.9 
PS-3 2010 67 7 1140 40.9 412 0.85 2.8 1.7 71 23.7  10.8 2650 3 
PS-4 1982 48 8.6 115 4.8 23 0 0.3 0.5 35 80  11 284 0.5 
PS-4 1993 45 8.6 146 7.8 98 0.2 0.2 0.2 27 48  1 386 0.3 
PS-4 2010 44 8.52 152 5.9 73 0.14 0.5  28 34  9.4 353 0.4 
PS-4 2013 44.6 8.47 128 5.5 45 0 0.4 0.2 29 39.9 1.5 9.3 260 0.6 
PS-5 1993 32 9.6 36 1.1 2 0.2 0.1 0.6 21 81  5 6 0.5 
PS-5 2010 30 9.6 36 1.09 1 0 0.1  20 49.6  5.4 2 0.5 
Ml-1 1982 22 9.7 16 0.5 5 0 0.1  21 37  9 5 0.2 
Ml-1 1993 31 8.3 29 1.5 23 0.6 0.2 0.1 20 32  10 66 0.2 
Ml-1 2010 29 7.8 130 4.4 93 0 0.5  21 25.8  9.5 337 0.2 
PS 12-3 2012 65.5 7.52 731 29.9 281 0.78 1.8 1 51 30.6  8.2 1640 1.9 
PS 13-1 (open to 1036ft) 2013 70.5 7.51 537 26.1 236 0.4 1.4 0.8 54 25.1  9.3 1300 1.4 
PS13-1 (shallow completion) 2013 77 7.27 1090 50.9 370 0.7 2.6 1.5 79 22.8  12.4 2500 3.3 
PS 13-1300gpm 2014 79 7.26 1000 35 250  2 1.5 59 18   2500  
PS 13-160gpm 2014 77 7.05 950 37 250  2.1 1.4 67 15   2300  
PS 13-2 2013 71 8.95 124 25 49 0 0.3 0.2 62 39.4 11.1 5.8 265 0.5 
PS 13-2 55 gpm 2014 69 7.52 53 3.1 9  0.2 0.1 54 62  5.5 65  
PS 13-3 2013 79 7.27 1070 46.3 373 0.7 2.5 1.4 74 22.1  12.3 2424 3 
PS 13-3 60gpm 2014 78 6.97 920 37 280  2.2 1.3 66 16   2200  

 

 

 
Figure 7: GeoT multicomponent chemical equilibria model results. The modeled minerals attain equilibria 

under the modeled conditions for Well PS2 from legacy 1979 water chemistry data at 136.5 ± 5°C. 
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4. Discussion and conclusions  

Based on Quaternary mapping and structural analysis, the KFS is an active normal fault 
accommodating primarily north-south directed extension. Preexisting structures strongly influence 
the geometry and extent of active faults in the area. The moderately north-dipping KFS straddles 
the northern extent of the mid-Cretaceous gneiss dome of the Kigluaik Mountains and shares a 
similar geometry to the associated north-dipping metamorphic foliation (Figs. 4 and 5). Foliation 
represents a plane of weakness that may localize fault slip as it is optimally oriented in the current 
stress field (e.g., Donath, 1972).  

AHe results primarily capture 40-25 Ma dates along the portions of the KFS that have the most 
offset (both older offset and recent offset), and dates are older (70-50 Ma) along the eastern and 
western ends of the fault where there is less total displacement. The younger AHe population is 
likely related to late Eocene-Oligoene extension in the Bering Sea region that formed the east-west 
striking basins that bound the Seward Peninsula (Fig. 1 and 3), and which are sub parallel to the 
onshore KFS and Imuruk Basin (Figs. 1, 3). Similar dates are documented in the adjacent 
Bendeleben Mountains to the east of the Kigluaik Mountains (McDannell et al., 2014).  

The identification of favorable structural settings (e.g., Faulds and Hinz, 2015) along the KFS 
provides a useful method for guiding geothermal exploration. The updated structural model based 
on new mapping and structural analysis suggests several favorable structural settings for 
geothermal activity along the KFS that coincide with samples displaying anomalously young AHe 
dates. Favorable structural settings include: 1) fault intersections of the KFS with the Imuruk fault 
and Pilgrim Spring fault, and 2) fault stepovers along the eastern segment of the KFS (Fig. 4).  

Anomalously young AHe dates observed in samples AP3 and JC22-PS30 may be indicative of 
apatite thermal disturbance from hydrothermal fluids. There are numerous thermal histories that 
could have produced the anomalously young ages, including: 1) complete thermal resetting and 
degassing of radiogenic He at temperatures above 80°C with subsequent cooling of samples 
through 60°C at ~13 Ma, and 2) partial degassing of He in apatite that could have occurred at 
various times (Eocene-Quaternary), durations (days to millions of years), and temperatures 
(>60°C). Thus, anomalously young AHe dates in a geothermal exploration context are not solely 
sufficient as direct evidence for the presence of an active geothermal system but can be used as an 
initial guide for where to focus efforts to test a specific segment of a normal fault for active (or 
fossil) geothermal activity. Within that context, the segments of the KFS near samples JC22-PS30 
and AP3 show potential for hosting (or having hosted) a blind geothermal system. 

The eastern segment of the KFS directly adjacent to and up-hydrologic gradient from PHS did not 
yield any young AHe dates and thus does not provide any indication that the KFS is the structural 
control for upwelling fluids at PHS. While the lack of young dates does not completely rule out 
the KFS as a potential structural control for PHS, we favor the conceptual model where the 
concealed fault within the basin, the Pilgrim Springs fault in Fig. 4, identified by gravity studies 
(Glenn et al., 2014) is the primary structure controlling upwelling. GeoT multicomponent 
geothermometry completed in this study yields 136.5°C equilibration estimates and confirms prior 
classical geothermometry estimates of >130°C (Benoit, 2014a, Miller et al., 1973; Lofgren, 1983; 
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Liss and Motyka, 1994), which is high enough temperatures for economic energy production from 
geothermal fluids with sufficient reservoir permeability.  
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ABSTRACT 

With the intensified focus on energy diversification and the drive toward net zero, exploration 
interest in geothermal and responsible extraction of critical elements is accelerating, yet significant 
untapped resources remain globally. Geothermal offers a local renewable energy source with 
numerous applications, including power generation, heating, cooling, and energy storage, 
depending on the resource available and the local needs. Additionally, hydrothermal fluids can 
host high-demand elements, such as lithium, which are increasingly required for renewable 
technologies. Co-production of geothermal and critical elements has the potential to maximize 
prospect economics, encourage geothermal investment, and contribute to a sustainable future. 

Exploration efforts depend on gathering and using available data to identify prospective areas. To 
aid screening for geothermal energy and brine-hosted elements, we have collated, quality-
controlled and analyzed global datasets, including temperature, fluid chemistry, rock chemistry, 
and production data. This data can be used for early exploration to investigate areas of interest, 
predict reservoir temperatures, and identify potential opportunities and challenges related to brine 
properties. Analysis and machine learning of data relationships and derivatives can also give 
insights, particularly in data sparse areas. 

Using global data and the Upper Rhine Graben (France and Germany) as an operational case 
example, this paper aims to discuss how integrated geological, fluid chemistry and engineering 
data from a range of subsurface industries can be leveraged to increase understanding and 
exploration of geothermal and brine-hosted element potential. 

1. Introduction 
Geothermal energy should play an increasingly significant role in the sustainable energy mix; as 
an energy source that is available virtually everywhere, it offers huge opportunities globally. 
Geothermal has a range of applications, including power, heating, cooling, and energy storage. 
Additionally, produced fluids can host high-demand elements required for the energy transition, 
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such as lithium (Li). Geothermal energy also has a range of cascade uses including in agriculture, 
aquaculture, food/beverage production, and desalination, which could facilitate addressing food 
and water needs locally or regionally.  

To investigate areas of interest for exploration and development, it is important to understand the 
resource potential. As geothermal resource development continues to accelerate and expand 
beyond convective hydrothermal systems into deep sedimentary basins and high heat-producing 
crystalline rocks, exploration and development will increasingly rely on a range of geothermal 
geoscience data, including temperature gradient, geophysical and geochemical data, basin 
modelling and geodynamic analysis. 

Though development risk reduction relies on limiting the uncertainty of several key components 
required for a commercial geothermal resource, one of the most important considerations is 
confidence in temperature estimates at a given depth. Using available geothermal gradient, heat 
flow, and bottom hole temperature information to understand geothermal resources at global and 
regional scales allows efficient pre-screening of promising areas for high-resolution follow-up 
investigation which in turn reduces exploration risk, time, and cost. 

Technologies for direct Li extraction from produced brines have seen rapid development in recent 
years. There are several pilot studies for geothermal-lithium co-production in the USA and Europe, 
and commercial battery grade geothermal lithium production is anticipated in the Salton Sea and 
in the Upper Rhine Graben from 2025 (Controlled Thermal Resources, 2023; Vulcan Energy, 
2023a). Extraction of silica, zinc and manganese from brines has been successfully accomplished 
in the past (Watanabe et al., 2021, Burba, 2013). Furthermore, geothermal brines have the potential 
to host other elements that could become technologically and commercially viable for extraction 
in the future. While further development of the technologies and understanding of brine 
provenance is required, geothermal co-production of high-demand elements could provide a more 
environmentally friendly ‘green mining’ approach to obtaining minerals than by mining salars or 
hard rock (Vulcan Energy, 2023b) whilst providing additional revenue and incentive for 
geothermal developments. It should be noted that produced geothermal fluids are conventionally 
termed ‘brine’ in geothermal literature, and in this paper, we refer to all produced fluids as brines, 
even if this is not the technically correct geochemical definition for the lower-salinity fluids (Von 
Hirtz, 2016). 

We have conducted a comprehensive study to compile, collate, and analyse numerous global 
geothermal and critical element data sets from the public domain and in-house sources. The 
databases contain a structured array of temperature data, water geochemistry data, associated 
derivatives, production information including flow rates, and hard rock geochemistry. A vast 
amount of subsurface data can be accessed in the public domain; however, datasets are often in 
various formats and vintages. A key challenge is transforming data into a user-friendly format, and 
effort is required to compile and standardize datasets for analytics. Other challenges include the 
quality and quantity of data, e.g., unreliable values, a lack of or inadequate data or processing 
documentation, insufficient information on temperature data corrections or wellbore deviation, or 
unclear location attribution. To build a robust dataset for resource mapping, we undertook 
extensive data collation, merging, and standardization as well as quality-control tagging. 

The resultant multi-client datasets can guide screening and early exploration for both geothermal 
resources and their potential for critical element extraction, as well as reservoir temperature 
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prediction and identification of technical challenges related to brine properties. Further available 
subsurface data from various industries can be integrated to inform and refine estimates of 
geothermal resource potential.  

2. Geothermal Energy Resource Mapping 
A resource assessment is required in the pre-feasibility and feasibility stages of a geothermal 
project, prior to drilling and numerical modelling (Ciriaco et al., 2020; Purba et al., 2021). To 
provide a global assessment of geothermal resources, several public and CGG-internal 
geoscientific datasets were collated and standardized into a database which was combined with 
basin and tectonic belt maps to develop thermo-tectonic regimes and global geothermal resource 
maps covering the commercial end-use spectrum.  

Additionally, earthquake data were collected and analyzed in combination with the distribution of 
recent volcanicity and recent/active faulting, to identify areas that might host convective/advective 
heat transport. In this context, using seismicity data in support of geothermal exploration is 
particularly helpful. 

2.1 Conductive heat in place maps 

Several methods can be used to calculate geothermal resource estimates, depending on the data 
available and the intended use. Though there is no single globally established method or 
calculation to assess geothermal resources, the volumetric method is commonly applied during the 
exploration stage (Stefansson 2005; Ciriaco et al 2020; Tian et al 2019). For this study, the USGS 
volumetric method was used (Muffler, 1978). 

Public domain heat flow and temperature datasets were collated to create a geothermal gradient 
dataset (Figure 1a) of over 500,000 data points, including measurements from geothermal and 
hydrocarbon wells.  

Public data distribution and availability varies globally, and some geographic areas lack primary 
measurements. For these areas, geologically informed geothermal gradient assignments were made 
based on regional tectonic regimes (Figure 1b). Each primary data point in the geothermal gradient 
dataset was attributed with a tectonic regime from CGG’s Basin and Belts library, and statistics 
were generated for each sub-regime. The median geothermal gradient was calculated for different 
regimes based on available data globally. By combining the primary data and thermo-tectonic 
guided geothermal gradients, a global geothermal gradient grid (measuring 0.25 x 0.25 degrees) 
was created (Figure 1c). 

Using the geothermal gradient grid, combined with average surface air temperature data and by 
assuming a linear gradient and a maximum depth of 5 km for economically feasible drilling, the 
total conductive heat in place in joules was calculated for each grid cell using the USGS geothermal 
resource calculation (Muffler, 1978): 

1) 𝑄𝑄 = 𝐴𝐴.ℎ. [𝑝𝑝𝑟𝑟.𝐶𝐶𝑟𝑟.(1−Ø).(𝑇𝑇𝑖𝑖−𝑇𝑇re𝑓𝑓 )]+𝐴𝐴.ℎ.[𝑝𝑝𝑤𝑤.𝐶𝐶𝑤𝑤.Ø.(𝑇𝑇𝑖𝑖−𝑇𝑇re𝑓𝑓 )] 

Where Ø is porosity, 𝐴𝐴 is the area of the reservoir (m2), ℎ is the thickness of the reservoir (m). 𝑝𝑝𝑟𝑟 
is the density of rock (kg/m3), 𝐶𝐶𝑟𝑟 is the heat capacity of the rock (J/kg/K), 𝑇𝑇𝑖𝑖 is the reservoir 
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temperature at depth (oC), 𝑇𝑇re𝑓𝑓 is the reference temperature (oC), 𝑝𝑝𝑤𝑤 is the density of fluid (kg/m3), 
and 𝐶𝐶𝑤𝑤 is the heat capacity of fluid (J/kg/K). 

The following input parameters were chosen for a global scale comparison of geothermal systems. 
For 𝐴𝐴, the area of each mapped grid cell was used. For ℎ, the thickness of the interval between Ti 
and Tref or 5 km depth was used, depending on whichever is reached first. For Ø, 𝑝𝑝𝑟𝑟 and 𝐶𝐶𝑟𝑟, average 
values for sandstone were used for a simplified global calculation. T𝑖𝑖 for each grid cell was 
calculated using geothermal gradient and average annual surface air temperature in that cell. For 
𝑇𝑇re𝑓𝑓, estimated minimum production temperatures were used (110oC for electricity generation and 
40oC for low temperature applications; Sarmiento et al 2013). For 𝑝𝑝𝑤𝑤 and C𝑤𝑤, average values for 
1% NaCl fluid were used. 

It is important to understand the end-use feasibility and potential of heat in place. For example, by 
using the heat in place values, we can estimate how much of this stored energy can be used for 
electricity production, by applying a conversion calculation: 

2) 𝑀𝑀𝑀𝑀𝑀𝑀= 𝑄𝑄.𝑅𝑅𝑓𝑓.η𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)/𝐹𝐹.𝐿𝐿 

Where MWe is electric power (Megawatts electricity), Q is heat in place (joules), Rf is the recovery 
factor (%), η𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 is conversion efficiency (%), F is load factor (%), and L is plant life (years).  

 
Figure 1: Workflow for geothermal resource mapping a) collation and merging of onshore geothermal gradient 

data, b) basins and belts map to inform areas lacking primary data, c) calculation of a geothermal 
gradient map, d) production of a series of geothermal resource maps based on technology and 
applications – the example shown is total heat in place (PJ) within production temperatures 40-350°C to 
a maximum 5km depth. Images taken from CGG Earth Data Global Geothermal Resource Assessment 
product. 

The resulting geothermal resource maps (example in Figure 1d) show estimated heat available, 
transferred by conduction, where heat flows from hot to cold areas with no fluid movement 
(Fourier’s law), which is governed by the thermal conductivity of the rocks. The resource maps 
can also be used to analyse depth to temperature and the total heat in place within depth intervals. 
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The calculation includes several assumptions by using static input variables, averaging data within 
each cell, assuming production temperatures of interest between 40-350°C and a maximum drilling 
depth of 5km. Therefore, the maps serve as a guide and comparative tool to indicate areas with 
favourable conductive resource potential at a global scale and include simplification of systems 
that are much more complex at regional and local scales.  

For higher resolution resource analysis and more accurate local estimates of hydrothermal systems, 
specific inputs can be used in the resource calculation for localized variation of rock characteristics 
(density, porosity, thermal conductivity, specific heat capacity) and fluid properties (heat capacity 
and density), and specifics of technology options and the local demand and needs can be addressed. 
Further advancements of the geothermal resource maps can include the application of machine 
learning techniques to predict geothermal gradients in areas with limited data coverage. This can 
be achieved using the geothermal gradient database as a training dataset. Leveraging machine 
learning algorithms makes it possible to extrapolate and estimate geothermal gradients in regions 
where direct measurements are scarce or unavailable, providing valuable insights for identifying 
promising areas for geothermal energy. 

2.2 Considering Convection and Advection in Resource Assessment 

Conductive heat flow is a key factor in establishing and renewing the heat stored in the subsurface. 
However, most of the current installed power capacity globally is at sites benefitting from heat 
transferred by convection or advection, where heat is transported by hot fluid. The assumption of 
a conductive system could underestimate the potential heat available in fluids driven by convection 
or advection. The resource remaining undeveloped locally in convective/advective plays could be 
economically significant as there is potential for elevated temperatures at relatively shallow depths.  

Systems fed by active convection/advection are easily recognized where there are indicative 
surface features such as hot springs, geysers, fumaroles, and volcanoes. However, areas without 
surface features, temperature or heat flow data are inherently more difficult to identify. To explore 
these ‘hidden systems’, it is important to consider what data could be used as an indicator. Studying 
local and regional scale temperature profiles, if available, can reveal patterns of elevated 
temperature and shallow clusters within a background of average gradient representing the 
conductive regime. 

Convective/advective systems are often associated with faults, fractures, and magmatism. 
Seismicity data offer a potentially valuable tool for the exploration of these systems, as anomalous 
seismogenic areas may align with active faults/fractures that can feed hot fluids into a shallow 
geothermal system given sufficient permeability from depth. Earthquake data have been used as 
part of a comprehensive set of exploration data in different geothermal studies (Coolbaugh et al., 
2005; Faulds, et al., 2016; Lindsey et al., 2021). 

Previous studies have explored the relationship between seismicity and known geothermal areas. 
Geothermal occurrences have been positively associated with the release of regional stress at a rate 
different than surrounding areas (Foulger, 1982), and negatively associated due to lower 
permeability in some zones of major periodic earthquakes (Faulds, 2015). Another potential link 
between geothermal activity and seismic patterns is temperature as a primary factor governing the 
crustal stress regime, as a change in crustal strength is strongly impacted by temperature (Meissner 
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and Strehlau, 1982; Chen and Molnar, 1983). For a preliminary investigation, the crustal depth of 
seismic events was studied at a global scale. 

Data for onshore seismic events between 1970-2019 with magnitude > 3.5 and depth < 60 km were 
collected. The depth and magnitude filters were selected to 1) avoid variables including a 
sensitivity bias such as a paucity of records for low magnitude events from remote areas, and 2) 
only include events within the crustal depth. These data were then clustered based on depth 
variation to allow statistically meaningful analysis of the presence or absence of earthquakes 
within different depth intervals. The clusters display a discernible pattern by revealing similarities 
among spatially related shallow events, accompanied by deep outliers within the cluster (Figure 
2). This method may indicate tectonically active areas where, although the mechanism to release 
the seismic energy still exists at depth to cause deep events, the occurrence of such events is 
anomalous due to higher temperatures reducing the crustal strength. A closer look at western USA 
shows concurrence of these clusters within known geothermal regions (Figure 2). 

 
Figure 2: Seismic clusters outlining spatially related shallow events containing deep outliers are shown in red. 

Convective areas such as the known convective systems in western USA are picked up by this method. 

The results of this methodology can be expanded through further investigation within the context 
of regional volcanic and tectonic settings, particularly in relation to the depth and dip of active 
faults, to better interpret the patterns in different regions. A thorough examination of recorded 
hypocentre accuracy will also be needed when studying regional or local scales. 

3. Critical Elements in Geothermal Fluids 
The presence, and potential extraction of strategically important brine-hosted minerals and metals 
are important considerations for geothermal commercial models. This additional value can make 
investment opportunities more attractive and shift the risk-reward ratio in favour of exploration 
for co-produced resources.  

Conventional mining techniques are energy and waste intensive and are often accompanied by 
environmental and social challenges. In contrast, the co-production of geothermal energy and 
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minerals presents a responsible extraction approach. Mining developers are actively seeking more 
environmentally friendly sustainable mineral sources, making the co-production of fluid mineral 
content with energy recovery an attractive option. 

Co-producing fluid mineral content combined with heat recovery collectively reinforces economic 
arguments for both geothermal energy and mineral extraction. It provides a more environmentally 
responsible method of acquiring critical minerals compared to conventional mining techniques. 
Additionally, leveraging the local supply of clean, renewable energy for mineral processing further 
enhances the responsible and environmental mindfulness of the overall process. 

A detailed understanding of subsurface fluid chemistry is crucial when investigating opportunities 
and challenges associated with brine-hosted elements. We compiled, collated, and analysed global 
water geochemistry data, production information with flow rates, and hard rock geochemistry data 
(Figure 3), in addition to temperature and tectonic regime data. Critical attributes considered were 
informed by internal research and multi-discipline collaborations. Data were extracted from many 
public domain datasets, alongside our internal datasets, and have been quality controlled and 
conditioned for analysis. The data indicate that these fluids have considerable potential for 
extracting in-demand elements. 

 
Figure 3: CGG Earth Data geothermal brines database. Contains numerous quality-controlled objectives 

specific datasets including fluid chemistry, hard rock chemistry, production parameters and geothermal 
power plants. 

Although the original objective was to explore the potential of co-produced Li, based on the 
breadth of data discovered it became apparent that the application is much broader than Li. The 
data collection was independent of site type, fluid characteristics, or analyte, to maintain a diverse 
dataset with multiple applications. Other applications could include investigation of other elements 
of commercial interest, production challenges, geothermometer temperature prediction, or 
scientific research related purposes. 
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3.1 Co-production of lithium 

Obtaining a domestic supply of Li is classified as a national security challenge for many countries 
while achieving a local supply chain of in-demand elements is a priority. The Salton Sea 
geothermal field in California, USA, has been highlighted as a strategically important Li brine 
resource in the US (Humphreys et al., 2023). The typical chemical composition of produced fluids 
within the Salton Sea geothermal area indicates significant concentrations of Li and several other 
in-demand elements (Figure 3). Li concentrations recorded from multiple geothermal-produced 
brines show an average concentration of 200 mg/L, which could be harnessed post-flash from 
Salton Sea geothermal brines. Investigations to extract Li from geothermal brines in the US 
commenced in the 1970s, confirming the produced fluids at the Salton Sea as an important Li 
resource. Subsequently, further pilot studies were conducted to directly extract Li and other 
elements (Stringfellow and Dobson, 2021). 

  

 
Figure 3: Typical mean composition of Salton Sea, California geothermal produced fluids (from Stringfellow 

and Dobson, 2021). Purple bars represent in-demand elements as stated by the USGS 2022 critical 
minerals list (U.S. Geological Survey, 2022). 

Numerous studies and pilot projects for unconventional Li extraction have been conducted in 
Europe. Geothermal produced brines in Italy, France, Germany, and the UK have been 
considered for direct Li extraction (DLE) due to the elevated concentrations of Li (>125mg/L) 
and high geothermal reservoir temperatures (120°C). The Upper Rhine Graben, located on the 
border between France and Germany, offers excellent promise towards commercial 
production of directly extracted Li. The area currently hosts several geothermal projects and 
has gathered significant investment towards researching DLE technologies and their 
integration into geothermal energy production. A notable Upper Rhine Graben project is the 
Vulcan Energy-operated Insheim binary geothermal plant, which is co-located with a Li 
sorption pilot plant. Vulcan’s commercial production of battery-grade Li is predicted to be 
online by 2025 (Vulcan Energy, 2023a). A combination of Vulcan’s DLE methodology and 
the renewable power from geothermal avoids the emission of CO2. The proprietary DLE 
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method explored by Vulcan energy is suggested to be over 50% more cost-efficient in 
producing Li than hard rock mining (Vulcan Energy, 2023b). 

Many questions still need to be answered about the geothermal Li resource itself. Methods to 
distinguish the size of a geothermal Li brine resource require research. The sustainability of both 
the Li and geothermal systems poses further challenges. The ability to distinguish Li source 
provenance of a geothermal brine system presents an additional unknown.  

3.2 Co-production of other elements (Si, Mn, Zn, Cu, Fe) 

Silica (Si) enrichment of geothermal brines is a common occurrence but varies between geothermal 
fields (Figure 4). During plant operations, the cooling of the extracted geothermal fluid can cause 
the concentration of the fluid constituents to increase. In the instance of Si, the saturation index 
will increase, and precipitation of Si will occur. For many geothermal developments, management 
of Si precipitation is a challenge. The increase in Si during both the production and reinjection 
phases can cause scaling issues (Spitzmuller et al., 2021). Management of Si prior to the saturation 
phase can be important for geothermal operational efficiency and further fluid-mineral extraction. 
To mitigate the Si challenges within geothermal systems, two standard methods can be applied. 
The first methodology focuses on adjusting the produced water to pH 6, raising Si solubility and 
reducing the silicic acid polymerisation rate. The second method focuses on the temperature of the 
reinjection fluid. Where feasible, the temperature of the reinjection fluid is brought no lower than 
temperatures of around 150°C, maintaining an environment for high silica solubility (Watanabe et 
al., 2021). The noted solutions are imperfect, and investment in silica removal and recovery is 
ongoing in countries such as the USA, New Zealand, Japan, and Russia (Bloomquist, 2006). 
Additionally, in lower temperature systems, binary technology can be used, and Si scaling can be 
mitigated by avoiding flashing of the production fluid to steam. 

Si can be used for many applications, including optics, catalysts, pharmaceuticals, and 
photovoltaic cells. Countries such as the USA, New Zealand, Japan, and Russia have an active 
interest in geothermal-sourced Si. Geo40 is a New Zealand company operating the Ohaaki 
Northern plant, which from 2021 has hosted the first commercial geothermal colloidal silica plant. 
The plant processes around 279 tonnes of geothermal produced fluid per hour with colloidal Si 
recovery yielding over 13 tonnes per day. Conventional means of colloidal Si recovery are carbon 
intensive, with a significant amount of energy required to melt quartz-rich sand. Extraction via 
geothermal means that the Si is extracted directly post-power generation. Once the Si has been 
removed, the spent fluid is reinjected back within the subsurface (Geo40, 2022). 
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Figure 4: Distribution of silica (SiO2) concentrations (mg/L) of global geothermal well sites, taken directly from 

the CGG geothermal brines database. 

Numerous studies have been conducted in the Salton Sea area, where the brines are hypersaline. 
Hypersalinity is a challenge for geothermal energy production, however, it often accompanies 
relatively high concentrations of critical elements. Manganese (Mn), zinc (Zn) and iron (Fe) have 
been targeted for geothermal co-production (Figure 5). According to Simbol Inc., produced fluids 
from a 100 km2 portion of the Salton Sea field could yield a total of 15 million metric tons of Mn 
and 36 million metric tons of Zn. Assuming that the reinjected fluid is not recharged, it has been 
predicted that the brine metal depletion would be approximately 0.13% per year (Burba, 2013). 

Cal Energy also previously constructed a geothermal Zn recovery facility in the Salton Sea area. 
Original output estimates suggest around 30,000 metric tons of Zn. The extraction plant utilised 
ion exchange solvent extraction and electroextraction technologies to extract Zn from the 'spent' 
geothermal brine from a geothermal plant in the Imperial Valley. However, technical difficulties 
resulted in a decline in production from 2002, with the subsequent closing of the plant in 2004 
(United States Securities and Exchange Commission, 2004). 

During production at the Groß Schönebeck geothermal research site in Germany, flow rates were 
impeded by precipitated scales that consisted of predominantly native copper (Cu). High 
concentrations of Cu were expected to be encountered in the Permian Rotliegend sandstones, 
where brine circulation between the sandstone and volcanic rocks instigated heavy metal 
mobilisation. An altered redox reaction between the carbon steel liner of the well and the fluid-
hosted Cu resulted in the Cu scaling. Further investigation discovered that Cu scaling impeded 
flow in the well, and Cu precipitated in the reservoir rock pore spaces. Scaling is challenging in 
geothermal production, however, if the high Cu in the Groß Schönebeck fluids could remain in 
solution until surfacing, the Cu could be an extractable commodity (Regenspurg et al., 2015). 
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Figure 5: Distribution of Manganese (Mg), Zinc (Zn), Iron (Fe) and Copper (Cu) concentration (mg/L) in 

geothermal produced fluids, taken directly from the CGG Geothermal brines database.  

4. The Upper Rhine Graben: an example of a pilot sweet spot for both lithium and heat 
extraction 
The Upper Rhine Graben (URG), the easternmost, most promising segment of the western 
European rift for both geothermal heat and power generation, hosts more than fifteen deep 
geothermal projects, including the Soultz-sous-Forêts project, an Enhanced Geothermal System 
(EGS) pioneer project in granitic basement (Breede et al., 2013). Li and Na concentrations have 
been monitored since the 1990s, as their ratio appeared to be an efficient geothermometer for 
geothermal reservoirs (Pauwels et al., 1993, Fouillac et al., 1981). The Li concentration in the 
geothermal brines (Figure 6) varies from 159 mg/L in the Bruchsal wells targeting the Triassic 
sandstones in the east part of the graben to 210 mg/L in the Cronenbourg well drilled in the Triassic 
sandstones in the western part of the graben. A mean value of 173 mg/L has been measured in the 
brines from the granitic basement in Soultz-sous-Forets (Sanjuan et al., 2022). The rise of Li 
demand for new technologies makes the URG a clear target for commercial Li extraction pilots. 
Indeed, assuming an average flow of 150 m3/h over a year for a brine with a stable average of 173 
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mg/L of Li, a production of 230 tons of lithium per year and per production well (equivalent 1,140 
tons of lithium carbonate equivalent) could be expected. 

Two geothermal power plants within the URG are presently testing and investigating Li extraction. 
The initial project is associated with the Soultz-sous-Forêts (France) power plant, which, for the 
first time in Europe, produced battery-grade Li carbonate (BRGM, 2022). This demonstration 
project was the focus of the European Geothermal Lithium Brine (EuGeLi, funded by ET Raw 
Materials), launched in January 2019 and finished in December 2021, a collaborative research and 
innovation project involving inter alia ERAMET and ES Geothermie. The second project is 
associated with the Insheim (Germany) power plant, involving Pfalzwerke Geofuture GmbH and 
Vulcan. The companies are currently working on the assessment of the resource 
(ThinkGeoEnergy, 2022). 

A wider development of Li brine extraction in the URG would require a fundamental 
understanding of the lithium origin and of the geothermal brine pathways. As shown by Figures 
6a and 6b, Li concentration is variable within the URG. Li content within the deep hot Triassic 
and basement brines is high relative to global values. In contrast, Li concentration within the URG 
fluids is low in cooler and shallower formations. The primary source of Li is assumed to be the 
450-m-thick Triassic micaceous sandstone (see Figure 6b) at about 225°C (such a temperature is 
reached in the eastern and central part of the URG, Sanjuan et al., 2016), with additional potential 
contribution from the granite (Sanjuan et al., 2022), in agreement with most of the observations. 

The discovered Li brine concentration in Bühl (Figure 6) is classified as an exception with a 
relatively low Li concentration (41 mg/L, Sanjuan, 2016) despite tapping the Triassic sediments 
and having high total dissolved solids (TDS) (201 mg/L), which has previously been associated 
with high Li. Varying associations highlight the complexity of the Li system. An E-W asymmetry 
seems to exist in the URG (Figure 6a), potentially explained by the geothermal system’s main 
circulation path (inflow in the eastern part and outflow in the western part of the graben, identified 
by Sanjuan, 2016). In addition, there appears to be a barrier between the deep circulations within 
the granite and Triassic layers and the shallower Tertiary and Quaternary layers (Figure 6b). 
Potential connections and leakages between shallow and deep circulations may exist, as indicated 
by the moderate concentration of Li in the Eschau wells (72 mg/L, Sanjuan, 2016). The exploration 
process would be aided if the deep water had demonstrated influence on shallow water chemistry, 
allowing shallow water sampling to provide information on the deep-water Li potential. 
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Figure 6: Li concentration across the Upper Rhine Graben. b. Projection of the simplified geological logs of the 

geothermal wells and associated Li concentrations on the simplified geological cross section between 
Illkirch and Graben-Neudorf (from GeORG, modified). Projection of the Li concentration measured in 
the oil wells (Li concentrations from Sanjuan et al., 2022 and 2016). 

4. Conclusions 
Geothermal energy has an increasingly important role in energy sustainability and decarbonisation 
objectives, and there remain vast untapped resources globally. As geothermal resource 
development continues to expand and investors and developers focus on opportunities for heat, 
power and brine-hosted mineral co-production, consideration needs to be given to integration and 
analysis of available datasets to assist exploration and understanding of potential resources. 

To support these efforts, this study has compiled a global geothermal gradient database, a 
geothermal power plant database, geothermal resource assessment maps and fluid and hard-rock 
chemistry data. These datasets can be used in combination to assess the relative distribution of 
geothermal resources and brine characteristics. 

In regions lacking primary data, thermo-tectonic regimes have been included to provide an 
analogue-driven estimation of geothermal gradients, offering an alternative method for assessing 
heat and power resources. Additionally, a clustering method utilising earthquake data has been 
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evaluated to explore hidden convective potential, particularly in areas lacking temperature data or 
surface hydrothermal features.  

Leveraging significant fluid chemistry data accumulations and associated characteristics, such as 
those in our database, will benefit brine opportunity research. The fluid mechanisms and geological 
constraints faced in the Rhine Graben may represent some unique characteristics; however, it will 
likely also have several similar attributes to other Li rich brine locations that could provide 
analogues. Understanding the geology and fluid mechanisms within the shallow subsurface units 
and surface will be key to aid further learning. A non-discriminate database that encompasses 
various site types could provide a more holistic analysis of brine opportunities and critical 
mechanisms. 

Artificial intelligence techniques such as machine learning can be used to validate known 
relationships, highlight subtle patterns in the data and give insights, particularly for data sparse 
areas. Derivatives and relationships discovered and generated by data processing can define 
guidelines for heat, power and critical element exploitation, based on the value of identified vital 
parameters (such as geological, physical and geochemical parameters).   

The standardised and integrated database facilitates screening and early exploration for geothermal 
resources, critical element extraction potential, reservoir temperature prediction, and identification 
of technical challenges related to brine properties. Further available subsurface data from various 
industries can be integrated to the database, to infill data gaps and further enhance estimates of 
geothermal brine resource potential.  

Acknowledgements 

The authors acknowledge CGGs Geothermal, Mining & Minerals and Data Hub colleagues for 
contributions to the projects and thank CGG Earth Data for permission to include extracts of the 
Global Geothermal Resource Assessment and Global Geothermal Brines products. 

REFERENCES 

Bloomquist, R. G. “Economic Benefits of Mineral Extraction from Geothermal Brines”. In: 
Economic Benefits of Mineral Extraction from Geothermal Brines Washington State 
University Extension Energy Program, (2006). Available at: 
https://pangea.stanford.edu/ERE/pdf/IGAstandard/Russia/MEGB-2006/20Bloomquist.pdf. 
[Accessed 8 August 2023] 

Breede, K., Dzebisashvili, K., Liu, X., & Falcone, G. “A systematic review of enhanced (or 
engineered) geothermal systems: past, present and future.” Geothermal Energy, 1(1), (2013), 
4. doi:10.1186/2195-9706-1-4 

BRGM, “Combining lithium production and geothermal energy: a successful completion to the 
EuGeLi project.” (2022) https://www.brgm.fr/en/news/news/combining-lithium-production-
geothermal-energy-successful-completion-eugeli-project [Accessed 8 August 2022]. 

1377

https://pangea.stanford.edu/ERE/pdf/IGAstandard/Russia/MEGB-2006/20Bloomquist.pdf
https://www.brgm.fr/en/news/news/combining-lithium-production-geothermal-energy-successful-completion-eugeli-project
https://www.brgm.fr/en/news/news/combining-lithium-production-geothermal-energy-successful-completion-eugeli-project


Drumm et al. 

Burba, J. L. “Sustainable Extraction of Valuable Elements”. Simbol Materials, (2013). Accessed 
at: https://www.aiche.org/sites/default/files/docs/conferences/event/b.1_burba_suschem.pdf 
[Accessed 11 July 2023]. 

Chen, W.-P. and Molnar, P. “Focal depths of intracontinental and intraplate earthquakes and their 
implications for the thermal and mechanical properties of the lithosphere.” Journal of 
Geophysical Research, 88, (1983), 4183–4214. doi:10.1029/JB088iB05p04183. 

Ciriaco, A.E., Zarrouk, S.J. and Zakeri, G. “Geothermal resource and reserve assessment 
methodology: Overview, analysis and future directions”, Renewable and Sustainable Energy 
Reviews, 119, (2020), 109515. 

Controlled Thermal Resources (2023). Available at: https://www.cthermal.com/projects 
[Accessed 11 July 2023]. 

Coolbaugh, M., Zehner, R., Kreemer, C., Blackwell, D., Oppliger, G., Sawatzky, D., Blewitt, G., 
Pancha, A., Richards, M., Helm-Clark, C., Shevenell, L., Raines, G., Johnson, G., Minor, T., 
Boyd, T. “Geothermal potential map of the Great Basin, western United States: Nevada Bur. 
Mines and Geology Map 151.” (2005). 

Faulds, J., Hinz, N., Coolbaugh, M., dePolo, C., Siler, D., Shevenell, L., Hammond, W., Kreemer, 
C., & Queen, J. “Discovering Geothermal Systems in the Great Basin Region: An Integrated 
Geologic, Geochemical, and Geophysical Approach for Establishing Geothermal Play 
Fairways”. Proceedings 41st Workshop on Geothermal Reservoir Engineering, Stanford 
University, Stanford, California, (February 22-24, 2016) 

Fouillac, C., and Michard, G. “Sodium/Lithium ratio in water applied togeothermometry of 
geothermal reservoirs”. Geothermics, 10, (1981), 55-70. 

Foulger, G. “Geothermal exploration and reservoir monitoring using earthquakes and the passive 
seismic method”, Geothermics, 11 (4), (1982), 259-268. 

Geo40. (2022), Available at: https://geo40.com/ [Accessed 11 July 2023]. 
GeORG, Map Viewer INTERREG IV Upper Rhine project, Geopotentials of the deeper 

underground in the Upper Rhine Graben. Available at: https://maps.geopotenziale.eu/, 
[Accessed 8 August 2023].  

Humphreys, J., Brounce, M., McKibben, M. A., Dobson, P., Planavsky, N., Hoover, H. R. and 
Wenzel, B. “Distribution, isotopic composition, and origin of Li in the Salton Sea Geothermal 
Field.” Proceedings 48th Workshop on Geothermal Reservoir Engineering, Stanford, 
California (February 6-8, 2023) 

Lindsey, C., Ayling, B., Asato, G., Seggiaro, R., Carrizo, N., Larcher, N., Cintia, M., Naón, V., 
Serra, A., Faulds, J., Coolbaugh, M. “Play fairway analysis for geothermal exploration in 
north-western Argentina.” Geothermics, 95, (2021). doi:10.1016/j.geothermics.2021.102128.. 

Meissner, R., and Strehlau, J. “Limits of stresses in continental crusts and their relation to the 
depth-frequency distribution of shallow earthquakes”, Tectonics, 1(1), (1982), 73– 89. 
doi:10.1029/TC001i001p00073, (1982). 

Muffler, L.J.P. “Assessment of geothermal resources of the United States, 1978 (No. USGS-
CIRC-790), U. S. Geological Survey, Reston, VA (USA), (1979). doi:10.3133/cir790 

1378

https://www.aiche.org/sites/default/files/docs/conferences/event/b.1_burba_suschem.pdf
https://www.cthermal.com/projects


Drumm et al. 

Pauwels, H., Fouillac, C., Fouillac, A.M. “Chemistry and isotopes of deep geothermal saline fluids 
in the Upper Rhine Graben: Origin of compounds and water-rock interactions”. Geochim 
Cosmochim Acta, 57, (1993), 2723-2749. 

Purba, D., Nugraha, R.P., Adityatama, D.W., Ayuningtyas, R.R., Chandra, V.R., Arif Al-Hassan, 
M., Ramadhan, R.F., and Multy Risqy, M. “Resource Assessment Methods Selection for 
Geothermal Exploration Project in Indonesia: What Are the Considerations?”, Proceedings, 
46th Workshop on Geothermal Reservoir Engineering, Stanford University, Stanford, USA 
(February 15-17 2021). 

Regenspurg, S., Feldbusch, E., Byrne, J., Deon, F., Driba, D.L., Henninges, J., Kappler, A., 
Naumann, R., Reinsch, T. and Schubert, C. “Mineral precipitation during production of 
geothermal fluid from a Permian Rotliegend reservoir.” Geothermics, 54, (2015), 122–135. 
doi:10.1016/j.geothermics.2015.01.003. 

Sanjuan B, Gourcerol B, Millot R, Rettenmaier D, Jeandel E, Rombaut A. “Lithium-rich 
geothermal brines in Europe: An up-date about geochemical characteristics and implications 
for potential Li resources.” Geothermics, (2022). Doi:101:102385. 
doi:10.1016/j.geothermics.2022.102385 

Sanjuan B, Millot R, Innocent C, Dezayes C, Scheiber J, Brach M. “Major geochemical 
characteristics of geothermal brines from the Upper Rhine Graben granitic basement with 
constraints on temperature and circulation.” Chem Geol., 428, (2016), 27-47. 
doi:10.1016/j.chemgeo.2016.02.021 

Sarmiento, Z. F., Steingrímsson, B. and Axelsson, G. “Volumetric Resource Assessment”, Short 
Course V on Conceptual Modelling of Geothermal Systems, UNU-GTP and LaGeo, Santa 
Tecla, El Salvador (February 24 - March 2, 2013) 

Spitzmüller, L., Goldberg, V., Held, S., Grimmer, J.C., Winter, D., Genovese, M., Koschikowski, 
J. and Kohl, T. “Selective silica removal in geothermal fluids: Implications for applications for 
geothermal power plant operation and mineral extraction.” Geothermics, 95, (2021), 102141. 
doi:10.1016/j.geothermics.2021.102141. 

Stefansson, V. “World Geothermal Assessment.” Proceedings, World Geothermal Congress, 
Antalya, Turkey (24-29 April 2005). 

Stringfellow, W. T. and Dobson, P. F. Technology for the Recovery of Lithium from Geothermal 
Brines. Energies, 14(20). (2021). doi.org/10.3390/en14206805 

ThinkGeoEnergy, “Early indications point to large Lithium-Brine resource at Insheim geothermal 
site, Germany”, ThinkGeoEnergy Geothermal Energy News, (2022), Available at: 
https://www.thinkgeoenergy.com/early-indications-point-to-large-lithium-brine-resource-at-
insheim-geothermal-site-germany/, [Accessed 11 July 2023]. 

Tian, B., Kong, Y., Gong, Y., Ye, C., Pang, Z., Wang, J., Zhang, D. “An Improved Volumetric 
Method of Geothermal Resources Assessment for Shallow Ground Combining Geophysical 
Data. Renewable Energy,” 145(C), (2019), 2306-2315. 

United States Securities and Exchange Commission: Salton Sea Funding Corporation 8-K Report: 
Persuant to Section 13 OR 15(d) of the Security Exchange Act of 1934, (2004), Available at: 
https://www.sec.gov/Archives/edgar/data/949149/000108131604000061/ssfc8k-92004.htm. 

1379

https://www.thinkgeoenergy.com/early-indications-point-to-large-lithium-brine-resource-at-insheim-geothermal-site-germany/
https://www.thinkgeoenergy.com/early-indications-point-to-large-lithium-brine-resource-at-insheim-geothermal-site-germany/
https://www.sec.gov/Archives/edgar/data/949149/000108131604000061/ssfc8k-92004.htm


Drumm et al. 

U.S. Geological Survey, 2022 Final List of Critical Minerals (2022). Available at: 
https://www.usgs.gov/news/national-news-release/us-geological-survey-releases-2022-list-
critical-minerals 

Von Hirtz, P. “Silica scale control in geothermal plants—historical perspective and current 
technology.” Geothermal Power Generation; Development and Innovation, Chapter 16, 
(2016), 443-476. doi.org/10.1016/B978-0-08-100337-4.00016-4 

Vulcan Energy, Vulcan Zero Carbon Lithium™ Project Phase One DFS results and Resources-
Reserves update, ASX Release 13 February 2023. (2023a). Available at: 
https://www.investi.com.au/api/announcements/vul/e617fca6-6d4.pdf [Accessed 11 Jul 
2023]. 

Vulcan Energy: Zero Carbon LithiumTM. Vulcan Energy Resources. (2023b) Available at: 
https://v-er.eu/zero-carbon-lithium/ [Accessed 11 Jul. 2023] 

Watanabe, N., Abe, H., Okamoto, A., Nakamura, K. and Komai, T. “Formation of amorphous 
silica nanoparticles and its impact on permeability of fractured granite in superhot geothermal 
environments.” Scientific Reports, 11(1), (2021). doi:10.1038/s41598-021-84744-2. 

1380

https://www.investi.com.au/api/announcements/vul/e617fca6-6d4.pdf
https://v-er.eu/zero-carbon-lithium/


GRC Transactions, Vol. 47, 2023 
 

 

Preliminary Review of the Recent Mak-Ban Deep Drilling 
Campaign and Its Implication to Future Targeting 

 

Corinne Mae M. Estrella1, James Stimac2, Eugene G. Sunio1 
1 Philippine Geothermal Production Company, Inc., 6750 Ayala Ave., Makati City 1226 

2 Stimac Geothermal Consulting, 342 Whiteoaks Dr NE, Albuquerque, NM 87122  

 

 

Keywords 

Geology, deep drilling, Mak-Ban, gamma ray logging, well targeting, deep permeability, 
petrography, stratigraphy, stratigraphic markers 

ABSTRACT  

In 2021, Philippine Geothermal Production Company, Inc. (PGPC) executed its deep drilling 
campaign in Mak-Ban which included nine deep (>3348mMD) production wells. The nine wells 
were designed to extract production solely from the deep reservoir. This strategy is in response to 
encroachment of shallow recharge which is known to have detrimental effects on the wells’ 
productivity. Permeability in the deep reservoir is postulated to be both structural and lithologic in 
nature. Olilia North Fault and Bulalo II Fault, the two faults considered as good permeability 
sources based on past drilling results, were identified as main structural targets. Contact zones of 
andesitic to basaltic rocks and silicic intrusives is another source of permeability in the deep 
reservoir. To confirm intersection with these targets, rock cuttings, drilling data, and gamma ray 
(GR) responses were evaluated. Silicic intrusives were indicated by the presence of high GR 
responses in the deep section of a well. Of the nine production wells, eight showed adequate high 
GR intervals in the deep reservoir.  These wells targeted the northwest hotspot, central upflow and 
southeast upflow. Thicknesses of these high GR intervals range from tens to hundreds of meters. 
The thickest intervals were observed in wells drilled in the southeast. Petrographic analyses of the 
rock cuttings suggest that the high GR intervals are mostly silicic intrusives, but in the southeast, 
the thick silicic units are silicic ash-flow tuff and volcaniclastics.  Evidence of structures appeared 
to be rare in rock cuttings and petrographic analyses. Thus, drilling data became the primary 
indicator. Several bit walk and drilling breaks were considered fault related. The differences in GR 
response and productivity between adjacent wells in the NW may also be a manifestation of a fault 
divide. The relationship between high GR intervals and permeable zones is being evaluated. One 
limitation of the analysis, however, is that permeable zones from completion tests are used instead 
of actual productive zones from flowing Pressure-Temperature-Spinner (PTS) surveys. 
Preliminary analysis shows that those wells targeting the southeast silicic unit have the strongest 
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correlation between high GR intervals and their permeable zones. In the northwest, only one well 
exhibited a strong correlation between silicic units and permeable zones. The weakest connection 
was observed in the central sector.  In terms of future targeting, this initial insight suggests that it 
may be most advantageous to target the southeast silicic units. Therefore, more effort will be 
exerted in modeling the silicic unit. Furthermore, the relationship between the southeast silicic unit 
and Bulalo II Fault needs to be investigated. Ultimately, to establish a more reliable correlation, 
productive zones interpreted from PTS surveys should be used. 

1. Introduction  

Maintaining steam production is one of the main challenges of mature operating fields. To this end 
the Philippine Geothermal Production Company, Inc. executed a deep drilling campaign in the 
Mak-Ban (a.k.a. Bulalo) field from 2021 to 2022, 19 years after the last campaign. The campaign, 
referred to as Mak-Ban Steam Production Enhancement Campaign (SPEC), included the drilling 
of 9 single-legged deep (>3348mMD) production wells and 2 multilateral injectors (Figure 1). 
The newly drilled production wells were designed to produce entirely from the deep reservoir. 
Since the last drilling in 2002, field wide production has declined primarily because of the 
extraction in the shallow reservoir. Another factor that influenced the productivity of the field was 
an increase in shallow recharge (SR). The extraction led to the drop in shallow reservoir pressure, 
allowing relatively cooler fluids to invade the shallow production sector. 

 
Figure 1. Map view of Mak-Ban Geothermal Production Field. Highlighted in the map are the newly drilled 

SPEC wells. Inside the production are the single-legged production wells. Outside are the two multi-
lateral injection wells.  

1.1 Mak-Ban Reservoir and Shallow Recharge 

One of the distinct characteristics of the Mak-Ban reservoir is the division between the shallow 
and the deep section (Figure 2). The observed difference in the pressure regime between the upper 
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and deeper reservoir led to the idea of a horizontal transmissivity barrier, presently known as the 
Limbrigo Barrier (Lim, 2012). Eventually, a physical representation of the Limbrigo Barrier was 
discovered. This representation is believed to be a semi-impermeable andesite unit which 
coincided with the general depth of the Limbrigo Barrier. In terms of stratigraphy, the andesite 
unit was also postulated to separate two distinct formations. The first and shallower formation is 
predominantly composed of caldera-filling silicic deposits while epiclastic deposits and intrusives 
constituted the deeper formation (Dimabuyu et al., 2002, 2005; Stimac et al., 2006). The andesite 
unit was later distinguished as the Andesite Lava Marker (ALM).  

 
Figure 2. The Mak-Ban Stratigraphy. The shallow reservoir is composed of caldera-related deposits while the 

deep reservoir is comprised of andesites and basalts and intrusive complex.  

Generally, the shallow reservoir is more permeable than the deeper reservoir. The porosity and 
permeability studies showed an overall decreasing trend from the shallow reservoir to the deep 
reservoir. The relatively higher permeability of the shallow reservoir can be attributed to the two 
rhyolite tuff layers known as Spherulitic Rhyolite 1 (SR 1) and Spherulitic Rhyolite 2 (SR 2). The 
distinction of the two layers was confirmed by zircon dating (Dimabuyu et al., 2005). The SR 1 
and SR 2 are the main fluid pathway in the shallow reservoir (Vicedo et al., 2007).  
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One of the challenges in the management of the Mak-Ban reservoir is shallow recharge 
encroachment. Forty years (40) of production has caused a significant decrease in the reservoir 
pressure. This is particularly true for the shallow reservoir since most of the wells drilled were 
completed shallow (<1372mBSL). Consequently, shallow reservoir production allowed the entry 
of cooler, shallow recharge to the central reservoir via SR 1 and SR 2 layers (Abrigo et al. 2004; 
Sunio et al., 2015).  

1.2 Deep Casing Strategy and Gamma Ray Logging  

To address the challenge of shallow recharge encroachment, the 2021-2022 SPEC production 
wells were designed to get production solely from the deep reservoir. The shallow reservoir, which 
serves as a conduit for SR, needed to be cased off. This strategy required the identification of the 
top of ALM during drilling since it would serve as the basis for the setting depth of the production 
casing shoe (Estrella, 2019). 
 
Identification of the ALM unit while drilling has its challenges. In Mak-Ban, blind drilling (total 
circulation loss) usually commences as soon as the top of the reservoir is reached due to pressure 
depletion and highly permeable formation. Because of this, the detection of the onset of ALM 
cannot be done through cuttings evaluation. Moreover, there is a lag time before the drilling 
cuttings reach the surface. Though a work around may be established such as to pause drilling and 
circulate for the meantime once the anticipated onset of ALM is reached, it may be impractical 
and expensive as far as drilling operations is concerned.  
 
Gamma Ray (GR) logging can be applied to address the abovementioned challenges. The 
technique has been used in Mak-Ban, Philippines and other geothermal fields such as Salak 
(Drestanta et al., 2017) and Muara Laboh (Baroek et al., 2018), both in Indonesia. It is a cost-
effective tool used to characterize the lithology present in the subsurface. It is particularly valuable 
in areas where rocks with different silica content are present (e.g., basalt to rhyolite). This is 
because rocks with high silica content usually result in high gamma responses. Inversely, low silica 
content rocks often register low gamma responses. Since ALM is usually preceded by SR 1 and 
SR 2, which have high silica content, it can be anticipated that ALM can be distinguished in GR 
logs by a sudden drop in response preceded by two high intervals.  

During the SPEC drilling, the GR tool was run as part of the Measurement-While-Drilling (MWD) 
suite. This enabled real-time monitoring of the gamma responses. Also part of the MWD suite was 
the Pressure-While-Drilling (PWD) tool. While its primary purpose is to monitor the hole cleaning 
efficiency, the PWD data can also provide some insights on the probable intervals of loss zones 
and consequently, areas of relatively low or high permeability. Thus, for the identification of the 
low permeability ALM, the PWD data was also used in conjunction with the GR data.  

1.3 Deep Permeability in Mak-Ban  

Aside from ALM identification, GR logs were also used to postulate permeable zones. Comparison 
between the contact of high and low GR intervals in the deep and the identified productive zones 
suggested that there may be a correlation between the two parameters. The high GR intervals in 
the deep reservoir were interpreted as silicic intrusions. Previous stratigraphic studies suggested 
that pyroxene monzonite dikes and dacitic dikes were present in the deeper part of the reservoir 
(Golla et al., 2001). When these dikes intruded the host rock, they may have caused significant 
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fracturing or intruded fault zones, and therefore, might have resulted to the enhancement of the 
host rocks’ permeability. This may explain the correlation observed between the gamma responses 
and the productive zones.  

Wells used for the correlation are located in the Central and northwest (NW) Bulalo. Most of the 
pre-SPEC deep wells were directed towards these two sectors as they comprised the “sweet spot” 
of the field; thus the limited data in the other regions of the field. In the southeast (SE), while no 
deep well has been drilled there yet, feeder dikes have been recognized to be present, connecting 
Bulalo and Olilia domes. These were recognized to be potential targets in the deeper part of SE 
Bulalo (Sugiaman and Vicedo, 2002).  

Structures also play an important role in the permeability of the deep reservoir. Tracer tests 
conducted from 2001 to 2005 provided insights on major pathways and potential barriers. The 
results highlighted specific structures which act as conduit for fluid migration (Capuno and 
Villasenor, 2007; Vicedo et al., 2008). In 2013, in preparation for the next drilling campaign, a 
statistical method was developed and applied to identify effective deep structural targets (Segura 
et al., 2015). For the analysis, fault performance was calculated using the formula:  

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐹𝐹𝐼𝐼𝐼𝐼𝐼𝐼𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐼𝐼𝐼𝐼𝑃𝑃𝑃𝑃 (𝐹𝐹𝑋𝑋) =  

∑𝑃𝑃𝑡𝑡𝑡𝑡  𝐼𝐼𝐼𝐼 𝐹𝐹𝑋𝑋
∑𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡  𝐼𝐼𝐼𝐼 𝐹𝐹𝑋𝑋
�  

∑𝐿𝐿𝑡𝑡𝑡𝑡 𝐼𝐼𝐼𝐼 𝐹𝐹𝑥𝑥
∑ 𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡 𝐼𝐼𝐼𝐼 𝐹𝐹𝑋𝑋
�

 

where Ptz is the number of productive zones encountered inside the fault zone, Ptot is the total 
number of productive zones below ALM, Ltz is the well track inside the fault zone, and Ltot is the 
total length of well track below ALM.  

If the calculated fault performance is greater than 1, the fault can be considered as a good structural 
target. If not, the fault is no better than random targets.  

Two (2) faults were identified as better-than-random targets. Olilia North Fault and Bulalo II Fault 
have performance ratios of 1.52 and 1.61, respectively (Figure 3). Olilia North is a N-S trending 
fault traversing the Central Bulalo. On the other hand, Bulalo-II Fault is a NW-SE trending fault 
located in the SE region of the production area. SPEC production wells directed towards the 
Central and SE Bulalo primarily targeted these two structures.   
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Figure 3. Map view of Olilia North Fault and Bulalo II Fault. The two were identified to be better-then-random 

targets in the 2015 Structural Targets Review. 

2. Results   

Two types of gamma ray logs were obtained. First was the openhole GR log, which was obtained 
during drilling. The second type was the cased-hole GR log which was obtained during completion 
testing when the casing is already set inside the hole. Most of the wells have both sets of GR data, 
at least in the shallow section. In the deep, some wells have incomplete openhole GR data. The 
reasons are either: (1) to conserve the battery life of the MWD tool; (2) it was deemed unnecessary 
to run the MWD because of the trajectory of the proposed well (i.e., vertical well); and lastly, (3) 
erroneous GR responses were recorded while drilling. 

The GR logs show evident similarities between the trends of the two data sets. Differences in 
values, i.e., cased-hole GR registered relatively lower values compared to openhole GR, can be 
attributed to signal attenuation. In this paper, most of the GR discussions refer to openhole GR 
logs, unless unavailable. 

Rock cuttings recovery has been significantly higher than previous drilling due to the introduction 
of air during drilling. Availability of the rock samples, albeit smaller than usual because of the use 
of polycrystalline diamond compact PDC bits (A. Torres, personal communication, 2023), allowed 
for petrographic evaluation.  
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2.1 High GR Intervals  

Among the nine (9) SPEC production wells, eight (8) displayed significant intervals of high GR 
values in the deep reservoir (Figure 4). The three (3) wells that targeted the SE region, SPEC-6, 
SPEC-8, and SPEC-9, consistently exhibited a thick high GR interval in the deep reservoir. The 
thickness of the high GR intervals varies from 160m to 635m.  

 
Figure 4. GR log of the nine SPEC production wells with the interpreted onset of ALM. 

Similar to SE wells, SPEC wells targeting the Central Bulalo, i.e., SPEC-1, SPEC-5, and SPEC-
7, showed high GR intervals. However, compared to the high GR intervals in the SE, the high 
GR intervals observed in SPEC-1 and SPEC-7 were relatively thinner. In fact, high GR intervals 
of less than 100m were commonly observed. The thickest high GR interval calculated was 335m.  

Interestingly, the two wells targeting the NW Bulalo revealed contrasting results. SPEC-2 
exhibited abundant intervals of high GR with thickness averaging about 170m. On the contrary, 
SPEC-3 showed no remarkable interval of high GR interval in the deep. This is noteworthy 
considering the distance between the two wells (Figure 5). In the deeper reservoir, SPEC-2 started 
to be 320m away from SPEC-3. Deeper into the reservoir, the two wells became closer to each 
other. By the total depth (TD) of the wells, the distance between the two has been reduced to 150m.  
Despite the proximity of the two wells, SPEC-3 did not encounter the high GR intervals SPEC-2 
encountered. This reinforced the need to probe into the nature of these high GR intervals. 
Moreover, this supported the idea that the nearby fault/s act as a barrier/s, which resulted to the 
difference in the GR response of the two wells.  
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Figure 5. Cross section showing relative distance between SPEC-2 and SPEC-3. 

Modeling efforts are already underway to improve the current understanding of these high GR 
intervals. The first step undertaken was to import the intervals in Leapfrog Geothermal software. 
Preliminary indications are that in the SE Bulalo, the high GR intervals seemed to have a horizontal 
orientation, similar to an extrusive layer or a sill. Available samples from the high GR intervals 
were sent for petrographic evaluation. A shallowing trend towards the southeast was also inferred 
based on the relatively shallower occurrence of the high GR in SPEC-6 and the relatively deeper 
occurrence in SPEC-9. SPEC-6 was directed more southeast, while SPEC-9 was directed towards 
the area between the Central and SE Bulalo (Figure 6). Aside from the three wells, a pre-SPEC 
production well, Bul-102, has been considered in the evaluation. The only challenge is that the GR 
data of Bul-102 did not reach the TD of the well; however, the last GR values obtained were 
relatively higher. This could have possibly extended to the deep reservoir, until the TD.  
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Figure 6. Cross section showing depths of high GR intervals occurrence in SPEC-6, SPEC-8, SPEC-9, and Bul-

102. 

The similarities in high GR behavior among the wells targeting the NW and central Bulalo region 
made a compelling case to create a joint model. This assessment already considered the pre-SPEC 
deep wells targeting either region. The first modeling attempt produced parallel sill layers (Figure 
7).  However, there is still a need to explore the possibility of crosscutting dikes, though it might 
be a difficult task to take on. Core samples may be required to increase certainty in the model.  
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Figure 7. Cross section showing high GR in SPEC wells and pre-SPEC wells located in the NW and Central 

Bulalo. Initial modeling attempt generated sill bodies.  

2.2 Deep Reservoir Petrography   

Cuttings were selected based on wellsite descriptions and GR log responses in order to better 
characterize the high GR intervals, the relatively low GR ALM unit, and other selected deep 
reservoir lithologies. In addition, as deep drilling expanded to the SE with drilling of SPEC-6, 
special effort was made to assess rock types, alteration, paragenesis, and permeability indicators 
in this well. 

Forty-two (42) deep reservoir samples from seven new wells and two existing deep wells (Bul-65 
and Bul-86) were described for this study. Adequate samples from wells targeting the NW, Central, 
and SE Bulalo were chosen. Interpretation of these samples was made in the context of previous 
petrographic studies of the broader reservoir region (Stimac, unpublished data 2001; Moore et al., 
2004; Stimac et al., 2006). 
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Stimac et al. (2006) summarized alteration assemblages in the broader Bulalo reservoir. They 
include the typical zones of higher temperature alteration in the core of the system, and 
progressively lower-T alteration zones toward the surface and margins of the system. Within the 
permeable reservoir there is an overlap of typical propylitic alteration and more K-rich phyllic 
alteration associated with some intrusive margins and more silicic stratigraphic units. Minor phases 
in both zones include titanite, pyrite, anhydrite, and hematite. In addition, the far SE part of the 
reservoir has higher calcite and lower epidote abundances, attributed to the higher NCG and pCO2 
typical of this area (Clemente and Abrigo, 1993). Calcite is absent or in low abundance in the 
central reservoir except at the system margins and top (Stimac et al., 2006; Stimac, 2007). 

The main Bulalo reservoir has a relatively simple paragenesis representing one main cycle of 
heating and local cooling (J. Latayan unpub. Data; 2003; Moore et al., 2004; Stimac et al., 2006). 
Epidote is the most common early high temperature mineral, although adularia, actinolite, and 
garnet are also observed with it in the deep reservoir (Moore et al., 2004; Stimac et al., 2006). 
Locally there is evidence for multiple episodes of epidote, sometimes with evidence of shearing 
of the early epidote (Stimac, 2007). 

Anhydrite and calcite are sparse and generally formed later in the paragenetic sequence from the 
incursion of cooler marginal waters. Sparse wairakite is also present locally as a late phase where 
it is commonly associated with anhydrite and/or calcite (Moore et al., 2004). In general, the textural 
relationships indicate that wairakite postdates calcite and anhydrite, but more rarely, later calcite 
and anhydrite are present (Moore et al., 2004). In the samples they examined, wairakite that formed 
earlier was uncommon, but in one sample deposition of wairakite alternated with epidote. 

2.2.1 The Deep SE Reservoir 

In SPEC-6, a relatively thick dacitic ash-flow tuff unit not recognized in the deep Central Bulalo 
is present from about 2740 to 3370m. This unit is a poorly welded to partially welded, lithic-rich 
ash-flow tuff of dacitic to andesitic composition. There is also lesser porphyritic plagioclase-
pyroxene lava flow fragments present, but these likely represent lithics from the tuff. The unit 
thickness and moderate abundance of lithics suggest it was deposited relatively near to its source.  
The original phenocryst assemblage is strongly replaced but included plagioclase. There are also 
accessory zircons, and along with higher GR counts, is consistent with a dacitic bulk composition.  

The tuff is strongly altered to a propylitic assemblage with epidote, chlorite, quartz and illite being 
most abundant. Adularia is present replacing partially dissolved plagioclase. Veins are primarily 
epidote, epidote-quartz and epidote-prehnite with minor open space. 

The presence of this silicic tuff and its higher permeability is a valuable finding of the MB SPEC 
drilling. Even more impressive is that the layer was able to hold open spaces considering its depth. 
This makes it a viable permeability target for the next drilling campaign. 

2.2.2 The NW and Central Deep Reservoir 

Local GR highs and “spikes” (narrow, sharp GR count peaks) are present in the dominantly low 
to moderate GR deep reservoir section, particularly in the NW and Central Bulalo. These intervals 
may be more silicic interbeds or intersections of silicic dikes and sills. Petrography provides a 
direct way to determine the primary rock types associated with these high GR intervals. 
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Based on previous petrographic studies, microdioritic to hypabyssal andesitic and dacitic 
intrusives with plagioclase ± pyroxene ± amphibole and matrix alkali feldspar and quartz are 
commonly present in the deep reservoir (Stimac et al., 2006). The coarser-grained varieties of these 
may be the tops of stocks that underlie the reservoir area at relatively shallow depth or be more 
massive dikes and sills above such stocks. Overall recent drilling results are consistent with deep 
upflow and permeable zones being related to the tops, steep sides, and overlying dike swarms of 
the youngest intrusives. 

In this work it was noted that intervals selected because of high GR counts had intrusive textures. 
It is noteworthy that one very weakly altered intrusion intersected in SPEC-1 at 2079mMD has the 
same mineral assemblage as the Bulalo and Olilia domes and is likely their intrusive equivalent 
(Figure 8). Some silicic intrusions are relatively phenocryst poor but contain matrix K-feldspar 
and quartz. Other intrusive rocks are more likely intermediate in composition with phenocrysts of 
pyroxene and plagioclase. For the most part the interpreted intrusive textures are typical of dikes 
and sills. 

 
Figure 8. SPEC-1 2079m– Coarse grained porphyritic Hb-Plag intrusive, mostly unaltered in minor vuggy open 

space.  The texture of this rock is similar to the Bulalo and Olilia Dacite domes. 

2.2.3 Alteration and Paragenesis 

Review of deep central reservoir samples confirms the dominance of propylitic alteration with 
abundant epidote in the main reservoir and extending as far SE as SPEC-6. At levels below 2590m, 
epidote is commonly accompanied by amphibole and/or rare garnet, and more rarely as shallow as 
1585m. Epidote is by far the most abundant calc-silicate mineral and commonly consists of bladed 
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crystals that clearly formed in open space (Figure 9).  In some instances two distinct growth 
periods of epidote are indicated. Adularia and quartz occur with early epidote but in general are 
far less abundant. Open space surrounding epidote is sometimes partially filled with minor 
wairakite and/or prehnite, quartz, or rare calcite, so these phases are later than epidote and adularia 
(Figure 9).  

 
Figure 9. Veins with open space (V).  A) SPEC-5 1896m – Euhedral epidote with minor quartz from open vein; 

B) SPEC-7 1871m – Hm-EpQtz vug filling w/ minor open space. C) SPEC-9 2390m – Two generations 
of Ep 
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2.3 Structural Controls 

There was a scarcity of evidence for fault intersections in the rock cuttings. Petrographic analysis 
also showed rare indications of faulting, except in SPEC-2 where samples from 2350mMD, 
showed signs of phyllic alteration. The presence of this alteration within the propylitic zone may 
indicate a fault zone that acted as a conduit for the hydrothermal fluid (Stimac, 2021). This fault 
zone may be related to the Makiling Radial Fault or Makiling Arcuate Fault or both. Macroscopic 
analysis of samples from SPEC-1 taken from  2000m to 2320m showed presence of microfractures 
and slickensides which can be attributed to Olilia North Fault (Premier Geo-Exel, Inc., 2021).  

The limited petrographic and macroscopic data led to the use of drilling data as the primary basis 
for inferring the fault intersections. PWD trends, bit walking incidents, and drilling breaks were 
closely monitored and crosschecked with the anticipated fault intersection. The intersection of 
wells to Olilia North and Bulalo II Fault is the primary focus of the discussion.  

SPEC-1 and SPEC-7 both intersected successfully Olilia North Fault (Figure 10). No major 
drilling problems related to the fault intersection were observed. In SPEC-1, the anticipated 
intersection was between 2150mMD and 2270mMD/1795mBSL and 1910mBSL. By 2300mMD 
or ~1940mBSL, there was a slight decrease in Equivalent Circulating Density (ECD) and Annular 
Pressure (AP), which likely suggested that a permeable zone has been encountered. Furthermore, 
a drilling break was experienced at ~2320m/1970mBSL without a lithologic change that can cause 
the sudden increase in ROP. Persistent drop in well inclination despite attempt for correction was 
also correlated to the intersection of the well with Olilia North Fault zone (Figure 11).  

 
Figure 10. Map view showing intersection of SPEC-1 and SPEC-7 with Olilia North Fault. 
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Figure 11. Cross section showing intersection of SPEC-1 with Olilia North Fault. SPEC-1 is in true view. 

The drilling break and bit walking in SPEC-7 was also attributed to the well’s intersection with 
Olilia North Fault. The well was anticipated to intersect Olilia North Fault at 
~2970mMD/2530mBSL. At 3090mMD/2640mBSL, a drilling break similar to SPEC-1 was 
encountered. Moreover, the hole started to drift to the left, accompanied by a continuous drop in 
inclination (Figure 12). That being said, since total loss circulation (TLC) was experienced in this 
interval, there is still that uncertainty as to whether a change in lithology was encountered at this 
depth and was influencing the behavior of the bit while drilling.   
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Figure 12. Cross section showing intersection of SPEC-7 with Olilia North Fault. SPEC-7 is in true view. 

 

All three (3) wells directed towards the SE sector were able to intersect Bulalo II Fault (Figure 
13). The prognosticated intersection of SPEC-6 with Bulalo II Fault was ~3050mMD/2560mBSL. 
During drilling, the inferred fault intersection was at 3010m. The bases for the interpretation were 
the drilling breaks, partial loss circulation and presence of epidote, quartz, and calcite veins 
(Premier Geo Exel, Inc, 2022). Meanwhile, right-hand drift was experienced in SPEC-8 while 
drilling at ~2700mMD/2320mBSL (Premier Geo-Exel Inc., 2022). The well’s anticipated 
intersection with Bulalo II Fault was ~2790mMD/2400mBSL. Alike SPEC-7, TLC was 
encountered during the drilling of the deep reservoir and so the presence of lithologic changes that 

1396



Estrella, Stimac and Sunio 

could contribute to the bit behavior could not be verified. The final well, SPEC-9, was planned to 
intersect Bulalo II Fault as shallow as 3040mMD/2670mBSL and as deep as 
3440mMD/3010mBSL. The right-hand drift noted in SPEC-8 was also seen in SPEC-9 (Premier 
Geo-Exel Inc., 2022). However, unlike in the previous two (2) wells where there was a relatively 
minimal difference in the actual versus the anticipated, the onset of the right-hand drift, which is 
consequently the onset of Bulalo II fault, was significantly shallower at ~2560mMD/2220mBSL. 
No change in lithology was observed based on the cuttings. Rare drusy epidote, which is suggestive 
of open fractures, was also detected in the collected samples.  

 

 
Figure 13. Map view showing SPEC wells that targeted Bulalo II Fault. 

 

2.4 Correlation with Completion Test Results  

Completion testing was performed in all SPEC wells after the setting of the perforated liner. About 
4.8m3/min of water was injected for 2 hours. During the injection, a Pressure-Temperature-Spinner 
(PTS) survey was performed. The permeable zones were then identified from the PTS data.  

The permeable zones were plotted against the GR logs (Figure 14). Some wells seemed to show 
a correlation between the high GR and the loss zones. Some zones are located at the contact 
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between the high and low GR. Such was observed in SPEC-1, SPEC-2 and SPEC-7. This 
observation appeared to confirm that deep intrusions influence the permeability in the deep 
considerably. In the SE, most of the loss zones are concentrated within the high GR interval.  

 
Figure 14. Comparison between the GR log of SPEC wells and permeable zones based on completion test. 

One caveat of the observation is that there is still a need to examine further the relationship between 
the fault targets and the permeable zones as well as the relationship between silicic units and fault 
targets. For instance, the silicic tuff interval in the SE coincided with the inferred fault zone of 
Bulalo II Fault (Figure 15). This complexity makes it harder to determine which has a greater 
impact.  
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Figure 15. Cross section showing intersection of SE wells with Bulalo II Fault and intersection with high GR 

layer interpreted as silicic tuff.  

2.4.1 Monte Carlo Analysis  

The analysis of spatial point pattern is often difficult to assess using traditional techniques. Because 
of this limitation, Monte Carlo Simulations are often used to assess the uniqueness of the pattern 
observed against the complete spatial randomness assumption. Under the complete spatial 
randomness assumption, the probability of having a permeable zone over the entire production 
section is randomly distributed. Hence, the rate of occurrence of a loss zone coinciding a silicic 
unit or a non-silicic unit should be the same. This is the working assumption for the statistical test. 
Permeable zones were randomly generated by drawing from a uniform distribution. The observed 
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pattern can then be compared against the distribution of the number of permeable zones coincident 
with silicic units from the Monte Carlo Simulation.  

In 2023, Malilay and Guidote applied the Monte Carlo approach in determining the effectiveness 
of the deep silicic units targeting strategy. GR data sets, loss zones based on completion test, and 
conceptual understanding of the reservoir were used in the analysis.  

Two scenarios were considered for the evaluation. The first scenario is that loss zones are entirely 
associated with the intrinsic permeability of the high GR interval. The other one is that the contact 
between the high and low GR is causing enhanced permeability near the high GR. A damage zone 
of +/-30m was assumed.   

The commonly used significance level ranges from 0.05 to 0.1. For this study, the significance 
level was relaxed to 0.15. Under this significance level, the hypothesis that there is randomness to 
the occurrence of permeable zone within the silicic unit and non-silicic unit can be rejected (Table 
1). It is likely that there is a relationship between the tuff layer in the SE sector and the permeable 
zones. Another interesting outcome of this simulation is evidence for effectiveness of contact 
permeability as target in the NW Bulalo, as observed in SPEC-4. If the 30m buffer will not be 
imposed, the correlation remains to be weak.  

Table 1. Result of the Monte Carlo simulation. Significant findings are highlighted in green. 

 

3. Discussion 
3.1 Deep Reservoir Paragenesis 

Vein paragenesis of the deep reservoir samples is relatively simple and dominated by one or more 
early episodes of epidote ± adularia ± quartz ± amphibole.  Samples below about 2530mMD tend 
to have this paragenesis with rare addition of garnet or wairakite. At slightly shallower levels, from 
1830 to 2530 mMD, the more typical propylitic alteration, again dominated by epidote and quartz 
persists, but there is also some evidence of cooling and ingress of cooler fluid that has led to 
infilling of some fractures with prehnite, wairakite, and anhydrite, and more rarely calcite, 
reducing system permeability and temperature. We cannot exclude the possibility that some of this 
late mineral deposition has occurred during the more than 40 years of system exploitation. 

3.2 Controls on Reservoir Upflow 

The Bulalo geothermal system is characterized by broadly distributed alteration related to episodes 
of shallow igneous intrusion and hydrothermal fluid circulation (Clemente and Abrigo, 1993; 
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Golla et al., 2001; Vicedo et al., 2006; Stimac et al., 2006). It is considered that the young andesitic 
to dacitic domes present on the margins of the Mt Makiling edifice are surface manifestations of 
this late intrusion (Clemente and Abrigo, 1993; Vicedo et al., 2008). Seven silicic domes are 
present near the western and southeastern flanks of Mt. Makiling Volcano were sampled by Vogel 
et al. (2006) including the Bulalo and Olilia domes near the site of the Mak-Ban geothermal field. 
The domes contain plagioclase, hornblende and orthopyroxene phenocrysts in the order of 
decreasing abundance, along with some accessory phases include FeTiOs (magnetite, ilmenite), 
zircon and apatite.  

Drilling data has revealed that continuous hornblende dacite lavas similar to the Bulalo and Olilia 
Dacite compositions underlie at least 10 km2 on the southeast flank of Mt. Makiling with a 
thickness varying from about 30 to about 200 m. These units are buried by alluvium and younger 
pyroclastic deposits from the active Taal volcano, but their extent indicates a significant young 
silicic magma flux in the area.   
40Ar/39Ar ages were determined for samples from five domes (Mt. Bijang, Calamba, Tanauan Hill, 
Olila and Mt. Bulalo domes) in the Mak-Ban area by Vogel et al. (2006). The Bulalo dome was 
dated at 15 ± 7 ka, whereas the Olilia dome was dated at 11 ± 8 ka (see Vogel et al., 2006, Table 
5). They described that multiple splits with 6 to 8 heating steps were used to construct the age 
spectra for these young samples. The nearby Bijang and Tanauan Hill domes are older (66 ± 14 ka 
& 43 ± 17 ka, respectively). The Olilia and Bulalo domes are clearly young enough to be associated 
with the system upflow heat source at depth. Nearly unaltered intrusives with the same phenocryst 
assemblage as the domes are consistent with this. 

3.2.1 Adularia growth, plagioclase dissolution, and microporosity 

Adularia is most commonly found in regions of hot geothermal upflow and/or regions of boiling 
(Browne, 1978). For example at Los Azufres it is characteristic of the higher temperature alteration 
(Adularia-quartz-prehnite-epidote at >260°C; Izquierdo & Arellano, 1998). At Reykjanes 
(Iceland) it is most abundant at depths of <1 km in the upflow but occurs to depths of over 2 km 
(Libby & Williams-Jones, 2016). They found that adularia is commonly found near the margins 
of veins with quartz, chlorite and/or epidote. They attributed this to “initial (and temporally 
limited) supersaturation of adularia upon fracture opening, and the resulting local flashing and pH 
increase.” Similarly, adularia is commonly associated with early epidote in the hotter and deeper 
SW Muara Laboh (Indonesia) geothermal reservoir where current temperatures are 260-275°C 
(Stimac et al., 2019). 

The central Bulalo reservoir is well established as the main upflow zone of the system (Clemente 
and Abrigo, 1993; Golla et al., 2001). The prevalence of epidote and adularia-rich propylitic 
alteration and the near absence of calcite is consistent with this. Open space textures indicate that 
regions of hot upflow have been maintained by dissolution of plagioclase and other minerals, 
creating vuggy open space in and around major fractures. In particular, the more calcic cores of 
plagioclase phenocrysts are susceptible to dissolution and replacement by albite and adularia 
formed from ascending fluid rich in Na+ and K+. Indeed, these feldspar reactions are the basis for 
the Na-K and Na-K-Ca geothermometers. 

In some deep Bulalo permeable zones, vuggy intergrowths of euhedral to subhedral epidote-
adularia ± albite host significant microporosity (Figure 16). In fact based on textural observations 
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in numerous intrusion-related geothermal reservoirs, this appears to be one of the main sources of 
secondary porosity in their deeper and hotter parts (Stimac et al., this volume). Dissolution of 
calcic plagioclase is consistent with studies of bulk rock composition and mineralogy of the 
Reykjanes upflow that show Ca+2 was preferentially removed from the upflow zone, and, along 
with other soluble components, redeposited at shallower levels (Libbey and Williams-Jones, 2015, 
2016). 

 
Figure 16. Indicators of deep permeability. SPEC-2 2560m – A) Fn gr porphyritic intrusive with plagioclase 

(Plag) showing extensive dissolution and conversion to albite and secondary porosity. B) SPEC-2 3231m 
– Intergrowth of Ep-Ad-Ab w/abundant open space typical of upflow zones. Two generations of epidote 
are evident early coarse grained aggregates (Ep1) and later euhedral needles (Ep2) growing in open space 
(V). C) SPEC-9 2560m – Epidote veins and replacement of andesite lava with partially dissolved plag 
phenocrysts. 
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3.3 Implication for the Next Drilling Campaign  
Initial insight from the 2021-2022 SPEC drilling was that significant permeability could still be 
tapped in the deep reservoir, albeit not as striking as the shallow reservoir. The results from the 
petrographic analysis and Monte Carlo simulation highlighted the good permeability in the deep 
SE Bulalo, followed by the deep NW sector. This increased the favorability of the two sectors as 
targets for the next drilling campaign. Drilling into the SE region will also result in a deeper 
understanding of the extent of the silicic tuff layer. A more robust geologic model, which is also 
advantageous for well targeting, can be generated. Same can be said by drilling into the NW 
section. By getting additional information on the occurrence of the intrusions that can be used to 
update the geologic model, the probability of hitting them during drilling is likely to increase.  

There is also a good opportunity during the next campaign to determine the influence of structures 
to deep reservoir permeability. For example, knowing the occurrence of the tuff layer in the SE 
Bulalo, a well targeting the Bulalo II fault at a relatively shallower portion can be proposed to 
distinguish the impact of intersecting the fault from the effect of intersecting the silicic tuff unit. 
Another option is to plan a well relatively distant from the fault. This will also help in assessing 
whether the fault contributes substantial permeability. 

The evidence of permeability near the TD, both noted in SE and NW, makes a good justification 
to propose even deeper wells. This approach has been successfully adopted in the upflow zones of 
other mature fields like Salak, Indonesia. If proven to be a viable option for the next Mak-Ban 
campaign, considerations such as bigger casing sizes and higher wellhead rating should be studied. 
This will increase the chance of reaching deeper regions and ensure the safe flowing of the wells.  

4. Summary and Recommendation 
GR logging is a reliable and cost-effective approach for subsurface characterization and may be 
more useful if applied during drilling for decision making. GR results were validated by 
petrographic evaluation which provided a textural context to determine rock types and alteration 
paragenesis. Petrography of the selected samples suggested that the high GR in the NW and Central 
Bulalo are most likely related to silicic intrusions while the high GR intervals in the SE Bulalo are 
associated to silicic tuff. This is the first time this tuff unit in the deep was observed. This is a key 
finding since the tuff unit in the SE was considered as a good permeability target in the Monte 
Carlo simulation. Modeling efforts are already underway in preparation for the updating of the 
conceptual model and for the next drilling campaign. 

One caveat of the Monte Carlo simulation was the use of loss zones based on completion testing. 
Comparison between the permeable zones from completion tests and flowing PTS logs show that 
not all permeable zones observed during injection translate to productive zones. To check whether 
targeting the silicic units will increase the probability of encountering producing zones, it is 
recommended that flowing PTS data should be integrated with other data.  

Once the flowing PTS is available, it is also imperative that the fault performance be reviewed. 
This will help in determining whether faults with better than average permeability are validated as 
good targets for the next drilling campaign.  

Finally, the behavior of the production wells must be strictly monitored for indications of shallow 
recharge encroachment. This will confirm whether the objective of the deep casing and deep 
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drilling strategy is achieved. Otherwise, major adjustments in the next drilling campaign must be 
carried out.   
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ABSTRACT 

Three-dimensional (3D) geologic and temperature models have been developed for the onshore 
U.S. Gulf Coast. The results from these models identify areas of moderate- to high-temperature 
(90°-150°C and >150°C; respectively) geothermal resources at depths <6 km. This modeling study 
addresses the fundamental challenge of predicting where opportune temperature and lithology 
coincide. Unlike traditional geothermal systems with surface expressions of hydrothermal 
circulation (e.g., hot springs, fumaroles, sinter), sedimentary geothermal systems (SGS) are 
generally hidden.  Historically, simplified efforts to predict subsurface temperatures in 
sedimentary basins have focused on linear temperature extrapolation that does not consider the 
variable thermal properties of different lithologies or lithologic changes with depth (e.g., 
compaction, lithification). Therefore, the need to understand basin architecture and predict 
temperatures in 3D within SGS is paramount to identifying geothermal resources and determining 
economic feasibility. Basin modeling software has long been used to characterize the subsurface 
conditions of sedimentary basins, including temperature, in the pursuit of finding hydrocarbons. 
This tool can also be adapted to evaluate the potential of geothermal resources in a sedimentary 
basin by predicting the confluence of desirable temperatures and reservoir lithologies. In this work, 
PetroMod basin modeling software was used to create a regional geologic model of the onshore 
U.S. Gulf Coast, covering over 500,000 km2 calibrated to temperature data from wells. Inputs 
include structural surfaces from commercial databases, lithology information derived from 
published literature, and corrected bottom-hole temperatures (BHT) from over 6,000 wells. The 
resulting 3D geologic model can be used to predict temperatures throughout the basin. Maps were 
exported showing the depth, depositional unit, and reservoir lithology at which temperatures of 
90°C and 150°C were reached, revealing over 400,000 km2 of moderate- to high-temperature 
resources at depths <6 km. These maps function as a first-order screening tool to identify areas 
where low-, moderate-, or high-grade resource potential may exist, based on temperature and if 
optimal reservoir lithologies or depositional units of interest are present. Depending on the success 
criteria of a project, the same maps can be exported for any isotherm or incorporate other 
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subsurface properties. The methodology employed in this work can be applied in any sedimentary 
basin with available subsurface data. Further calibration incorporating other data, including 
pressure and porosity, can expand the utility of basin modeling for geothermal evaluations. Basin 
modeling is a powerful but underutilized tool for identifying prospective geothermal resources in 
sedimentary basins. 

1. Introduction  
Basin modeling provides a numerical representation of the geologic history of a sedimentary basin, 
including tectonic and depositional processes. Geoscientists use basin modeling to better 
understand the formation and evolution of sedimentary basins and to predict the characteristics 
and distribution of sedimentary rocks within them.  Basin models have long been used as a 
screening tool in the search for hydrocarbons where the thermal history of a basin is a key factor 
in determining if a resource is economic.  Basin modeling can also be applied to exploration for 
sedimentary geothermal systems (SGS) by predicting where high temperatures and potential 
reservoirs may be present within economic drilling depths in a sedimentary basin.  A simplified 
temperature prediction for detecting SGS by linearly extrapolating a temperature gradient from the 
shallow subsurface does not account for lithologic changes with depth which affect heat flow. 
Moreover, this simplified approach may not detect hidden geothermal systems. Hidden systems 
are geothermal resources that lack obvious manifestations at the surface, such as hot springs or a 
high measured heat flow, making their identification more difficult despite containing substantial 
geothermal resource potential. SGS sometimes occur in areas of low permeability, where hot 
geothermal fluids are trapped in subsurface reservoirs and cannot reach the surface.  The integrated 
nature of sedimentary basin modeling, combining the structural, stratigraphic, and thermal history 
of a basin into a predictive temperature model, provides a promising tool for the exploration of 
hidden geothermal systems in sedimentary basins. For this study, a regional basin model over the 
onshore Gulf Coast basin was created using structural surfaces, maps of depositional 
environments, and corrected bottom-hole temperature (BHT) values to screen for SGS over this 
region (Figure 1). 

2. Methodology  
Models representing sedimentary basins typically include at least three main components: a 
structural framework, a stratigraphic model, and thermal history. The structural framework 
represents the basin’s subsurface structure which may include faults, folds, and other 
deformational features. Detailed basin models may calculate the migration of fluids along faults 
and quantify accumulations within hydrocarbon traps. A stratigraphic model details the 
composition and arrangement of sedimentary strata within the basin. It describes the depositional 
environments across the basin through time and determines what compaction rates and conductive 
properties are used in calculations for the lithology assigned to cells throughout the model. The 
thermal history describes the burial history of sediments and the resulting temperature changes. 
The history of temperatures in the basins is critical for determining the thermal stress on strata 
through time and the resulting effects on reservoir quality, hydrocarbon source rock maturity, and 
present reservoir temperature. A thermal history may be calibrated with data such as BHT values 
and thermal maturity indicators, including organic maceral fluorescence, programmed pyrolysis, 
or biomarker parameters (Curiale and Curtis, 2016). 
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In this study, a simple three-dimensional (3D) sedimentary basin model of the onshore Gulf Coast 
was built in PetroMod 3D software from the metamorphic basement to the present-day ground 
level. The sedimentary fill of the Gulf Coast basin was divided into informal, genetically related 
units of major depositional episodes (Figure 1A). To construct the structural framework, surfaces 
created from IHS Markit (2022) well data were used to constrain the thickness and age of the 
depositional units. For a depositional model, paleogeographic maps at each time step were sourced 
from literature (Ambrose, 2017; Cicero and Steinhoff, 2013; Enomoto et al. 2012; Galloway, 2008; 
Hull and Loucks, 2010; Pearson, 2011; Salvador, 1991) to estimate lithologies and the thermal 
properties of each layer (Figure 1B). These paleogeographic maps from multiple sources were 
compared and standardized so that the same lithologies could be consistently assigned to each 
depositional environment through time. Finally, the model was calibrated to >6,000 corrected 
(BHT) values (Kinney and Pearson, 2016; Waples et al., 2004). 

 
Figure 1: A – a stratigraphic chart showing the age of the depositional units used in the model (modified after 

Cohen et al., 2013 and Sneddon and Galloway 2019). Empty time between depositional units signifies 
erosion or non-deposition in the basin. B – examples of the lithology inputs used for some of the 
depositional units. 

To generate additional temperature data for more robust calibration, additional BHT values for 
wells without parameters necessary to use the Waples correction approach (Waples et al., 2004) 
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were corrected using a correlation based on the dataset compiled by Kinney and Pearson (2016). 
A cross plot of uncorrected and Waples corrected BHT values showed a mostly linear relationship 
with little scatter (Figure 2). The slope of a line fit through these data (forced through the origin) 
was 1.2, indicating that corrected BHTs are ~20% higher than those reported across the onshore 
Gulf Coast (Birdwell et al., 2022). This result was unexpected, and the limited availability of more 
reliable subsurface temperature data (e.g., temperature logs, drill stem tests, etc.) made it difficult 
to test the validity of this simple correlation-based correction. We propose caution and do not 
endorse the general adoption of this approach. Therefore, although many more BHT measurements 
are available, for this model, only Waples corrected BHTs were used for calibration. 

 
Figure 2: Comparison of uncorrected bottom-hole temperatures to Waples corrected temperatures (°C shown 

by red symbols and axes labels, °F shown by blue symbols and axes labels). Red and blue dashed lines 
represent linear correlations (with slope and correlation coefficients) and the solid black line represents 
parity between uncorrected and corrected temperatures. 

3. Results  

The completed product is a 3D geologic model calibrated to temperature from which many 
possible maps can be extracted depending on the criteria desired for SGS screening. Isotherm maps 
at 90°C (Figure 3), and 150°C (Figure 4) were exported to illustrate where each depositional unit 
intersects those isotherms which are commonly used for evaluating moderate- (90-150°C) and 
high-temperature (>150°C) sedimentary geothermal resources. These maps indicate that over 
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400,000 km2 of the model area in the Gulf Coast contains a potential moderate- to high-temperature 
geothermal resource at an approachable target depth of less than 6 km. These potential geothermal 
resources can be considered hidden systems given the general lack of surface expressions of 
hydrothermal circulation in the Gulf Coast. 

 

Figure 3: Map of depositional units intersecting a 90°C isotherm overlain with depth to 90°C contours. 

 

 
Figure 4: Map of depositional units intersecting a 150°C isotherm overlain with depth to 150°C contours. 
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Additional detail about the lithologies at any given temperature can be determined at the 
depositional unit level (Figure 5). Using this approach, areas where potential reservoir quality 
facies are found at temperatures conducive to geothermal resource development can quickly be 
identified. This information can be combined with infrastructure data to high grade areas for 
more detailed study. Porosity and pressure are also calculated by the model, but in this study, 
these properties were not calibrated to well data. 

The utility of this model could be improved by using additional calibration data: porosity, 
pressure, and thermal maturity.  Additionally, incorporating faults and modeling fluid migration 
could also predict additional geothermal resources. Using additional calibration data and adding 
the complexity of faults and fluid migration would require considerable detailed work and is 
something appropriate for more focused modeling work over a smaller area after a prospect has 
been identified and not the regional first-order temperature screening achieved by this work.   

 
Figure 5: Lithologic map of Unit 9 overlain with 90°C and 150°C isotherms to show which lithologies are found 

at what temperature range.  Areas of high potential for reservoir quality can be high-graded as potential 
candidates for conventional geothermal projects. 

4. Conclusions 

Sedimentary basin modeling is a powerful tool for detecting potential geothermal resources in 
sedimentary basins without hydrothermal surface expressions. Maps exported from a calibrated 
model can be customized to identify potential sedimentary geothermal resources according to 
whatever screening criteria are required for which mappable data is available.  These outputs can 
also be used in conjunction with other data such as maps of existing oil and gas wells that can be 
converted to geothermal, power grid infrastructure, and heating/power demand to further screen 
for attractive targets for development. The methodology used in this work can be easily applied by 
practitioners with access to basin modeling software to model any sedimentary basin that has 
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sufficient subsurface data for producing a structural framework, stratigraphic model, and thermal 
calibration.  Further detail and calibration of other subsurface properties can be added to increase 
the resolution and utility of the model. 
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ABSTRACT  

This work presents a novel approach for inference in geothermal reservoir models that leverages 
simulation-based methods and approximate Bayesian computation (ABC) to integrate various 
types of data to constrain the model. Geothermal reservoir models are complex systems that require 
a combination of different types of data to be accurately characterized. The proposed method 
utilizes ABC to approximate the likelihood function of the model, allowing for the incorporation 
of different types of data such as temperature logs, pressure data, and geophysical surveys. This 
enables the integration of prior knowledge about the parameters of interest and the use of posterior 
distributions for uncertainty quantification. 

We demonstrate the effectiveness of this approach on both synthetic and real-world datasets, 
showing that it provides accurate parameter estimates and captures the uncertainty of the model 
parameters when constrained by different types of data. Overall, this work provides a valuable 
contribution to the field of geothermal reservoir modelling by introducing a simulation-based 
approach that can effectively integrate and utilize diverse types of data to inform decision-making 
in geothermal energy production. 

1. Introduction 
Geothermal reservoir models have been used since the 1980s to help decision-makers effectively 
manage geothermal fields (O'Sullivan et al., 2001). As computational resources have increased, so 
too has the ability to include more complexity in geothermal reservoir models. however, the 
fundamentals have remained the same. A reservoir model has a 3D domain divided into blocks 
where heat and mass conservation equations, together with Darcy's Law which describes flow 
through porous media, are solved with a simulator (O'Sullivan et al., 2001). Therefore, how much 
hot fluid is inserted at the base of the model as a hot upflow and the permeability structure 
determines where the hot fluid goes in the model domain. In recent years, through digital 
conceptual models, reservoir models have become tightly coupled to the conceptual models 
formed by geologists, geophysicists and other subsurface experts. This means structures that 
control fluid flow (such as faults and inferred alteration) are explicitly included in reservoir 
models. Therefore, the influence of these structures is inferred through the adjustment of their 
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permeability and porosity to calibrate the model to match a wide range of reservoir data. Typically 
reservoir models are solved in three stages; natural state, production history and future scenarios. 
A natural state simulation provides a starting point for the production history simulation and aims 
to represent the state of the reservoir (pressure and temperature distribution) prior to exploitation. 
A production history model represents the system from the start of production until the present 
day. Historic extraction and reinjection are imposed on the model, and transient data such as 
pressure or enthalpy changes are used to ensure the model accurately represents the transient 
response of the system. Lastly, future scenarios are simulations of the system from the present day 
until sometime in the future. These forecast models are used by decision-makers to manage the 
health of the reservoir, either by assessing sustainable production levels or testing the effect of 
different reinjection strategies.  

Typically reservoir models are just solved as a forward problem. This is because one set of 
parameters (upflows, permeabilities and porosities) makes one prediction. Traditionally this 
limitation is imposed by computational cost. Models of high-temperature geothermal reservoirs 
are computationally expensive due to the large complexity of modelling the phase change between 
liquid and gas, which is often apparent when production occurs, and the system is depressurized.  

Recent advances in both the availability of parallel computing and simulators that can exploit these 
computing resources mean that we can set up this problem in the Bayesian framework. This means 
that we can treat the unknown aspects of the model (such as upflows, permeability and porosity) 
as uncertain by considering them as a random variable sampled from a prior distribution. We can 
run a large number of forward models and by selecting only those models that agree with both 
qualitative (e.g., temperature at the base of the alteration) and quantitative (e.g., measured pressure 
and temperatures) data, we can forecast with a range of models thus capturing the uncertainty in 
future predictions.  

This paper outlines the methodology used and looks at two case studies. The first case study uses 
a synthetic simple high-temperature volcanic setting representative of a New Zealand geothermal 
field. This example uses naïve distributions of prior parameters. The second case study is a 
geothermal system where uncertainty quantification was a deliverable for a commercial project. 
In this case, a calibrated geothermal model was also delivered, and the calibration process informed 
the distributions of prior parameters. 

2. Methodology 
In this paper we apply a variation of Approximate Bayesian Computation (ABC) for the purpose 
of uncertainty quantification of geothermal reservoirs. ABC is set up in the Bayesian framework 
where parameters that are unknown are treated as uncertain and hence are characterized by a 
probability distribution (referred to as the posterior). To obtain the posterior, initially prior 
knowledge of the parameters is incorporated. This is mathematically encoded in a prior 
distribution. The modeler combines prior knowledge with measured data to obtain the posterior 
via Bayes theorem, i.e., 

 𝑝𝑝(𝑚𝑚|𝑑𝑑)  ∝ 𝑝𝑝(𝑑𝑑|𝑚𝑚)𝑝𝑝(𝑚𝑚), (1) 

where 𝑚𝑚 represents the unknown parameters, 𝑑𝑑 is the observed data, 𝑝𝑝(𝑚𝑚) is the prior density 
function, 𝑝𝑝(𝑑𝑑|𝑚𝑚) is the likelihood function which represents the probability density of the 

1416



Gravatt et al. 

observed data given the model parameters and the posterior is 𝑝𝑝(𝑚𝑚|𝑑𝑑) which is the probability 
density of the model parameters given the observed data. We only examine application of the 
methodology in the geothermal context in this paper but it can be applied to a broad range of 
problems (Garthwaite et al., 2005, Kaipio & Somersalo, 2006, Beamont et al., 2019).  

Computing the posterior for a typical geothermal model is a challenging task due to its complex 
nature. Various approaches have been utilized in the geothermal context, differing in their ability 
to accurately characterize the posterior and in their computational efficiency. These methods 
encompass the development of a Gaussian approximation to the posterior centered around the 
parameter set with the highest posterior density (i.e., the maximum-a-posteriori estimate 
(Omagbon et al., 2021)). In addition, ABC (Dekkers et al., 2022) and different variations of the 
Markov chain Monte Carlo method (Cui et al., 2011; Maclaren et al., 2020) have been employed.  

In geothermal problems it can be difficult or infeasible to directly compute the likelihood of the 
data given the model parameters, thus motivating the application of ABC based methods. ABC 
provides a way to approximate the posterior distribution by simulating data from the system using 
various parameter values and comparing the simulated results to the observed data. The idea 
behind ABC is to accept parameter values that produce simulated results that closely resemble the 
observed data according to some predefined measure of goodness of fit. By repeating this process 
for a large number of simulated sets of model results, ABC generates an approximate posterior 
distribution that can be used for inference and parameter estimation. In the standard ABC 
methodology, the various parameter values are samples from the prior distribution. However, for 
many geothermal reservoir models, (non-)convergence of simulations is highly sensitive to 
parameter values. To minimize the number of infeasibly long model runs and to avoid convergence 
issues, we propose a two-stage method. Specifically, the model is first (approximately) manually 
calibrated, and then parameters values are sampled from a Gaussian distribution centered at this 
manually calibrated set of parameters. 

The geothermal simulator used in this paper is Waiwera, which is a free open-source code 
developed at the University of Auckland in conjunction with GNS (Croucher et al, 2020). It is an 
industry standard simulator which has been extensively bench marked. For full scale dual porosity 
geothermal models it has been shown to be up to 60 times faster than TOUGH2 (O’Sullivan et al., 
2021).  

2.1 Prior parameter distributions 

Both case studies presented are volcanic, high-enthalpy geothermal systems. The first Case Study 
is a liquid-dominated geothermal system. The second is a vapor-dominated system. These systems 
are characterized by ‘rock types’, which come from the conceptual understanding of geology, 
structures and the alteration zone. In a modelling sense, a ‘rock type’ means the ability to represent 
different flow properties such as permeability (in 𝑥𝑥, 𝑦𝑦 and 𝑧𝑧) and porosity. Therefore each fault in 
each lithology is represented as a unique rock type. Whether a fault and/or lithology is in the 
alteration zone is also uniquely characterized, and rock types ‘inside the reservoir’ verse ‘outside 
the reservoir’ are differentiated. As such Case Study 1 has 102 rock types formed from 8 
lithologies, 3 faults and an alteration zone, whereas Case Study 2 has 17 lithologies, 30 faults and 
an alteration zone resulting in 1,504 unique rock types. Permeability and porosity were treated as 
uncertain, which gave 408 and 6016 parameters for Case Study 1 and 2, respectively. Correlations 
between rock types were imposed using geological principals (we refer the reader to de Beer et al., 
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2022 for more details). An example of prior distribution for permeability of a lithology and the 
effect of a fault through that lithology is shown in Figure 1.  

Mass sources in the base of the model are also characterized by uncertain parameters in liquid-
dominated systems. In Case Study 1, we define every block in the base of the model, inside the 
alteration, and on a fault, a potential upflow. A spatial correlation was imposed, which says if one 
block is sampled to have high upflow, then nearby blocks also probably have high upflow (more 
details on the parameter distributions are given in de Beer et al., 2022). With a vapor-dominated 
system, the upflow is determined by the vertical permeability (typically on fault structures). At the 
base of the model is a hot plate (constant pressure/temperature boundary condition), and therefore, 
the uncertainty of the magnitude of the upflow is accounted for by the uncertainty in the 
permeability. 

 

 
Figure 1: Example of a prior parameter distribution. Base rocktype permeabilities are shown in the bottom 

row. Fault rocktype permeabilities are considered as a multiplier (see top row) of the base permeability 
and porosity. A fault can enhance flow along and upwards but not across. 

3. Case Study 1 – Synthetic model, naïve priors 
First, we examine the uncertainty of a synthetic model that is representative of a liquid-dominated 
volcanic geothermal system in New Zealand. This model is used for teaching reservoir modelling 
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but also has been used extensively for testing research ideas (Gravatt et al., 2021; O’Sullivan et 
al., 2022; de Beer et al., 2023; O’Sullivan et al., 2023; Power et al., 2023). For a complete 
description of the model, we refer the reader to Renaud et al., 2021. We give a simple model 
schematic in Figure 2. In this case study, we selected 2000 natural state sample models, and 
conditioned on downhole temperatures and production enthalpies to constrain the selected models.  

 
Figure 2: Conceptual model for synthetic model used in Case Study 1 (left), mapped onto a numerical grid 

maintain tight coupling to geological understanding (right). 

 
Figure 3: Filtered natural state samples. 2000 sample models (shown in grey) reduced to 500 best-fit models 

(shown in red) that matched measured downhole temperatures shown by crosses. 
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Successively removing models that do not adequately match reservoir engineering data leaves 50 
samples that are run through to future forecasting. This system has six wells, five production and 
one reinjection. To start we select the 500 samples that best match a stable downhole temperature 
for each well, most representative of the natural state condition of the system. This is shown in 
Figure 3 for wells 1-5, where the data is shown as crosses. All samples are shown in grey and 
filtered samples are shown in red. From here, the 500 models were run through a production history 
simulation, where fixed mass was extracted from the five production wells. The sample models 
that could not maintain the fixed mass due to their feed zone pressure falling too low were 
removed. The remaining 200 samples were conditioned on transient enthalpy data (shown in 
Figure 4), and the 50 models that matched the enthalpy data the best were used for forecasting. 
Note that the temperature in Well-4 is overestimated by the samples. This could be corrected by 
increasing the weighting of the data points in Well-4.    

 

 
Figure 4: Enthalpy data used to filter production models (shown as crosses). The 200 samples that remained 

after downhole temperature and pressure filtering are shown in grey and filtered samples that best 
matched enthalpy data are shown in red. 
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Figure 5: Production mass flow and power output from two scenarios. Scenario 1 is a run-down case where 

existing wells are switched to deliverability. Scenario 2 has two make-up wells brought online in 2020. 
Both scenarios start from 2020. 

Two forecast scenarios are shown in Figure 5. The first shown in blue is a run-down case where 
existing wells were put on deliverability. The second has two make-up wells that are brought online 
at the start of the scenario (2020). This example required no model calibration and used naïve prior 
distributions but could still give uncertain predictions while respecting available data. The caveat 
is if there were a large variety of data to filter on (such is the case with an established real 
geothermal system), the number of models required to filter down to enough models that respect 
all available data would be large. In the next section, we discuss this same methodology applied 
to a real-world model where a large amount of data is available. However, the prior distribution 
was informed by first performing model calibration. 

4. Case Study 2 – Real world model, informed priors 
The second case study shows results from a real geothermal field where expert knowledge 
regarding parameter values is encoded into the prior distributions. Results are anonymized because 
of commercial sensitivity, but the same methodology as discussed above was applied. For the 
sample models a tighter permeability distribution was first constrained by downhole temperature 
data (shown in Figure 6). The production history models were constrained by the requirement to 
sustain historic mass production and enthalpy filtering was then applied to only accept samples 
within 500 kJ/kg of the available data (shown in Figure 6). Initially, there were 5977 natural state 
models, 1191 of which were run through the production hstory. After conditioning on pressure and 
enthalpy, 61 models were available for forecasting.  

We also demonstrate that a range of model outputs or quantities derived from model outputs can 
be shown statistically. Figure 8 shows the probability of a temperature greater than 200°C and the 
probability of boiling in a cross-section through the model. These outputs can be estimated at all 
times during the model is run. Uncertainty around well targets can also be quantified.   
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Figure 6: Temperature of three wells after filtering, calibrated model shown in red, P10/P50/P90 shown as 

dashed lines. 

 
Figure 7: Enthalpy of three wells, calibrated model shown in red, P10/P90 shown as dashed lines. 
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Two forecast scenarios are shown, one demonstrates no future investment, and the other aims to 
maintain a desired power output by periodically bringing new make-up wells online. The results 
of these two scenarios is shown in Figure 9. The uncertainty (or range of possible predictions) is 
less if there is no future investment. Since production only occurs from existing wells, the sample 
models used for forecasting have already been constrained by historical enthalpy data, and so 
future steam flow is fairly well constrained. In the second case, where make-up wells are brought 
online as needed, the uncertainty is greater. This is because enthalpy of future wells is not 
constrained but subject to the conditions of the feed zones for each makeup well which will vary 
from sample to sample. Quantifying the uncertainty of the future production of the geothermal 
field give decision makers more robust tools to assess the health and the sustainability of the field.   

Figure 8: Example of model outputs and derived quantities from model outputs are available as probabilities. 
Top image shows the probability of boiling on a cross section through the model and the bottom image 
shows the probability that samples show greater than 200°C. 
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Figure 9: Forecast of production steam flow, (A) shows no future investment, (B) shows maintaining a fixed 

level of production by periodically introducing make-up wells. 

5. Conclusions 
We demonstrate the use of Approximate Bayesian Computation on two high-enthalpy geothermal 
fields for constraining the uncertainty by using both steady and transient data. However, this 
approach works equally well in any other geothermal setting (i.e. low temperature, enhanced 
geothermal, closed loop etc.). This uncertainty is based on a set of models run through natural 
state, production and future scenarios, so model output or quantity derived from model output 
(such as power produced or probability of boiling down a well target) can be analyzed with a 
distribution of outcomes. Since it is a simulation-based method, it is independent of how many 
parameters are uncertain. For the first case study, we had 424 uncertain parameters including 
permeability, porosity and upflow source terms. In the second case study, there were 6,016 
uncertain parameters.  

By constructing the posterior in this way, the parameter distributions are retained, and so 
quantification of the likelihood of energy coming into the base of the system and the influence of 
faults (as they are considered as modifiers of background permeability) can be made.  

The number of samples required to match available data can be constrained in one of two ways. In 
the second example, we constrained the prior distribution by first calibrating the geothermal model. 
We started with 5,977 models, with 61 models used for predictions after filtering. The second way 
we could reduce the number of samples run is by periodically updating the prior distribution based 
on the samples being accepted. Previous studies showed an increase from a 20% acceptance rate 
for a given sample from an initial prior to approximately 80% from one updated through 
resampling (Power et al, 2023).  

The methods demonstrated here provide a powerful pathway to support decision-makers of 
geothermal fields. By moving away from single estimates from geothermal models, we can provide 
a range of estimates that mean more robust decisions can be made around the sustainability and 
management of geothermal systems.   
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ABSTRACT  

Deep porous and permeable formations in sedimentary basins offer an attractive path to increase 
geothermal production in the US. Sedimentary geothermal basins can be defined as “thermal 
sedimentary aquifers overlain by low thermal-conductivity lithologies that contain trapped thermal 
fluid and have flow rates sufficient for production without stimulation.” Sedimentary basins 
coupled with sufficiently high-temperature formations provide an opportunity to expand the share 
of geothermal production in the energy mix. 

When exploring greenfield or brownfield geothermal project options, sedimentary basins have 
historically been disregarded due to perceived challenges with the project economics. However, 
due to changes in the energy landscape, improved technologies, government incentives, and an 
increased global focus on renewable energy, sedimentary basins now present economically viable 
options for geothermal developers. JRG Energy has recently undertaken a comprehensive study 
with a particular focus on geothermal resources contained in sedimentary basins accessed through 
new dedicated wells and retrofitting or co-production from existing oil and gas wells in the USA 
and Canada. The objective of this study was to achieve three fundamental goals: 

 Map the size and competitive landscape of geothermal in sedimentary basins market now 
and forecasted for the next ten years as defined by output of electricity. Special attention 
on USA and Canada, 

 Describe the fundamental drivers of profit potential, capitalisation requirements, barriers 
to entry through analysis of the CAPEX and OPEX requirements of current technologies, 

 Conduct a review of current policy trends and administrative requirements for geothermal 
in sedimentary basins to identify potential opportunity horizons (including technological 
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and economic elements for the repurposing of O&G wells and drilling new wells in 
sedimentary basins. 

This paper highlights the range of characteristics of four sedimentary basins in the US (Williston, 
Denver, Appalachian, and Gulf Coast basins) in terms of in terms of technical feasibility, review 
of existing infrastructure, potential geothermal end-uses. 

1. Introduction  
Geothermal energy is advantageous because of its ability to provide baseload power, heat, or both 
at a high-capacity factor. As a power source, it provides a reliable baseload and takes up little 
geographic space on the surface.  

The geothermal industry has developed differently over the last years in specific regions over the 
world due to resource quality, accessibility, market conditions, applied technologies, policies and 
regulatory frameworks, development ambitions, and implementation speed.  

Overall, the United States (US) market continues to hover just around 3.6 GW of operating 
nameplate capacity. In 2015, there was little growth in geothermal capacity due to cheap fossil fuel 
substitutes such as natural gas, and improperly designed tax incentives which favoured other 
renewables to geothermal power. Since 2015, geothermal generation continued to grow steadily 
as power purchase agreements were signed and developers brought new plants online, expanded 
existing facilities, or found ways to increase the efficiency of operating plants (National 
Renewable Energy Laboratory - NREL, 2021). 

The use of geothermal resources in this wide and diverse region shows significant differences, 
which result from distinct geography, geologic conditions, electricity markets, national/state 
policies, and enabling frameworks. Generation of electricity and direct uses are mostly developed 
in the western US and Hawaii, while the application of GHPs has been growing throughout the 
more populated areas of the US, particularly in the eastern, midwestern, and southern states (Lund 
and Toth, 2020). 

The US hosts favourable geologic conditions for high-temperature geothermal resources in the 
western US, where conditions are associated with magmatic-hosted systems and recent volcanism 
(along the Pacific Rim, Cascades, and Aleutian volcanic ranges), and with regional fault systems 
in the Basin and Range in Nevada and along the San Andreas Fault in Southern California. 
Additional lower-medium temperature resources are potentially hosted in sedimentary basins in 
southern US (including geo-pressurized systems along the Texas Gulf Coast), central US, and 
Canada (Western Canada Sedimentary Basin). 

Deep porous and permeable formations in sedimentary basins offer an attractive path to increase 
geothermal production in USA through new dedicated wells and retrofitting or co-production from 
existing oil and gas wells. Sedimentary geothermal basins are defined as “thermal sedimentary 
aquifers overlain by low thermal-conductivity lithologies that contain trapped thermal fluid and 
have flow rates sufficient for production without stimulation” (Mullane et al. 2016). Formations 
with sufficiently high temperature to produce geothermal energy provide the opportunity to expand 
the share of geothermal production in the energy mix. This is evidenced by the estimated thermal 
capacity within US sedimentary basins of 29.3 GWth (Mullane et al., 2016). Figure 1 shows the 
indicative extent of the primary sedimentary basins / O&G plays in the US and Canada. 
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Figure 1: Heat flow and primary sedimentary basins in USA and Canada (author’s rendition of Backwell, D. 

et al., 2004; Mullane et al., 2016) 

A 2012 NREL study evaluated and screened deep sedimentary basins for geothermal power, and 
estimated that the total thermal energy in place in 15 major sedimentary basins in the US is 135,000 
EJ (Porro et al., 2012). The NREL study highlights the range of characteristics of the basins 
throughout the country in terms of temperature gradient and volume of rock, and identifies the 
Williston basin as the largest estimated heat in place due to the volume of rock, noting that most 
of the temperature is below 150 °C in the basin. 

The 2013 work by Anderson builds on the 2012 NREL study by including additional western US 
basins (Anderson, 2013). This work identifies 8 basins with temperatures greater than 125 °C 
within 4 km depth and reservoir porosity greater than 10%: Denver, Fort Worth, Great Basin, Gulf 
Coast, Imperial Valley, Raton, Sacramento and Williston.  

This paper details the geothermal resources and opportunities in four sedimentary basins in the US 
selected to cover a range of urbanized areas and potential commercial and industrial applications: 
the Williston, Denver, Gulf Coast, and Appalachian basins. 
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2. Opportunities 
2.1 Developing New Geothermal Fields in Sedimentary Basins 

When exploring greenfield geothermal project options, sedimentary basins have historically been 
disregarded as they have been deemed too much of a challenge to make projects economical. 
However, there are various advantages to utilizing sedimentary basins, for example well targeting 
and drilling is arguably more straightforward in sedimentary basins, in part as they are often 
located in flat areas nearby to cities with large energy demands. In addition, experience and data 
resulting from the oil and gas exploration and production in sedimentary basins can be leveraged 
for geothermal resource estimation, in particular formation characteristics and temperature. 
Moreover, drilling and reservoir fracturing techniques in these types of formations are proven 
technologies.  

There are, however, difficulties to overcome including the fact that geothermal gradients are 
generally lower in these geological provinces and thus wells need to be drilled deeper to reach 
high temperatures (Porro and Augustine, 2012). Also, high permeability (one of the key variables 
required for a sustainable geothermal well) is one of the characteristics of sedimentary basins that 
is not as well documented from oil and gas exploration. The levels of permeability required for 
effective geothermal are towards the upper end of the range found in sedimentary basins so 
locating these highly permeable basins will be key to unlocking the market opportunities. 

The NREL suggests these barriers mean that the threshold characteristics of sedimentary basins 
required to make geothermal projects economically viable make the feasibility of these projects a 
slightly controversial topic (Robins et al., 2021). Various studies have been undertaken to 
understand the requirements, with one concluding that to generate electricity at a Levelized Cost 
of Electricity (LCOE) of less than $0.10/kWh, the reservoir would need a heat flow greater than 
80 mW/m2, reservoir temperatures greater than 175°C, and well depths 3 to 4 km deep (Allis et 
al., 2013). 

These challenges have been difficult to overcome in the past, but with demonstrable and reliable 
technology developments that are entering the market, sedimentary basin geothermal projects are 
increasingly more feasible. Developments in drilling and bit technologies are set to reduce the 
capital costs and therefore the threshold characteristics required of sedimentary basins for an 
economically viable project. By utilizing new EGS development processes, this will also increase 
the number of locations that are suitable for development therefore expanding the resource 
opportunity.  
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Figure 2: Examples of sedimentary basins in USA, where reported heat flows are greater than 80 mW/m2 and 

temperatures greater than 150 °C. US areas presented per electricity power grid: Alaska (top-left), 
Western Interconnect (bottom-left), Eastern Interconnect (top-right) and Texas Interconnect (bottom-
right) - (author’s rendition, NREL, 2022). 

 

2.2 Opportunities for Co-production and Converting O&G Wells 

Oil and gas (O&G) extraction frequently results in the production of warm and even hot water at 
volumes and temperatures that vary depending on the geologic formation, well depth, well age, 
and other variables. Wells in depleting oil and gas reservoirs may make attractive candidates for 
geothermal co-production or conversion since the ratio of produced water to hydrocarbons 
frequently rises with time.  

With O&G wells, geothermal energy can be generated in two different ways:  

1. Conversion: the wells can be used exclusively for geothermal energy production taking 
advantage of new technologies that allow utilization of geothermal resources for electric 
power generation that are cooler than systems previously targeted for conventional power 
projects that required moderate to high temperature reservoirs.  

2. Co-production: the wells can concurrently produce heat and hydrocarbons. Co-production 
can be defined as extracting the heat from the water produced as a by-product during the 
extraction of oil and gas resources. The feasibility of this scenario has been demonstrated 

1431



Joubert et al. 

at Teapot Dome in Wyoming (Anderson et al. 2009) also called the Rocky Mountain 
Oilfield Testing Centre (RMOTC) but hasn’t had much traction in the industry until 
recently due to new technology developments that can optimise the power production at 
these sites. Transitional Energy is a great example in Colorado of a successful co-
production scenario (Think GeoEnergy, 2022). 

Repurposing existing wells in both situations would reduce the costly drilling expenses for new 
wells and increase public acceptability of industrial surface installations (MEET 2020, 
https://www.meet-h2020.com/). The Energy Act of 2020 permits non-competitive geothermal 
leases to co-produce out of oil and gas wells that are administered and approved by the federal 
government in order to enable these uses. 

 
Figure 3: Indicative extent of oil and natural gas fields in NA and inactive wells (author’s rendition, data: Grove 

and Merrill, 2022) 

 

3. Case Studies – 4 Specific Examples in US Sedimentary Basins 
The US has significant potential to expand geothermal electricity and direct use by harnessing 
large geothermal resources contained in sedimentary basins. While the resource in these basins 
can be challenging to tap, for any project to be commercially viable, key attention should be paid 
to areas that contain both resource promise and commercial potential. The sections below contain 
examples of sedimentary basins, potential attributes, and recommendations of each. These four 
sedimentary basins were selected to cover a range of urbanized areas and potential commercial 
and industrial applications. 

3.1 Williston Basin  

The Williston Basin extends over North and South Dakota, and Montana in the US and into 
Saskatchewan and Manitoba provinces in Canada. It is a sizable basin totaling around 400,000 
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km2. The basin's deepest point is located near Williston, North Dakota, where the Precambrian 
surface lies more than 4,800 m below the surface (North Dakota Geologic Survey). 

The mapped temperatures 2,500 m deep as shown by NREL datasets are displayed in Figure 4. 
While the map suggests a potential resource of 75 °C across most of the US Williston Basin, 
temperatures up to 125 °C are expected along the main structural features located in western North 
Dakota. Numerous O&G wells have been reported as abandoned or orphaned in this area, which 
could be re-purposed. A recent pilot conversion project demonstrated the potential for successful 
crossover between geothermal and O&G industries (Gosnold et al., 2017, 2019).  

The density of the transmission lines across the northern states (Figure 4) suggests that some 
dwellings or communities may benefit from geothermal power plants or combined heat and power 
(CHP) systems. Industry-wise, agriculture and O&G are the two predominant sectors. While 
geothermal power generation could be considered to offset the power consumption of O&G 
extraction sites, coal production, or refining processes, cascading systems using low temperatures 
could be developed for greenhouse heating and cooling.  

 

Figure 4: Williston Basin – geothermal potential and opportunities for applications (author’s rendition, NREL, 
2022, Grove et al. 2022). 

 

3.2 Appalachian Basin  

The Appalachian Basin extends across a portion of Maryland, Kentucky, and Tennessee and 
stretches from upstate New York through Pennsylvania, Ohio, and West Virginia.  

While temperatures in the Appalachian Basin are not expected to exceed 100 °C at 2,500 m depth 
(Figure 5) and may not be favorable for power production projects, the low-grade resource could 
be exploited using ground source heat pump (GSHP) systems or for direct use applications.  
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To date, the use of the geothermal resources across the Appalachian Basin appears to be limited to 
leisure activities in New York (Lebanon Hot Springs, Saratoga Springs) and West Virginia 
(Berkeley Springs, White Sulphur Springs), and ground source heat pumps in urbanized areas. 
(Lund J.W. et al., 2019). The largest geothermal system in New York City is currently under 
construction and counts 153 geothermal wells 150 m deep to provide heating and cooling to a two-
tower residential complex (Think GeoEnergy, 2022).  

An increasing number of municipalities and businesses across the Appalachian Basin are turning 
towards the geothermal resources to offset energy consumption and explore potential applications. 
The University of Ohio is looking at ways to repurpose abandoned mines (Energy News Network, 
2021), the Oberlin campus is planning to convert to geothermal energy (Oberlin College, 2021), 
and the University of West Virginia has drilled 4,800 m to explore the geothermal potential for 
heating purposes beneath the university (Think GeoEnergy, 2021). 

The main industries in the Tri-State regions and New York State include manufacturing, food 
processing, mining, lumber, business services and agriculture. All these sectors could benefit from 
geothermal developments for applications such as hot water needs (domestic and commercial), 
space heating and cooling (greenhouses and buildings), industrial processes for dairy, wood, or 
pharmaceutical products. 

The Tri-State region, which consists of West Virginia, Pennsylvania, and Ohio, is the primary 
active region for oil and natural gas production. The Utica, Marcellus, and Upper Devonian shale 
are found here and are primarily produced. With an average vertical depth of 2,400 m in Ohio, the 
Utica shale is the deepest of them all. The logistics of trucking, road management, the installation 
of well pads, the effects of the weather, and finally, the price of gas are just a few of the challenges 
that exist inside the basin. (Basics of Appalachian Basin, Oilfield Basics). 

 

Figure 5: Appalachian Basin – geothermal potential and opportunities for applications (author’s rendition, 
NREL, 2022, Grove et al. 2022). 
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3.3. Gulf Coast Basin  

The Gulf Coast Basin spans states bordering the northern coast of the Gulf of Mexico (including 
Texas, Louisiana, Arkansas, Mississippi, Alabama, and Florida). The basin extends northwards to 
Arkansas and Tennessee as shown in Figure 6. This southern USA region is well urbanized and 
counts large cities such as Memphis, Houston, San Antonio, Baton Rouge, and New Orleans.  

The US on-shore Gulf Coast Basin is one of the most prolific oil and gas producing provinces in 
US with many fields having already been exploited via secondary or tertiary enhanced recovery 
methods. The Gulf of Mexico basin stretches onshore beneath the coastal plains of Mexico and the 
USA and comprises strata beneath the current Gulf of Mexico. Fluvial systems that drain the 
historic Mississippi River system and smaller river systems that drain the Rocky, Ouachita, and 
Appalachian Mountain ranges are the main sources of sediment (AAPG). 

Temperatures from 75 to 100 °C are anticipated at 2,500 m depth through the basin as illustrated 
in Figure 6 (NREL, 2022). The Texan extent of the Gulf Coast Basin may yield resources up to 
125 °C. The use of geothermal resources for direct-use applications is limited across the Gulf Coast 
Basin. Hot water is used in Arkansas and Texas for leisure activities (i.e., resorts and pools). A 
Texan high school in Cotulla and hospital in Marin appear to be the largest users for space heating 
and heat, respectively (Lund J.W. et al., 2019). About 150 GHPs have been installed in military 
housing units in Louisiana in 2019 (Bebeez News, 2022). The U.S. Army has shown interest in 
developing geothermal projects for military purposes.  

Other large industries in the Gulf Coast Basin include leisure activities, business services, 
manufacturing, O&G, agriculture, and aquaculture. All these sectors could benefit from further 
geothermal development in the basin to supply commercial and domestic water needs, heating, 
and cooling or to offset the energy consumption via smaller binary plants. The electric transmission 
network presented in Figure 6 suggests a well-spread and dense grid throughout these states. 
Although there may not be a critical need to provide electricity in off-grid areas, there may be 
opportunities to develop geothermal power plants to reduce the portion of electricity produced 
from coal (in Texas), natural gas (in Louisiana) and nuclear reactor (Mississippi). 
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Figure 6: Gulf Coast Basin – geothermal potential and opportunities for applications (author’s rendition, 

NREL, 2022, Grove et al. 2022).. 

 

3.4. Denver Basin  

The Denver-Julesburg Basin, commonly referred to as the DJ Basin, extends on the eastern side 
of the front range uplift forming the Rocky Mountains in central USA. The sedimentary basin 
covers parts of South Dakota, Nebraska, Wyoming, Colorado, and Kansas, and is up to 3,900 m 
thick near Denver. The NREL geothermal prospector (NREL, 2022) indicates temperatures 
between 75 and 100 °C at 2,500 m depth across most of the basin. Temperatures up to 125 °C are 
mapped in the Denver / Greeley area (Figure 7).  

The largest municipalities are developed on the western margin of the basin where Denver, 
Colorado Springs, and Cheyenne are located. While a few geothermal direct use applications are 
documented in Wyoming, Colorado, Nebraska, and South Dakota (Lund J.W. et al., 2019), only a 
couple are developed within the DJ Basin: two snow melting systems are installed in Laramie and 
Cheyenne (Wyoming) to keep the bridges ice free. Applications in the wider area include resorts, 
aquaculture and space, greenhouses, and district heating. Like the Williston Basin, the density of 
the transmission lines across these states suggests that some dwellings or communities may benefit 
from geothermal power plants or CHP systems.  

The main industry in the area is O&G production. Northeast Colorado and southeast Wyoming are 
home to the Niobrara-DJ Basin, a gas play with a high concentration of crude oil and liquids. The 
Niobrara can be found in several Rocky Mountain regions, such as northwest Colorado and 
Wyoming's Powder River. Shale, marl, chalk, and sandstone are all present in the DJ Basin section, 
which is located there at depths of 1,500 to 2,500 m. The Niobrara within the DJ Basin is a 
combination of two basins in one – on the eastern side of the DJ Basin, the Niobrara reservoir 
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holds widespread biogenic gas deposits that are similar to those in the Antrim Basin in Michigan 
(Natural Gas Intelligence, www.naturalgasintel.com). 

Like other plays, numerous wells have been reported abandoned or orphaned throughout the basin 
and may be considered for conversion. A couple of Colorado-based companies have shown interest 
to co-produce both geothermal and hydrocarbon resources (Think GeoEnergy, 2022). Beyond 
large-scale power production, the development of small binary power plants could also provide 
the power demand for drilling or pumping oil.  

 

Figure 7: DJ Basin – geothermal potential and opportunities for applications (author’s rendition, NREL, 2022, 
Grove et al. 2022). 

 

4. Conclusion  
The US has significant potential to expand geothermal electricity and direct use by harnessing 
large geothermal resources contained in sedimentary basins through new dedicated wells and 
retrofitting or co-production from existing oil and gas wells. Initial estimates provided in previous 
research indicates an accessible geothermal resource contained in sedimentary basins throughout 
the USA between 28,000 EJ (7.5 million GWhth) and 135,000 EJ.  

Some research works have identified a few sedimentary basins as promising for geothermal 
production. The US Williston, Denver, Appalachian and Gulf Coast sedimentary basins are 
discussed in this paper, highlighting the temperature gradient, existing infrastructure, and potential 
for geothermal uses.  
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This study shows that there is viability in pursuing pilot geothermal development projects by way 
of O&G conversion or drilling new wells. There is potential and growing commercial interest to 
develop geothermal beyond the conventional geographic limitations of the western US. This is 
materializing from start-ups aiming to prove new technologies to develop geothermal “anywhere” 
and a pivot in the energy sector that has driven O&G investment, and new policy incentives to 
explore for geothermal in hot sedimentary basins. 
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ABSTRACT  

In 2022, Eavor Inc. (Eavor) completed drilling the Eavor-Deep™ demonstration well in southwest 
New Mexico, USA. The demonstration borehole successfully tested Eavor drilling technologies 
deep into the hot Proterozoic granitic basement, reaching a total depth (TD) of 18,000’ true vertical 
depth (TVD). Understanding the stratigraphy and rock properties of encountered formations is 
critical to drill bit selection, casing design, and thermal modelling, in-service of Eavor-LoopTM 
development. Developing a drilling prognosis was challenged by poor seismic imaging below the 
shallow Tertiary Volcaniclastics, comparatively shallow local well control, a major fault zone and 
generally few deep Proterozoic basement penetrations in the boot heel of southwestern New 
Mexico. 

Regional maps, field studies, local well control, magnetotelluric surveys and seismic surveys were 
integrated into a 3D geological model. A probabilistic geological prognosis was generated using a 
multi-discipline structural uncertainty workflow to characterize the positional uncertainty of both 
the Animas Valley fault system and geological formations down to the top of the basement. The 
encountered geologic formations, and faults were reasonably predicted in the uncertainty model 
allowing for adequate casing design and bit size and type selection. 

Once intersected, the Proterozoic basement rock heterogeneity was further assessed through 
cuttings data from this well, complimented by outcrop studies at select Arizona and New Mexico 
locations. The outcrop analysis aided in generating a better concept model of the Proterozoic which 
helped to further understand changes in rock properties that contributed to bit pull/push along with 
challenges related to bit longevity and maintenance of adequate drilling parameters for drilling 
efficiency. 

One possible structural-stratigraphic model for the Proterozoic involves back arc marine 
sedimentation environment that was intruded by monzogranitic plutons and subjected to 
metamorphism and deformation associated with the Mazatzal orogeny. Following this, 
syenogranite intruded the deformed monzogranites and metasediments and the full package was 
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subsequently further metamorphosed by the Grenville orogeny. Further study involving 
acquisition and incorporation of additional deep borehole data, imaging data, thin section analysis 

and age dating is recommended to further understand the subsurface structure, stratigraphy and 
emplacement age relationships of the Proterozoic section below southwest New Mexico for the 
purpose of supporting future deep drilling projects. 

1.  Introduction 
Eavor Inc. (Eavor), a Calgary based technology company, aims to expand the geothermal operation 
space beyond the currently accessible conventional hydrothermal and EGS realm. Following the 
successful Eavor-Loop 1.0 demonstration project at the Eavor-LiteTM facility in Alberta, Canada, 
Eavor continued innovating on its closed loop design to place an Eavor-Loop in deeper, hotter, 
basement rock. The new technology required for the Eavor-Loop 2.0 design was recently 
implemented, drilling a demonstration well in a known geothermal resource area (KGRA) in 
Southern New Mexico, U.S.A. The successful implementation of these technologies can provide 
benefit to the geothermal community beyond Eavor’s closed-loop systems, allowing for drilling 
efficiencies and learnings applicable to other high-temperature, hot dry rock (HDR) or enhanced 
geothermal operations (EGS). 

The KGRA is located in the “boot heel” of New Mexico, in Hidalgo County, straddling the basin 
and range age Animas Valley Fault system. A utility-scale power plant has been producing from 
this KGRA since 2013 with wells developed in outflow hosted within volcaniclastic strata above 
the Paleozoic carbonates. A fish hatchery also takes advantage of the thermal waters northeast of 
power plant’s field, producing disease-free tilapia fingerlings. This valley is also home to long-
standing local ranchers utilizing the potable water from the Boison and Gilla aquifers, contained 
within the Quaternary conglomerates, lacustrine and alluvial deposits (O’Brian and Stone 1990). 
In 2022 the power plant's owner permitted Eavor to drill the Eavor-Deep demonstration well, on 
the southwestern end of the KRGA, spudded into the hanging wall of the Animas Valley Fault 
system. 

A geologic prognosis of the expected geology to 20,000ft (about 6.1 km) below the KGRA was 
required to design and drill the Eavor-Deep demonstration well. The planned surface and borehole 
trajectory of Eavor-Deep required drilling through the local potable water aquifers, the producing 
area of the KGRA reservoir, and the Animas Valley fault zone, inferred as the host of the up flow 
of the convective geothermal resource (Elston et al., 1983), making proper casing design based on 
the geologic prognosis imperative. The geologic prognosis was not only used in designing 
borehole trajectory and casing points but was also used for borehole temperature modelling, 
geomechanical evaluation, and drill bit and bottom hole assembly (BHA) selection. As borehole 
penetration rate and bit life were two of the measurable technology success criteria being 
monitored in this well, selecting the bottom hole assembly and drill bits suited to the upcoming 
geology was critical. The borehole temperature prediction built from the prognosis impacts the 
cooling technology program, the petrophysical and coring data collection for knowing how deep 
the tools may be run given the operating temperature constraints, and which temperature 
constrained batteries can be run in the bottom hole assembly.  
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2. Geologic Model 
2.1 Source Data  

Generating the geologic prognosis for Eavor-Deep was complicated by the local structuring of the 
Animas Valley fault zone, along with limited deep borehole penetration and deep imaging data of 
the lower Paleozoic and Proterozoic sections. The power plant's offset wells were relatively 
shallow (~6500ft maximum depth), and predominantly targeted the shallow Tertiary - Quaternary 
volcaniclastic hydrothermal reservoir. These wells (including the proximal 17-7 well) provided a 
host of shallow subsurface data including mudlogs, and wireline log suites, some with formation 
microresistivity image logs (FMI). Two wells within 2.5 miles of the Eavor-Deep site intersected 
the top 10 feet of Proterozoic basement in the footwall of the Animas Valley Fault: the 55-7 Steam 
Reserve well (55-7 S.R.; TD 7001ft in 1985) and the Cockrel Pyramid Federal well (C.P.F.; TD 
7404ft in 1969). Both wells had wireline log suites and the 55-7 well also has a striplog from 
mudlogging operations. In addition to these borehole penetrations, a 3D drop source geophysical 
survey (2010) was reprocessed, however the depth imaging was insufficient to identify the geology 
below the Tertiary. A magnetotelluric (MT) survey was also completed previously in the area and 
was inverted with additional regional data to construct a 3D model. This 3D inversion provided a 
better indication of the deeper structure in the area by showing a downward stepping base of a 
lower resistivity zone (interpreted to be the base of the more porous Tertiary), to the west of the 
Animas Valley Fault surface expression. Given the nature of MT data, it could not resolve detailed 
changes in the geology below the Tertiary. Regional gravity and magnetic data also highlighted a 
structural anomaly aligned with the Animas Valley fault system. Both surveys show a long narrow 
nose of higher values (in mGal and in nT) with values dropping to the north, east and west. The 
surface location of Eavor-Deep was located on the hanging wall block, on the west side of the 
Animas Valley fault zone, at the western edge of the producing area of the KGRA. 
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Figure 1 Location of the KGRA (pink), Animas Valley Fault surface trace (red) (Machette & Jochems 2016), 
and Pyramid Mountain faults (blue), Magnetotelluric survey (green) and 3D seismic survey (purple) and 
Key wells: CPF (Cockrel Pyramid Federal), 55-7S.R. (Steam Reserve), 17-7 (the power plant's offsetting 
injection well) and Eavor-Deep demonstration borehole. 

 

2.2 Pre-Drill Stratigraphic framework 

The stratigraphy in Table 1 (below), describes the stratigraphic horizons interpreted in the geologic 
prognosis. These have been grouped into four larger units as described here from oldest to youngest 
units: Proterozoic basement (target conductive heat reservoir unit), Paleozoic carbonates (deeper 
area wells terminate in the upper 200ft of the Paleozoic), Cretaceous to Tertiary volcaniclastics 
and clastics (developed reservoir in outflow of the KGRA's geothermal system), and Tertiary to 
recent clastics (potable aquifer host unit) for simplicity. 

The Proterozoic unit was the target heat reservoir for testing 2.0 technology. Due to limited 
borehole data intersecting these rocks in this region, sampling of local outcrops was undertaken to 
understand the Proterozoic basement heterogeneity as it relates to the subsurface. The composition 
was shown to include Proterozoic mega-crystic to porphyritic granite with some large microcline 
phenocrysts, along with the Pinal formation which consists of phyllite, quartzite, amphibolite, 
metavolcanics, and gneissic granite (Drewes 1982, Drewes et al. 1995, Erikson and Drewes, 1984). 
Multiple granodioritic, mafic and aplitic intrusions are also present within the Proterozoic unit. 
Major structural events impacting the Proterozoic unit were the Mazatzal (1.65 to 1.6 Ga) and the 
ensuing Grenville (1.3 – 0.95 Ga) orogenic events (Whitmeyer and Karlstrom 2007). The 
Proterozoic basement is unconformably overlain by the Coronado/Bliss Cambrian sandstone and 
conglomerate, comprised of the eroded granitic basement. 
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The Paleozoic carbonate unit was deposited during a tectonic quiescence, capping the crystalline 
basement. The Ordovician Montoya and El Paso Formation limestones and dolomites comprise 
the base of this unit, followed by the Devonian Percha black shale formation. Above this, are the 
predominantly limestone and minor shale and chert beds of the Escabrosa and Paradise formations. 
The topmost formation in this unit is the Pennsylvanian Horquilla limestone and shale (Drewes 
and Thorman 1980). The Permian formations of the Concha, Epita, Colina and Earp formations 
were not found in offsetting outcrops or well cuttings. This may be due to the erosional upper 
bound of the Paleozoic carbonate unit, caused by the extensional activation of faults that formed a 
belt of northwest-southeast trending extensional basins collectively referred to as the Border Rift 
faults (Clinkscales and Lawton, 2018). 

The upper volcaniclastic and clastic units are host to the Gilla and Boison aquifers as well as the 
power plant's producing geothermal aquifer. At the base of this unit the Late Jurassic to Early 
Cretaceous Bisbee group is differentially preserved, due to the extensional activation of the Border 
rift normal faults, followed by reverse fault movement caused by compression during the Laramide 
orogeny (80 to 50 Ma). Above this, Eocene to Oligocene andesitic lavas and tuffs associated with 
local calderas, (including the offsetting Muir caldera, 35Ma) were emplaced during an ignimbrite 
flare-up that travelled east to west across New Mexico and Arizona (~37 to 26 Ma) (Elston et al., 
1983). Next, there was syntectonic deposition of variable thickness, undifferentiated, Paleogene to 
Pleistocene volcaniclastics, conglomerates and clastics associated with Basin and Range 
extensional faulting, including the Animas Valley fault zone. The onset of this faulting in the Basin 
and Range/Rio Grande Rift transition area initiated about 25 Ma, with a major episode of extension 
continuing to about 14 Ma and continuing at slower rates possibly over a smaller areal extent to 
present time (Ricketts et al., 2021). Capping the previous volcaniclastic unit, are the Quaternary 
Gilla conglomerate, recent lakebed sediments and recent alluvium. 
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Table 1 End member stratigraphic model down to 20,000ft at the KGRA based on outcrop and offsetting wells, 
key horizons interpreted in the Geomodel are shown in Model Horizon. Formations and map units from 
Drewes et al.,1980, 1985, and 1995 
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2.3 Structural Framework 

The depth of the top of Paleozoic strata and thickness of the overlying Mesozoic strata vary 
substantially across the power plant's well field over a distances of < 2 km. There is an overall 
deepening of the top of Paleozoic strata from the east to the west, but it is also not a linear trend. 
This pattern is consistent with fault offsets through the field, including with possible tilted fault 
blocks (e.g., strata are not flat lying) and has implications for potential fault intercepts from ground 
surface to TD of 17-7 and from TD of 17-7 to 23,000 ft total depth (Figure 1). 

The generally N-S-striking, west dipping Animas Valley fault system is the only fault in the power 
plant's well field area with known surface exposures over some segments (Figure 1). There are 
multiple depictions of the surface trace(s) of the Animas Valley fault system (Drewes et al., 1985; 
USGS, 2016) and multiple models of the number of fault splays and dips of respective fault splays 
(Blackwell and Wisian, 2001; Cunniff and Bowers, 2003; GeothermEx, 2005). In general, these 
models are consistent with a down-to-west, N-NE-striking normal fault system, but with variable 
number of splays, geometry of how the splays merge or diverge, and the stratigraphic offset across 
specific faults. 

2.4 Concept Geomodel 

A 3D geologic model was built utilizing the described dataset in Aspentech’s SKUATM and 
SeisEarthTM software packages. The model focused on interpreting the key horizons outlined in 
Table 1, with the exception of the Permian strata, as these units were not believed to be encountered 
in offsetting wells. 

Within the geothermal field, borehole penetrations of the top Paleozoic align with the less resistive 
zone on the MT survey. The base of this less resistive zone on the MT was used to help extrapolate 
the top of the Paleozoic between and beyond the well penetrations. Regional formation thicknesses 
were assessed in order to map the surfaces below the base of the Tertiary away from well control. 
In comparison, the Paleozoic formation thicknesses intersected in the Cockrel Pyramid Federal 
well were varied, but approximately 70% of the interpreted formation thicknesses from the USGS 
Misc. Field Studies Map I-1221 (Drewes and Thorman 1980). The 55-7 Steam Reserve well 
Paleozoic formations were varied by approximately 1.5 times the thickness interpreted illustrated 
in the Misc. Field Studies Map I-1221. The borehole FMI data, and the thicker than anticipated 
Paleozoic package was interpreted to indicate dipping strata penetrated by 55-7 S.R. well. Given 
this, the Paleozoic formation thicknesses used to extrapolate formation surfaces below the base of 
the Tertiary, away from well control, were within the range of the C.P.F. well and thicknesses 
determined from USGS Misc. Field Studies Map I-1221. It was understood that erosional 
unconformities associated with the Paleozoic could result in overly deep surface interpretation, 
however additional confining data was unavailable. 

To interpret the faults in the model, borehole mudlog descriptions, petrophysical logs and 
formation micro imaging logs from the power plant's wells were used. Extrapolation beyond well 
penetrations of the shallow faults involved projecting fault planes from borehole intersections 
using FMI strike and dip, incorporating the surface traces of the Animas Valley and Pyramid 
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Mountain faults from the USGS fault data base, and interpreting steps/offsets of the base of the 
MT survey low resistivity zone interpreted to be the base Tertiary/top Paleozoic. 

Four main Animas Valley faults were interpreted, using the methodology explained above. Given 
the sparse deep dataset, and the complexity of Basin and Range fault systems, it was understood 
that the interpreted faults would represent only a portion of the existing possible faults within the 
Animas Valley fault zone. Few wells penetrate the Proterozoic strata locally, therefore only the 
Proterozoic surface was included in the model, and not the discrete heterogeneity within. The 
model and cross-section below illustrate the concept geomodel generated for the area based on 
available data. 

 

 

 

Figure 2 Map view of the concept geomodel, based on the interpretation of the available dataset, showing the 
interpreted faults and the Horquilla Fm. (Paleozoic top) horizon surface. A west to east section slices 
through the KGRA, shown as a black line, which correlates to the section below. Key wells used in model 
development are labelled. 
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Figure 3 West to East section slice through the KGRA showing Eavor-Deep planned well trajectory, faults, and 
model horizons. P-HQLA (white lettered) represents the top of the Paleozoic surface as identified in 
Table 1. Other interpreted horizons abbreviations can also be found in table 1. The four faults in the 
center of the section represent the Animas Valley Fault zone. 

 

3. Uncertainty Modelling 
3.1 Permutation Parameters 

During the creation of the geomodel, the uncertainty in position and depth of structures below 
offset well data was identified to be very high. Further uncertainty modelling was required to gain 
a better understanding of the probability of structural outcomes to feed into the geological 
prognosis. In a preliminary field outcrop study, it was noted that the Percha shale was a possible 
source of borehole instability, and that the landing of the 13 3/8 inch casing shoe should be done 
below this formation. Additionally, the Animas Valley Fault system was to be isolated completely 
by the 9 5/8” cemented liner to seal off any open fault permeability, in the interest of maintaining 
a closed system. Finally, with the more aggressive bit design required to drill the Proterozoic 
granite, there was a need to determine if a 17 ½ inch granite capable bit was required on site in 
addition to the 12 ¼ inch and 8 ½ inch bits needed for drilling the deeper section. 

Uncertainty modelling was implemented to better understand the range of possible outcomes given 
the uncertainty surrounding the deeper strata, the Animas valley fault system projection, and the 
importance of the prognosis to effective borehole design. An uncertainty modelling workflow 
(figure 4.) was designed to capture the uncertainty on (1) the location of the Animas Valley faults 
at depth, (2) the range in formation thickness seen in wells and outcrop, and (3) the difference in 
the Proterozoic basement depth between the interpreted geomodel and a set of seismic high 
amplitude picks thought to be either the Paleozoic - Proterozoic Basement contact or heterogeneity 
within the Proterozoic. 
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Figure 4 Diagram showing the workflow for each permutation used in generating the uncertainty model. 

 

 

 

The dip uncertainty was applied by holding borehole intersections and the surface trace of the main 
Animas Valley fault (Machette & Jochems 2016) constant, while allowing the faults to move to 
accommodate the dip range at depth. Known fault intersections from well penetrations were also 
used as control points, limiting the lateral variability in the fault realizations. The range of 
modelled dip angles was based on confidential FMI data provided by the power plant owners on 
5 of their field wells. The range of 55° to 75° dip of the Animas Valley fault system was selected 
to encompass the interquartile range of this dataset. An example of the spread of uncertainty 
realizations, around the eastern most Animas Valley Fault of the concept geomodel, is shown in 
figure 5. 
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Figure 5 Fault Uncertainty Model Results: Section view of the planned Eavor-Deep borehole, showing the 
concept geomodel eastern most Animas Valley fault in black, along with the east Animas Valley fault 
uncertainty realization surfaces in red. Note the increase in spread of the uncertainty realization fault 
surfaces away from well control points within the KGRA field. 

 

Formation thickness permutations were based on the known isopachs from wells 55-7 S.R., 17-7 
(offsetting power plant injection well), and CPF (Cockrell Pyramid Federal), in addition to the 
USGS mapped formation thicknesses from the Peloncillo mountains. Differences were calculated 
using the geomodel formation isopachs compared to the CPF, 55-7, 17-7, and USGS maps. The 
geomodel isopach range was typically between the CPF well and USGS mapping formation 
thickness. Well formation top intersections were used as fixed control points in the geomodel. The 
absolute differences between the geomodel and the well/map values were assessed to select the 
maximum difference. This number was divided by the geomodel thickness value, to generate a 
permutation factor. This allowed the geostatistical algorithm to increase or decrease the thickness 
of each formation, within the defined permutation range, to generate simulated surfaces. The result 
(Figure 6) provided a distribution of surface realizations, honoring the control points surrounding 
the geomodel surface. 
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Figure 6 Formation Thickness Uncertainty Model Results: Section view of the planned Eavor-Deep borehole, 
showing the concept geomodel Proterozoic surface interpretation (Y_GRNT_LL) in black, along with 
the Proterozoic uncertainty realization surfaces in pink. Note the increase in spread of the uncertainty 
realization surfaces away from well control points within the KGRA field. 

 

The depth shift permutation was created to account for high amplitude picks interpreted from the 
seismic 3D volume. These amplitudes could represent the Proterozoic basement surface, Tertiary 
intrusions, or metasediment rafts. Due to the deep imaging issues in the seismic, major horizons 
beyond the Tertiary Tuff (represented in 17-7 and 55-7 S.R.) could not be mapped. To provide a 
geophysically sourced permutation on possible Proterozoic basement depth, high amplitude bodies 
were interpreted and extracted from the seismic volume, where interpretable, and converted to 
depth (using a velocity model based on wells 17-7 and 55-7 S.R.) for comparison. The high 
amplitude bodies were not interpretable as a surface due to poor imaging and instead provided 
variable patches. In general, the high amplitude patches came in lower than the modelled depth of 
granite, although it straddles the modelled granite in places (figure 7). The well formation 
intersections were still used as control points in this depth shift. 
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Figure 7 Image of high amplitude bodies from the 3D seismic volume are shown in blue, and the concept 
geomodel Proterozoic basement surface (Y_GRNT_LL) is shown in pink. 

 

The maximum depth difference, between the concept geomodel Proterozoic surface, and the 
interpreted high amplitude patches was 1600 feet near the proposed 17B-7 location. This value 
was used as a maximum depth shift permutation on the concept geomodel Proterozoic surface. All 
other formation surfaces were allowed to trend along with this to prevent cross-over and model 
failure, where they were not anchored by borehole intersections. The result of this control input 
was to generate deeper Proterozoic basement scenarios. 

3.2 Uncertainty Modelling Outcomes 

The combinations of the fault dip, formation thickness, and Proterozoic basement depth shift 
permutations resulted in 60 successful simulations out of 250 run simulations. The full 
compounded uncertainty permutation ranges were not all successfully realized due to the 
uncertainty modelling success/failure criteria. Successful outcomes had to match the control points 
in well markers and the models still had to structurally balance without surfaces crossing. Despite 
this, it was assumed the 60 successful realizations captured a sufficient distribution around the 
concept geomodel to develop an uncertainty prognosis. Each simulation was reviewed, and 
formation fault intersection points were captured in a table. The summary statistic table is shown 
below in feet, compared to the concept geomodel. 
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Table 2 Uncertainty simulation results of the Geomodel showing the statistical analysis of the formation 
intersection type and depth at the projected Eavor-Deep demonstration borehole. 

 

Table 2 shows the horizon label as described in Table 1 in the left most column, followed by the 
geomodel depth, and an indication if the planned Eavor-Deep borehole will intersect the formation 
through a faulted contact or through the surface contact with the overlaying unit. In the 
“Uncertainty Realization TVD feet” section, the intersection of the Eavor-Deep borehole with the 
60-uncertainty model permutated horizons is expressed in chance of occurrence for the displayed 
depth. For example, 10 percent of model cases will have intersected the Q_Gilla_LL formation by 
a depth of 152 feet, and 90 percent of the modelled realizations will have the borehole intersecting 
the Gilla formation by a depth of 752 feet. The shallowest interpreted intersection of the 
Q_Gilla_LL horizon is 50 feet, and the deepest realization is 995 feet. The second last column in 
this table represents the likelihood of the formation not being penetrated at all, for example, the 
T_TUFA_LL horizon is not intersected (faulted out) in 88 percent of modelled cases. The last 
column in the table indicates the likelihood that the borehole will penetrate the formation through 
a fault, instead of through the contact with the overlying unit, indicating the chance of missing 
section. For example, the P_HQLA_LL formation was intersected through a fault, incurring some 
missing section, in 90 percent of modelled cases. 

A comparison of the shallowest (left image) and deepest (right image) Proterozoic surface 
realizations compared to the concept geomodel (center) is shown below in Figure 8. Formation 
Image showing the shallowest realization, concept Geomodel and deepest realization for the Eavor 
Deep geology in cross-section west to east.In the shallow realization, formations rise towards 
Eavor-Deep from well marker anchor points, and the faults have lower dips. In the deep realization, 
formations dive from well marker anchor points to 17B-7, with steeper faults. The geomodel shows 
a slight rise from the well marker anchor points and the faults are moderate to steeply dipping. The 
longest red borehole path in figure 6 below was the proposed Eavor-Deep trajectory. 
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Figure 8 Formation Image showing the shallowest realization, concept Geomodel and deepest realization for 
the Eavor Deep geology in cross-section west to east. 

 

The uncertainty permutations of thickness and depth shift favor a deeper realization. In addition, 
the well-control points restrict the realizations from projecting too high, particularly in the 
shallower Bisbee and Tuff formations. The compounded ability of the depth shift and thickness 
variations push the Proterozoic surface lower, without the same constraint. This results in a deeper 
average (~P40) of Proterozoic surface realizations (7424’ / 2263m) at 17B-7, compared to the 
concept geomodel (7212’ / 2198m). The P50 depth (7471’ / 2277m) is even higher, indicating a 
deeper skewed distribution. The concept geomodel is therefore approximately a P33 case. Given 
the predominance of the uncertainty workflow to push interpretations deeper, the conceptual base 
case geomodel was still believed to be the most geologically viable, it was kept as the expected 
case. The P10-P90 cases were used to plan for high and low case scenarios to understand casing 
length requirements, casing shoe landing points and intersection of the top Proterozoic basement 
for drilling considerations. 

3.3 Impact on Geologic Prognosis 

The expected prognosis is based on the 17B-7 borehole intersection of the concept geomodel 
surfaces. The shallow case is based on the 17B-7 borehole intersection of the shallowest realization 
of all faults and surfaces from uncertainty modelling, and the deep case from the deepest realization 
intersection at the 17B-7 borehole. The concept geomodel (expected case) intersects the 
Proterozoic heat reservoir at 7212 feet; the minimum intersection based on realizations is 6389 
feet, and the maximum is 8398 feet. The prognosed shallow, expected and deep can be seen in 
Figure 7 along with the realized geology. 

The uncertainty modelling process resulted in the following learnings: 

• The Tuff is not intersected (faulted out) in 88% of cases; this matches the geomodel 
prediction. 

• The Bisbee is not intersected (faulted out) in 98% of cases; this matches the geomodel 
prediction and the missing Bisbee in 17-7. 

• 90% of realizations have the Horquilla formation entered through a fault, like the 
geomodel. 

• The Montoya El Paso formation is not intersected (faulted out) in 14% of cases. 
• The Bliss formation is not intersected (faulted out) in 29% of cases. 
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• 44% of realizations have the Proterozoic surface entered through a fault, like the geomodel. 
• The geomodel hosts the 6500ft casing shoe in the competent Escabrosa limestone; 

however, at least 10% of realizations have the 6500ft casing shoe in the Percha shale. 
• In all modeled realizations, 13,000’(4000m) casing exceeds the depth of the AVF East fault 

(Max:11845’). Despite this, the risk of fault intersection could not be removed as 
unimaged, blind faults farther east of the AVF system could still have existed. 

 

4. Encountered Stratigraphy 
4.1 Prognosed Versus Actual 

The Eavor-Deep demonstration borehole was spud in August 2022. The landing of the 13 3/8” 
casing shoe at (6,600ft TVD) below the possibly unstable Percha shale was successful. Having the 
appropriate casing lengths on site to cover the P90 depth case of the Percha shale, provided the 
ability to case into the competent Bliss formation at the base of the Paleozoic section. Though 
some grey silty shale was encountered around 5,300ft MD, it was difficult to discern whether it 
was the Percha shale, or whether it represented the shalier base Horquilla/Paradise formation above 
the Escabrosa limestone. Given the position of the shale in relation to the other Paleozoic carbonate 
units, and the encountered thickness of each carbonate unit. It is thought the shale could belong to 
the Paradise formation and that the Percha shale may have been faulted out at the borehole 
intersection as predicted. 

The Proterozoic top (6,723ft MD) came in higher than the expected (7,211 ft MD), but well below 
the shallow case (6,388 ft MD) generated from the uncertainty modelling distribution. The 
Proterozoic top was identified utilizing borehole cuttings minerology, and both petrophysical and 
mud logs analysis; no age dating was performed to further confirm the top of the Proterozoic. 
QEMScan mineralogic analysis from the borehole cuttings and known Proterozoic outcrop 
samples showed reasonable similarity. Additionally, the depth of intersection and the preceding 
stratigraphy support the interpretation of this granite as the Proterozoic surface. The high 
amplitude seismic anomaly patches used for the depth shift of the Proterozoic horizon, appear to 
be associated more with the deformed metasediment bodies, than the Proterozoic surface. This 
could explain why they could not be interpreted as a continuous surface. The uncertainty model 
was used to understand the extent of the variation of granite top and enabled Eavor to have a good 
understanding of what size of granite capable bits were required on site.  

The modelling of the dip variation of the four major Animas Valley fault offsets, determined from 
shallow well intersections, FMI data, and MT survey interpretation was reasonably successful in 
identifying the amount of casing to have on hand to isolate the fault zone. Faults encountered above 
6,570 ft, where the FMI images were acquired (6,570 ft to 13,118 ft), were interpreted based on 
fluid loss occurring coincidently with a drilling break and missing section interpreted by 
comparing borehole MWD gamma with offset gamma logs. Where available, both sonic and 
resistivity image logs were used to interpret faults alongside quad-combo petrophysical logs, 
drilling breaks, and fluid losses. It was known pre-drill that each of the four modelled higher offset 
faults were likely to represent larger fault zones and not unique individual features. Considering 
this, the encountered fault zones align reasonably well with the pre-drill predicted faults. The 
Animas Valley fault zone encountered ranged from 4,415ft depth to 11,987ft depth. The upper 
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most fault is within the range of the minimum depth predicted in the uncertainty model (4,410ft 
MD); the lowest fault encountered (11,987ft MD) is within 150ft of the lowest predicted fault 
depth (11,845ft MD). Given these results, the pre-drill fault prognosis was successful in helping 
design the length and landing point of the 9 5/8 inch cemented liner program required to properly 
isolate the Animas Valley Fault system (i.e., by having the necessary liner lengths on site). 

 

Figure 9 The pre-drill concept geomodel and uncertainty prognosis compared to the encountered geology. 

 

4.2 Proterozoic Outcrop Study 

Predrill, it was thought the Proterozoic unit would be dominated by the locally outcropping 
megacrystic to medium-grained syenogranite seen in outcrops proximal to Eavor-Deep. However, 
a more abundant metasediment component, along with significantly foliated, deeper more 
monzonitic granite (Figure 9) displaying an increase in metamorphic character, was found. A more 
comprehensive field study was completed while drilling the Proterozoic to better assess the 
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heterogeneous rock relationships. The table below outlines the state mapped terrains that were 
focused on in both Arizona and New Mexico. Outcrop examples showed complex distribution of 
entrained or juxtaposed metasediments (Pinal schist), within and adjacent to both syenogranite and 
monzogranite, along with intersecting dikes. 

 

Figure 10 Outcrop photos of the Proterozoic basement near Silver City New Mexico, showing the complex 
relationship between the monzogranite, syenogranite and metasediments. 

 

Table 3 Maps describing the geologic formations targeted for the Proterozoic outcrop study. 

Geologic map of Arizona: Arizona Geological 
Survey: Richard, S.M., Reynolds, S.J., 
Spencer, J.E., and Pearthree, P.A., 2000, Map 
35, scale 1:1,000,000 

Geologic map of New Mexico: New Mexico 
Bureau of Geology and Mineral Resources: 
Scholle, P.A. 2003, Geologic Map, scale 
1:500,000 

1600-1800Ma) 
Early 
Proterozoic 

Xm: Early Proterozoic 
Metasedimentary Rock 
(sandstone shale 
carbonate), Meta volcanic 
and Gneiss 

1600-1800Ma) Xs) Paleoproterozoic 
metasedimentary rocks 
pelitic schist, quartz 
muscovite schist, immature 
quartzite, and subordinate 
amphibolite 

1600-1800Ma) 
Paleoproterozoic 

Xg: Granite characterized 
by steep NE striking 
foliation 

1660-1650Ma) 
Paleoproterozoic 

Xg) Variably foliated 
granitic plutonic rocks and 
granitic gneisses 

  Not well 
constrained 

Yi) Mesoproterozoic Mafic 
dikes 

1400-1450Ma) 
Mesoproterozoic 

Yg: Porphyritic biotite 
granite with large 
microcline phenocrysts, 
local fine-grained border 
phases and aplite, forming 
large plutons. 

1450-1350Ma) 
Mesoproterozoic 

Yg) Mesoproterozoic 
megacrystic granitic 
plutonic rocks, more weakly 
foliated, except at margins 
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Within the borehole, the upper portion of the Proterozoic was dominated by syenogranite (Figure 
11), however metasediments of the Pinal schist (figure 12), and the metamorphosed monzogranite 
(figure 13) became more frequently intercalated at depth. 

 

Figure 11 Sample from 6,750 ft Depth, syenogranite cutting photo (left), QEMScan mineralogy percent (right). 

 

 

Figure 12 Sample from 16,680 ft Depth, quartz-rich metasediment cutting photos (left), QEMScan mineralogy 
percent (right) 

 

Figure 13 Sample from 16,140 ft Depth, monzogranite cutting photo (left), QEMScan mineralogy percent 
(right) 

QEMScan Mineral Analysis 6750 �Borehole Cu�ngs 6740-6750 �
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The increase in foliation intensity of the monzogranite and metasediment bed intersections, deeper 
in the borehole, provided complexity in drilling. Quick transitions between each rock type, with 
different rock physical parameters such as hardness, provided challenges in maintaining optimized 
drilling parameters and achieving longer bit life. Viewing the outcrop provided a useful analogue 
for understanding the complexity in rock fabric, rock type, and distribution, which helped interpret 
some of the rock bit interactions that were seen during drilling. 

Given the representations of the Proterozoic seen in outcrop, along with the deep borehole cuttings 
and previously interpreted data, one possible Proterozoic geomodel is discussed below. With only 
Eavor-Deep borehole for deep cuttings data, limited deep geophysical imaging, and no age dating, 
or thin section work on the cuttings, there are many possible and viable interpretations. 

Potential Proterozoic history: 

• In the Paleoproterozoic, marine sediments were deposited in a back-arc basin and 
subsequently were intruded by Monzogranitic plutonism likely also in the 
Paleoproterozoic. 

• Following this, extensive compression, folding, and metamorphism associated with the 
Mazatzal orogeny formed steep NE trending foliation fabric. 

• During the Mesoproterozoic, mafic dike intrusions and syenogranitic (Porphyritic biotite 
granite with large microcline phenocrysts) plutons the Paleoproterozoic strata. 

• The entire package was subjected to the Grenville orogeny causing weaker foliations to 
develop, in the syenogranite, and intensifying the already developed foliation in the 
Paleoproterozoic package. 

• Following this event, there was ongoing erosion prior to deposition of the Paleozoic strata, 
starting with the Bliss formation in the Cambrian. 

The diagram below illustrates the recent stratigraphy and current interpretation of the Animas 
Valley fault system and its relationship to the Proterozoic to recent rock packages as intersected 
by the Eavor-Deep well. This is one possible model for the area which can be more refined by 
further incorporating the geophysical surveys with the new borehole log and cutting data. 
Additionally, thin section and age dating from the cuttings may provide more details on rock fabric, 
replacement history and relative timing that could impact the interpretation. 
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Figure 14 Possible geologic concept model for the Proterozoic geology penetrated by Eavor-Deep 

 

5. Conclusions 
Uncertainty modelling is useful for providing a distribution of possible realizations for: 

• Generating reasonable uncertainty in a geologic prognosis for a deep (18,000 feet 
TVD) hole in a region where the next deepest well is 7,000’ and available historic 
reflection seismic data provides limited utility for stratigraphic and structural 
interpretations below roughly 4,500 ft. 

• Providing guidance on casing decisions to isolate unstable formations and 
potentially permeable fault systems. 

• Understanding the likelihood of intersecting or omitting certain formations, or faults. 
• Understanding the uncertainty in the structural interpretation once constrained by 

geostatistical methods tied to control data points. 

The field study was critical in viewing the heterogeneity, rock type relationships, and fabric 
of the Proterozoic rock to generate a conceptual model of what the geology may look like 
in the deep subsurface. Seeing the rock fabric in the outcrop can help to understand bit 
pull/push and better quantify the differences in the physical rock properties that drive bit 
and bottom hole assembly selection. Overall, the combination of uncertainty modelling and 
field assessment enabled a successful borehole design and conceptual model for an 
underexplored Proterozoic section below New Mexico. 
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Further work is required to refine the conceptual geomodel of the Proterozoic in the area, 
including thin sections analysis, age dating, and further geophysical study integration. 
The Eavor-Deep demonstration borehole provides a unique, first look at the heterogeneity 
of the deep Proterozoic underlying southwest New Mexico. 
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ABSTRACT 

Thermoluminescence (TL) is the emission of energy as light by heating crystals previously 
exposed to natural radiation or artificial radioactivity source. TL properties of quartz and feldspars 
and their use for geothermal exploration have been described in previous studies. This study 
proposes the use of calcite and feldspars TL for geothermal exploration applied to the geological 
setting in El Salvador, Central América. 

We studied the TL properties of calcite and response to heating effects for its application in 
combination with feldspars in the exploration of Santa Rosa de Lima geothermal area, Northeast 
El Salvador. Samples from lavas, ignimbrites, tuff, and veins were collected with a reference 
sample of pure calcite. We performed annealing experiments at 130, 150, and 180°C for several 
weeks to deconvolute the TL glow-curve of calcite and to demonstrate the thermal effect by TL 
isothermal decay.  

The TL glow-curve of calcite was described by two peaks of high intensity, and a single peak of 
low intensity was observed in the case of feldspars. TL properties of calcite demonstrate adequate 
response to thermal stimulation comparable with quartz and its capacity to capture the heat effect 
can be used for the exploration of geothermal systems where natural annealing process occurs. The 
results obtained for TL intensity distribution of calcite and feldspars collected in Santa Rosa de 
Lima, showed a clear trend for the location of low TL intensity values associated with the hot 
ascending flow in the geothermal area under study. We correlated the results with additional 
geoscience information and concluded that TL of calcite and feldspars can be used as an effective 
tool for geothermal exploration. 
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1. Introduction  
Thermoluminescence is a thermally stimulated emission of light exhibited by crystalline materials 
when energy from radiation is stored in the lattice imperfections and re-emitted by addition of 
enough heating. The accumulation of ionizing radiation in the minerals of rocks from its last 
heating event is used for geological and archaeological dating and provides information of thermal 
and radiation history. The effect of temperature and subterranean heat flow over the TL is used as 
indicator of geothermal activity. The most common minerals former of rocks which exhibit TL 
properties are quartz, feldspars, and calcite, and its relative abundance allows the using of these in 
applications such as geothermal exploration. TL characteristics of quartz and its application for 
geothermal exploration has been presented by Tsuchiya et al. (2000), and this study demonstrated 
the correlation between low TL intensity and zones where dominant hot fluid flow is convective 
in the Kakkonda geothermal system, northeast Japan. Sato et al. (2022) studied the TL properties 
and thermal effects of feldspars, and they demonstrated its applicability for geothermal 
exploration.   

In this study, we investigate the calcite TL characteristics and thermal effects, in addition to the 
application of calcite and feldspar TL for geothermal exploration in El Salvador, where quartz is 
scarce due to the geological setting. This paper shows a brief theoretical background of the TL 
principles for the description of a TL glow curve characteristic; then we present the experimental 
settings used for the calcite TL glow curve characterization, rock sampling and TL measurements. 
We discuss the results of long-term annealing effect over the calcite TL glow curve and compare 
with quartz, these results are also used to the estimation of calcite glow curve parameters. Finally, 
we apply the TL properties of calcite and feldspars for the exploration of Santa Rosa de Lima 
geothermal area, where different types of rocks were collected being veins, tuff and ignimbrites 
the most suitable rocks to mineral extraction; we compare the distribution of TL intensity of calcite 
and feldspars to delimitate the area with higher thermal effect and we correlate the results with the 
presence of hot springs and alteration minerals which, despite they are not representative of the 
current temperature, gives a supportive reference respect to the location of the hotter zone of the 
geothermal system. The current study provides important evidence for the utilization of calcite and 
feldspar in geothermal exploration in geological environments where quartz is not the most 
abundant mineral. 

2. Theoretical background  
The mechanism of TL can be explained using the energy bands model (Bos, 2007); in the basal 
state, electrons stay in the valence band and can be excited until the conduction band by radiation 
incidence. In the transitory state at conduction band, electrons lose energy and return to the valence 
band; during this process, electrons can be trapped by crystalline lattice imperfections or impurities 
at different metastable level of energy (traps) between the valence and conduction bands. With 
enough heating, the electrons in traps can be released until the conduction band and displaced to 
recombination centers of lower energy close to the valence band; during this process, stored energy 
is emitted as light showing the phenomenon known as TL. 

For releasing trapped electrons at a certain level of energy (E), the electron must absorb at least E 
energy before escaping from the trap; thus, E is called trap depth or activation energy. Randall and 
Wilkins (1945) established that if the electrons in traps have a Maxwellian distribution of thermal 
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energies, then the probability p of an electron escaping from a trap of depth E at temperature T is 
of the form. 

𝑝𝑝 = 𝑠𝑠 𝑒𝑒𝑒𝑒𝑝𝑝 (− 𝐸𝐸
𝑘𝑘 𝑇𝑇

)          (1) 

where k is the Boltzmann´s constant, and s is the frequency vibrational factor of escaping electrons 
from traps. Release of electrons from traps results in a glow peak of emission, in which TL 
intensity I depends on the concentration of trapped electrons n; Randall and Wilkins (1945) 
proposed that if there is negligible re-trapping during the heating stage, the TL intensity I can be 
given by. 

  𝐼𝐼 (𝑇𝑇) = −𝑐𝑐𝑐𝑐𝑠𝑠 𝑒𝑒𝑒𝑒𝑝𝑝 (− 𝐸𝐸
𝑘𝑘 𝑇𝑇

)         (2) 

where c is a proportionality factor that can be equal to unity without any loss in generality (Chen, 
1969). The assumption of no re-trapping is largely justified according to Randall and Wilkins 
(1945); traps with this behavior are called by Bos (2007) as first order kinetics, and Eq. 2 can be 
solved for these conditions at constant heating rate as 

   𝐼𝐼 (𝑇𝑇) = 𝐼𝐼𝑚𝑚 𝑒𝑒𝑒𝑒𝑝𝑝 �1 + 𝐸𝐸
𝑘𝑘𝑇𝑇

𝑇𝑇−𝑇𝑇𝑚𝑚
𝑇𝑇𝑚𝑚

− 𝑇𝑇2

𝑇𝑇𝑚𝑚2 ∗𝑒𝑒𝑒𝑒𝑝𝑝 𝑒𝑒𝑒𝑒𝑝𝑝 � 𝐸𝐸
𝑘𝑘𝑇𝑇

𝑇𝑇−𝑇𝑇𝑚𝑚
𝑇𝑇𝑚𝑚

�  (1− ∆) − ∆𝑚𝑚�    (3) 

where Tm is the temperature at which maximum TL intensity occurs; Im is the maximum TL 
intensity of the peak; and ∆= 2𝑘𝑘𝑇𝑇

𝐸𝐸
. Eq. 3 can be used for fitting purposes of glow curves with first 

order kinetics; Garlick and Gibson (1948) and Chen and McKeever (1997) developed similar 
deductions for glow curves with different orders of kinetics. 

Elementary trap parameters for glow curve description are E and s; according to Rawat et al. 
(2009), the Initial Rise Method is the simplest experimental procedure that was first suggested by 
Garlick and Gibson (1948) to obtain the trap depth E and is independent of the kinetics involved. 
This method assumes a negligible rate of change of trapped electrons in the initial rise part of TL 
curve and no overlapping of glow peaks; thus, in this region TL intensity I is proportional to 
𝑒𝑒𝑒𝑒𝑝𝑝 ( 2𝑘𝑘𝑇𝑇

𝐸𝐸
) and can be described by 

      𝑙𝑙𝑐𝑐 𝐼𝐼(𝑇𝑇) = 𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠𝑐𝑐.−
𝐸𝐸

𝑘𝑘 𝑇𝑇
         (4) 

Based on Eq.4, by plotting ln(I) vs. 1/T in the initial rise region, a straight line of slope -E/k is 
obtained, and activation energy E can be calculated. Frequency factor s can be calculated 
considering the condition of constant heating rate q and temperature of maximum TL emission Tm, 
where the derivative of Eq. 2 is equal to zero as follows: 

  
−𝑠𝑠
𝑞𝑞
𝑒𝑒𝑒𝑒𝑝𝑝 � −𝐸𝐸

𝑘𝑘 𝑇𝑇𝑚𝑚
�  + 𝐸𝐸

𝑘𝑘 𝑇𝑇𝑚𝑚2 = 0         (5)  

Eq. 5 can be solved numerically for s if the values of E are available; q and Tm can be determined 
by measurement or fitting. These trap parameters can be provided for a single glow peak by 
described methods; meanwhile a glow curve composed of overlapping peaks should be analyzed 
by deconvolution. 
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3. Experimental settings 
3.1 Calcite TL isothermal decay 

A reference sample of calcite from east of Santa Rosa de Lima, El Salvador was used in these 
experiments (Fig.1). Sample was collected from a vein in a matrix of montmorillonite, underlying 
an ignimbrite cap belonging to the Morazán formation of Oligocene age and separated by hand 
picking. Separated calcite grains were washed for 1 min in 2% HCl and finally with distilled water 
and dried (Engin and Güven, 2000); then, they were crushed and ground carefully with a mortar 
and pestle and sieved. Grains between 90 and 125 μm were used for TL measurements and X-ray 
diffraction (XRD) mineral characterization. 

Aliquots of 20±0.2 mg of sieved calcite grains were weighted and disposed in individual aluminum 
pans; 15 aliquots were placed in 3 furnace at constant temperatures of 130, 150 and 180 °C; 
Samples were extracted from furnace progressively in time for TL measurement and evaluation of 
TL isothermal decay in each case. Elapsed time in this experiment was 10 weeks at the time of 
writing of this article. 

 

3.2 Rock sampling and TL measurements 

3.2.1 Sampling  

Samples of rocks and veins for TL application were taken in the Santa Rosa de Lima geothermal 
area from available outcrops in the surroundings of hydrothermal manifestations (Fig. 1). Lavas, 
ignimbrites, tuffs, and pumice were collected from the outcrops with crystals of observable size 
using fieldwork tools. 

The rock samples were collected from the Oligocene Morazán formation (Fig.1), and they were 
mostly hydrothermally altered; however, primary grains of calcite and feldspars were used for TL 
measurements.   
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Figure 1: Generalized geological map of Santa Rosa de Lima area, hot springs, and sample locations. Based on 
Bosse et al. (1977). 

3.2.2 TL measurements  

Rock samples were crushed, washed, and dried at atmospheric conditions. Calcite and feldspar 
grains were separated by hand picking; feldspars (plagioclase) were then treated with 2% HCl to 
remove calcite. Selected grains were crushed to a grain size of 90-125 μm obtained by sieving and 
used for TL and XRD measurements.   

The TL measurement system is illustrated in Fig. 2. This equipment is mainly composed of a heater 
enclosed in a dark room and a photomultiplier device for the TL detection. Twenty mg of 
calcite/feldspar grains on a sample holder (aluminum pan) were laid on the plate heating element. 
A constant heating rate of 0.5 °C/s was used to heat the samples from room temperature to 
400°C.The light emission from the sample was detected by a photomultiplier tube (Hamamatsu 
Photonics R374) with a coupled infrared filter to reduce the interference of black-body radiation. 
Background measurements were performed in each running to obtain the net TL emission. 
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Standard quartz from the Tamagawa welded tuff (Arasawa) in Northeast Japan was measured at 
the start and the end of each set of samples for correction purposes.  

      

Figure 2: Appearance (left) and schematic diagram (right) of the TL measurements system. 

 

4. Results and discussion 
 

4.1 Calcite TL characteristics 

4.1.1 TL isothermal decay   

The prolonged exposure of a thermoluminescent material to enough temperature to reach its 
activation energy, results in a gradual emission of trapped electrons and consequent decaying of 
the TL intensity. This phenomenon of TL thermal stimulation constitutes the base for the 
application of TL in geothermal exploration where natural annealing processes occur in 
geothermal systems. 

The experimental results of calcite TL during isothermal annealing are compared with those of 
quartz and presented in Fig.3. The decaying of TL intensity at high temperatures (180° calcite and 
200°C quartz) is rapid during the first 200 hours of heating and negligible after around 700 hours 
of elapsed time. At medium temperature (150°C) the decay of TL is smoothed in both minerals, 
and 3 rates of decaying (slopes) are identified with the lower rate of change in the final stage of 
heating. Low temperature annealing (130°C calcite and 125°C quartz) causes a slow but significant 
decay. The lowest temperature (90°C), evaluated with quartz, does not affect the TL intensity; this 
test has not yet been performed with calcite. 

The behavior of calcite TL decay with heating time and temperature is comparable to that observed 
in quartz. This indicates that TL properties of calcite are sufficient to capture the effect of heat and 
can be used for geothermal exploration. 
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Figure 3: Experimental results of TL during isothermal annealing of quartz (Sato et. al, 2022) and calcite. 

 

4.1.2 Calcite TL glow curve   

If in a TL glow curve several peaks are observed, then according to band model, each peak 
corresponds to different traps in the energy band gap of the crystal. Observed peaks can also be 
composed by overlapping traps whose characterization requires the deconvolution of the total 
peak. Long time annealing experiments can reveal the individual peak characteristics for the total 
glow curve characterization. 

The glow curve of the reference calcite sample is illustrated in Fig. 4. The natural glow curve of 
calcite consists of two high-temperature peaks, appearing at 260 and 350°C. The initial rise method 
is adopted to calculate the trap depth of the first peak from 190°C (Fig.4). The trap depth of the 
glow curve in the low-temperature region is 1.466 eV; the use of this value for fitting the total first 
peak is not satisfactory and indicates the presence of overlapped traps.   
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Figure 4: TL glow curve of reference calcite sample and Initial Rise Method application. 

 

Treatment of overlapped traps requires the segregation of peaks by thermal stimulation. The results 
of calcite glow curve evolution during annealing experiments at 150 and 180°C are shown in 
Figure 5. The results at 150°C revealed a second separated peak after 32 days of annealing with a 
trap depth of 1.51 eV. The fitting of the first total peak considering the two described traps is 
satisfactory as is presented in Fig. 6. 

Annealing at 180°C for 18 days produces the separation of the second total peak of the calcite 
glow curve. The trap depth calculated is 1.60eV and the fitting with the measured glow curve is 
not satisfactory (Fig. 6). The second total peak of calcite glow curve is composed of overlapping 
traps, and its deconvolution requires annealing experiments at higher temperatures than 180°C. 
The application of Tm-Tstop method for overlapped peaks (Mckeever, 1980) suggested the 
presence of three overlapping traps in the second total peak of calcite glow curve.   

1470



Lopez et al. 

 
Figure 5: TL calcite glow curve evolution during annealing experiments at 150 and 180°C. 

 
Figure 6: TL calcite glow curve fitting with estimated traps parameters. 
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4.2 Application for geothermal exploration 

The total TL intensity of calcite and feldspars is used as an indicator of subterranean heat flow and 
high-temperature geothermal activity in the Santa Rosa de Lima area. The summarized results of 
TL intensity distribution along the studied area are presented in Fig.7. Isolines of normalized total 
TL intensity show a decreasing of TL towards the NW. Three sites (A, B and C in Fig. 7) with 
different characteristics are selected to analyze the observed behavior of the total TL distribution.  

At site A, a high TL intensity and unaltered shape of the calcite glow curve are observed; the 
feldspar TL intensity is also high relative to the limited TL capacity of this mineral (Sato et al., 
2022). Characteristics of this area indicates the absence of enough heat flow to cause effects over 
the TL threshold; this observation is supported by the hydrothermal alteration minerals found in 
this area which correspond to clay minerals such as montmorillonite characteristic of low 
temperature hydrothermal alteration. At site B, the TL glow curve of calcite is found partially 
depleted in the first peak of emission; medium values of TL intensity are observed with calcite and 
feldspars. These results suggest the presence of enough heat flow to deplete the first peak of calcite 
TL comparable with the behavior observed after 70 days of annealing at 150°C (Fig. 5). The 
presence of abundant hot springs with temperatures over 80°C and high-temperature hydrothermal 
alteration minerals such as chlorite supports the TL results and suggests a remaining heat 
characteristic of a zone of geothermal fluids discharge. 

The NW area (site C) shows the lowest values of TL intensity of calcite and feldspars; the TL glow 
curve of calcite has a total depletion in the first peak and remaining TL in the second peak 
comparable with the result obtained after 18 days of annealing at 180°C (Fig.5). These results 
indicate a strong affectation of the TL by thermal stimulation in this area and suggest proximity 
with the hot geothermal fluids of the convective reservoir. The outcropping of hydrothermal 
alteration minerals such as epidote and wairakite is evidence of high-temperature geothermal 
activity around this area, which despite isn’t representative of the current temperature, gives a 
reference about the location of the hotter zone of the system. A high density of regional faults and 
presence of intrusive bodies evidenced by outcrops of granodioritic rocks are suggested by LaGeo 
(2012) as the possible heat source of the system. This evidence supports the results found by TL 
explorations using calcite and feldspar and suggests that site C is the closest area to the hot upflow 
of fluids in the geothermal system.     
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Figure 7: Calcite and feldspars total TL map, isopleths of relative total TL distribution and description of 

selected sites along the study area. 

5. Conclusion  
The calcite TL glow curve is described by two-high temperature peaks composed by overlapping 
traps with first order kinetics behavior. The natural TL of calcite has an effective response to the 
thermal stimulation comparable with that of quartz; the calcite TL properties are adequate to 
capture the effect of heat and can provide important information about the subterranean heat flow 
in geothermal systems. The application of TL of calcite and feldspar in the exploration of Santa 
Rosa de Lima geothermal system provided a consistent result between the TL intensity 
distribution, thermal depletion of glow curves, and evidence of alteration minerals and geological 
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settings to identify the most probable hot zone of the system. The thermoluminescence of calcite 
and feldspars can be used as an effective tool for geothermal exploration to improve the knowledge 
of geothermal system characteristics. 
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ABSTRACT 

Several surveys over the past decade have proven the feasibility of imaging basin structure with 
passive seismic experiments recording seismic background from vehicle, microearthquake, and 
atmospheric sources. This development of passive seismic technology provides the geothermal 
industry with a newly cost-effective tool for geophysical characterization, particularly of depth to 
basement. With USGS earthquake-hazard assessment funding, the University of Nevada, Reno 
(UNR) collaborated with geophysical-services firms to record 3-6 km long passive-seismic arrays 
within the Reno-area basin and South Lake Tahoe. A selection of these arrays were analyzed and 
published in the seismological literature. Depths to local basement (Miocene andesites overlain by 
Plio-Pleistocene clastic sediments) matched geophysical gravity analyses of basin thicknesses to 
depths of 1.0 km. Recently, UNR deployed additional passive arrays (up to 22 km long) across 
Reno and collaborated with the Univ. of Cincinnati to record three passive arrays in Washoe 
Valley, south of Reno. This collaboration currently has USGS support to record passive arrays and 
gravity data in the Stead and Tahoe-Reno industrial areas north and east of Reno. In all of this 
work, each >2-km-long passive array of 50-100 vertical or 3-component 4.5 Hz cableless 
geophones passively records for 3-6 hours. Independent trial analysis methods include H/V 
spectral ratios at each 3-component station; crosscorrelation empirical Green’s functions; and 
ReMi™ analysis using the VsSurf™ software from Terēan™. VsSurf is able to recover Rayleigh-
wave fundamental-mode dispersion curves to frequencies as low as 0.4 Hz. Modeling the 
dispersion data allows constraint of seismic shear-wave velocities to depths exceeding 1 km, below 
the basin floor. 

1. Introduction 
One challenge faced in the development of geothermal resources in the Great Basin of the Western 
USA is the characterization of sedimentary and volcanic basins that commonly overlie reservoirs 
of geothermal fluids. These basins often must be drilled into, or through, to produce the geothermal 
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fluids. Characterizing the thickness and composition of such basins is often the job of geophysical 
methods- gravity, magnetics, resistivity, electromagnetics, and seismic; as well as joint inversions 
(e.g., Abbott et al., 2001; Basler-Reeder et al., 2016). Seismic-reflection methods provide the 
highest resolution of basin thickness, basin-fill stratigraphy, and faults, but seismic reflection is 
among the costlier investigation methods used prior to drilling (e.g., Louie et al., 2011; Kell-Hills 
et al., 2011; Stephenson et al., 2013; Honjas et al., 2019). 

This paper summarizes a new and efficient method for characterizing sedimentary and volcanic 
basin geometry and fill. The method employs single days of passive seismic recording on arrays 
of 30-100 single-channel seismometers, several kilometers long. For a decade this technique has 
produced shear-wave-velocity cross sections to depths of more than a kilometer, in the western 
Great Basin of the USA. 

With a purpose of gathering basin-fill thickness information for earthquake-hazard forecasting, 
Pancha et al. (2017) profiled the western part of the basin under Reno, Nevada starting in 2012. 
Surveys in Reno and South Lake Tahoe continued in 2013 and 2015, sponsored by the U.S. 
Geological Survey, resulting in further characterizations of the Reno-area basins (Pancha and 
Pullammanappallil, 2014; Pullammanappallil, 2016). Louie et al. (2016), Simpson and Louie 
(2020) and Louie (2020) give the results and describe their analysis for earthquake-hazard studies. 

In June 2021 a collaboration between the Univ. of Nevada, Reno and the Univ. of Cincinnati 
investigated basin geometry and fill velocities of Washoe Valley, Nevada with arrays of 100 
seismometers. The goal of the 2021 project was to test whether buried landslide deposits can be 
identified using the passive-source deep refraction-microtremor technique (ReMi). The ReMi 
technique allows for generation of subsurface shear wave velocity profiles from the one-day array 
recordings. We hypothesize that areas with buried landslide deposits will generally have higher 
shear wave velocities and more lateral variability than areas without buried landslide deposits. 

To test this hypothesis, we collected data along two ~2.2 km-long arrays in Washoe Valley during 
two days in June 2021. Line 1 was across the toe of the Slide Mountain landslide complex, whereas 
Line 2 was farther south, in an area with no known landslide events (Fig. 1). 

2. Methods 
For the 2021 project, passive seismic data were collected using 100 Fairfield 3-component seismic 
nodes borrowed from the IRIS-PASSCAL Instrument Center. Nodes were deployed over two days 
(one line per day), with data collected for a minimum of 4 hours. Sources of seismic energy 
included vehicles, such as traffic nearby on Interstate 580 as well as heavy trucks and trains in the 
Reno and Carson City urban areas to the north and south, atmospheric effects such as the wind 
shaking trees and utility poles, plus any microearthquakes that may have occurred in the area 
during the deployments. These noise sources have entirely random, coincidental timing and 
location. Passive seismic analysis uses spectral techniques or crosscorrelation to develop 
dispersion-curve estimates (Louie, 2001; Louie et al., 2021). 

Figure 2 displays 18 seconds of the vertical-component recordings from Line 2, with raw data on 
the left and the same data 0.1-1.0 Hz low-pass filtered on the right. The blue parallelograms follow 
waves noted as having the steepest slopes, corresponding to the lowest apparent velocities on these 
panels. The marked wave on the raw data (Fig. 2, left) shows a peak frequency of about 3.3 Hz 
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and an apparent velocity along the array of about 688 m/s. On the low-pass filtered display the 
marked wave (Fig. 2, right) is about 0.93 Hz at about 1082 m/s. Figure 2 is a simple display of 
typical surface-wave dispersion, with lower-frequency waves showing higher phase velocities. 
The raw record suggests under the quarter-wavelength rule of thumb an average shear-wave 
seismic velocity of 690 m/s between the surface and a depth of 50 m. Such a value is typical in 
this area within the Quaternary alluvium of the shallow basin fill (Pancha et al., 2017). The low-
pass filtered record suggests a higher velocity of 1100 m/s to a depth of 200 m, typical of Tertiary 
sediments just above the basin floor. These results are evident within just 18 seconds of a 2.5-hour 
data set. 

Spectral analyses such as ReMi can generate and verify a set of detailed dispersion curves from 
the entire data set, allowing the modeling to generate a complete shear-wave velocity cross section 
(Pancha et al., 2017). The lateral resolution of a 2D ReMi velocity section is controlled by the 
seismometer spacing along the recording array. With a spacing averaging 22.5 m, the 2021 arrays 
imply a lateral resolution in the resulting sections of about 50 m. Generally, with surface-wave 
dispersion modeling the vertical resolution of the depths of velocity interfaces will be about 10% 
of their depth. The depth of velocity resolution, the depth extent of the survey, will generally be 
about half of the total array length, or a quarter of the longest wavelength for which a velocity 
estimate is possible. In the Washoe Valley deep ReMi surveys dispersion velocity picks are 
possible at 0.4 Hz and 800 m/s, giving a wavelength of 2 km and a depth extent of 500 m. 

Univ. of Cincinnati geologists completed the dispersion analyses of the 2021 data using the VsSurf 
ReMi™ software from Terēan. Data were gathered into 30-minute records, which were combined 
after ReMi™ spectral processing. Velocity profiles were modeled for each whole 2.2-km line, and 
for nine 20-node subarrays 0.42 km long for each line (Fig. 3). The subarrays were then stitched 
together to form 2D velocity profiles. There were two 2D velocity profiles modeled for each line, 
one using picks only from the subarrays (not shown) and one with addition of deep, low-frequency 
dispersion picks from the full array (Fig. 4). 

3. Conclusions 
Line 1 has abundant lateral heterogeneity within the basin fill that is not observed in Line 2 (Fig. 4). 
Velocity inversions also occur in Line 1 but not in Line 2. The heterogeneity in Line 1 is 
interpreted to represent landslide deposits, with faster velocities resulting from dominantly larger 
clast size within the landslide deposits. Line 2 is more homogeneous, suggesting absence of 
landslide deposits in the subsurface and a more uniform depositional environment along the array. 

Both Line 1 and Line 2 recovered velocity information to depths of 500 m. The prominent shear-
wave velocity increase at the basin floor, from about 700 m/s to about 1200 m/s, is clear in all the 
resulting models. Basin-floor depth varies from about 200 m to about 350 m. Line 1 exhibits 
deeper basin-floor depths and greater variation in the depth. Velocities of the rock below the basin 
floor but at less than 1 km depth are constrained to be not more than 30% different from 1200 m/s. 
Any further prominent velocity increases in the upper kilometer would have appeared in the 
dispersion picks. Neither array crossed the basin edge. This survey was not designed to examine 
the dip of the range-front fault. 

The deep ReMi passive-source seismic technique described here provides a relatively rapid and 
low-cost survey to obtain critical subsurface information, including basin lateral heterogeneity and 
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depth to bedrock. This technique can be helpful as a geophysical exploration tool and to assess 
broad-scale drilling optimization for geothermal exploration and development programs, by 
identifying critical subsurface parameters like depth to basement and intra-basin heterogeneity. 
Results from this type of study can then guide collection of more detailed geophysical data to help 
guide well placement and drilling plans. 

 

Figure 1: Geologic map showing location of two seismic arrays (lines 1 and 2) and the Slide Mountain landslide 
complex. Map from Carlson et al. (2019). Map in center left shows approximate location of map within 
Nevada. 

1478



Louie, Sturmer, Pancha, Honjas, Starr 

 

Figure 2: Raw passive seismic recording display for 18 seconds of Line 2 (left) and after 0.1-1.0 Hz low-pass 
filtering (right). Positive vertical amplitudes are dark, negative amplitudes are light, and zero amplitudes 
are gray. Light-blue parallelograms on each display highlight a wave moving along the array at a 
minimum apparent velocity, with the steepest slope seen. On the raw data (left) is a wave with a frequency 
of about 3.3 Hz and an apparent velocity of 688 m/s; on the low-pass filtered data (right) another example 
wave has 0.93 Hz and 1082 m/s, demonstrating surface-wave dispersion. Light-blue circles on Fig. 3 show 
these Va-f pairs relative to the picked fundamental-mode Rayleigh-wave dispersion curve.  
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Figure 3: Picks (boxes) for Line 1 (left) and Line 2 (right) on VsSurf ReMi™ dispersion images of passive data 
converted into the frequency-slowness domain for frequencies of 0-10 Hz. These images are for sub-array 
8 (midpoint at 1800 m) from both lines. The vertical runs of dispersion picks on Line 1 but not Line 2 
indicate that velocity inversions were present in Line 1 but not in Line 2. 
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Figure 4: 2D shear-wave velocity-depth profiles for Line 1 (above) and Line 2 (below). Basin-fill heterogeneity 
in Line 1 is interpreted to result from landslide deposits. 
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ABSTRACT 

Active extensional faults, associated with the Dead Sea fault system, are present along coastal 
areas of northwestern Saudia Arabia, adjacent to the Gulf of Aqaba. This active extension of 
continental crust is similar to areas with known and developed, amagmatic, deep circulation 
geothermal resources (e.g., Basin and Range, western United States; western Turkey; the western 
branch of the East African Rift System).  Currently, there are no known geothermal resources in 
the Gulf of Aqaba. This paper summarizes initial field exploration of the first known geothermal 
exploration program to be conducted in this area. 

This study applies geothermal exploration techniques developed in the Basin and Range region of 
the western United States to analogous geologic settings along parts of the Gulf of Aqaba coast in 
Saudi Arabia. The workflow for this exploration work has begun with analyzing review of geologic 
map data, analysis, interpretation of LiDAR data, 2D imagery, and field reconnaissance. Of the 
mapping completed thus far, more than 20 structural target areas that could host blind geothermal 
systems were identified as the results of this study.  Most of these are focused along a 30 km long 
segment of coastal region along the Gulf of Aqaba. The primarily structural targets identified are 
normal fault step-overs, but also include accommodation zones and fault terminations. All these 
target areas are associated with late Tertiary and Quaternary sediments that could provide caprock 
for potential resources in this area.  The structural target areas can be explored with 2m temperature 
and/or temperature gradient drilling programs to discover if blind geothermal systems exist. 
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1. Introduction 
The Gulf of Aqaba coast of northwestern Saudi Arabia is the focus area of this study. It is currently 
being evaluated by Eden GeoPower (Eden) for geothermal resources. The overall scope of this 
work is to provide an initial geologic assessment to support exploration of blind geothermal 
resources in the Gulf of Aqaba region of Saudi Arabia (Figure 1). 

 
Figure 1: Regional map of NW Saudi Arabia. The general study area is outlined in the dashed black line.  The 

extent of the LiDAR data made available for this study is outlined in red. 

The area designated for geothermal exploration along the Gulf of Aqaba region spans ~30 km wide 
east-west and ~130 km long north-south (Figure 1).  There are currently no known geothermal 
resources in this study area. If geothermal resources are present in this area, that they would most 
likely be amagmatic, deep circulation systems, analogous to geothermal resources in the Basin and 
Range region, USA.  Given this information, the methods of this study were based on analogous 
studies that have proven results in strategic discovering of these types of resources (e.g., Faulds 
and Hinz, 2015; Hinz and Faulds, 2015; Faulds et al. 2016, 2018; Craig et al., 2021).  For the Gulf 
of Aqaba region, this work involved an initial assessment of the available geologic map and 
LiDAR data to identify geologic target areas that may be most prospective to host undiscovered, 
blind geothermal resources that could be evaluated and tested with field geologic investigations 
and further exploration. 
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This paper provides a summary of the geologic setting, exploration methodology, and results. 
These efforts include an initial review of available LiDAR data (red outline in Figure 1) and initial 
field reconnaissance during a field trip in late July 2022.    

2. Geology Setting of the Gulf of Aqaba Region
The Gulf of Aqaba began opening ~5 Ma and remains an active plate boundary between the 
Arabian and African plates.  Present-day slip rates across this transform plate boundary are ~5 
mm/yr (references summarized in Ribot et al., 2021).  The Gulf of Aqaba region is also associated 
with historic seismicity, including the 1995 magnitude Mw7.3 Nuweiba earthquake associated with 
strike-slip motion along multiple segments of the Dead Sea fault system (Ribot et al., 2021) of the 
Dead Sea fault system. 

The stratigraphic framework of the Gulf of Aqaba region includes Precambrian crystalline 
basement and late Cenozoic sediments.  The Precambrian basement includes multiple granitic 
facies and numerous dikes (Rowaihy, 1985; Clark, 1987).  In contrast with the greater Red Sea 
region, which includes a complex sedimentary sequence from Cretaceous to present (e.g., Hughes 
and Johnson, 2005), sediments in the Gulf of Aqaba region likely only span from Pliocene to 
present given that Gulf of Aqaba did not start opening until the early Pliocene and based on 
stratigraphic studies in the northern Red Sea (e.g., Tubbs et al., 2014).   In the Midyan basin, the 
Pliocene strata include two formations associated with the Lisan group and include the Ifal and 
Badr formations.  The Ifal formation consists of fine- and coarse-grained sandstones and siltstones, 
represents shallow to marginal marine depositional facies (Hughes and Johnson, 2005).  The Badr 
formation consists of bioclastic carbonates of shallow marine paleoenvironment (Hughes and 
Johnson, 2005).  The Ifal formation has been documented to range in thickness from 448 to 1,372 
m-thick in basins along the northern Red Sea. Minimal studies have previously been published on 
the late Cenozoic stratigraphy of the Gulf of Aqaba, north of the Midyan Peninsula and so it is 
unknown how far both the Ifal and Badr formations of the Lisan group extend north, and if so, 
what lateral thickness or lithology variations may exist.

The structural framework of this area includes Precambrian structural fabric and more recent faults 
associated with Pliocene to present opening of the Gulf of Aqaba between the Arabian and African 
plates.  The Dead Sea fault system in the Gulf of Aqaba consists of several major left-stepping 
segments (e.g., Ribot et al., 2021) that have facilitated transtension as a series of pull-apart basins. 
Quaternary and historic fault scarps have been mapped along onshore normal and oblique-slip 
faults along these pull-apart basins on the Egypt side of the gulf of Aqaba (Bowman and Gerson, 
1986; Klinger et al., 1999) On the Saudi Arabia side, Quaternary and historic fault scarps have 
also been reported along onshore faults segments (Hanafy et al., 2014), however these faults have 
not been previously mapped. 

3. Exploration Methodology
The exploration work accomplished thus far has included review of available geologic map data, 
analysis and interpretation of LiDAR data, 2D imagery (Bing, Google, ESRI) and field 
reconnaissance.  Information from these data were used to identify and evaluate the late Cenozoic 
structural framework, including characterization of the recency of Quaternary fault activity.  The 
results are covered in Section 4 of this paper. 
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Available geologic map data included 1:250,000 scale regional mapping that primarily focus on 
pre-Quaternary geology (Rowaihy, 1985; Clark, 1987).  These maps provide regional geologic 
framework data, but do not provide detailed mapping and characterization of late Cenozoic 
faulting that is critical to guiding exploration for undiscovered deep circulation systems (e.g., Bell 
and Ramelli, 2009; Faulds and Hinz, 2015; Hinz and Faulds; 2015; Faulds et al. 2018).  In addition 
to the historic regional mapping, additional detailed mapping along the coastal highway was 
provided by NEOM (GRC, 2022).  This strip mapping along the coastal highway provides 
similar information as the 1:250,000 scale regional mapping but with greater detail.  As with the 
regional 1:250,000 scale mapping, these strip maps did not provide details of the distribution of 
Quaternary and historically active fault traces (e.g., Bowman and Gerson, 1986; Klinger et al., 
1999). 

A satellite-based LiDAR survey that had previously been collected for much of the region by the 
Saudi Arabia government, and for this project, DEMs were provided for an area covering 
about ~3,300 km2 (Figure 1).  Hillshades and slope shades were generated from the DEMs and 
evaluated to identify geomorphic features (e.g., scarps) associated with faults. These 
geomorphic features included fault scarps which appeared as ramps in the ground 
surface that connect offset depositional or erosional surfaces (e.g., Bennett et al., 2018).  
Other natural and anthropogenic features that are not faults, but are visible in the DEMs, can be 
misinterpreted as fault scarps.  Thus, the workflow in the project involved close attention to 
determining which features were likely faults and which were likely not was a primary part of 
the workflow for both the desktop work and also the field reconnaissance.  Geomorphic features 
visible in LiDAR data that can be confused with fault scarps include fluvial scarps, break-in-
slopes of topography associated with resistant layers in formations caused by differential 
erosion of bedrock, or paleo-shorelines along the Gulf of Aqaba. The identity of all features 
cannot always be determined form desktop analyses, and questionable features were flagged for 
field confirmation. 

Field reconnaissance was accomplished during July 2022 with observation locations distributed 
as a series of transects covering locations in the south, middle, and northern parts of the study 
area (Figure 1).  A primary purpose of the field reconnaissance was to confirm interpretations of 
fault scarps identified through the desktop analysis of the DEM and imagery data.  The 
field reconnaissance also included some generalized age characterization of the alluvial fans. 
This age relationship then helped determine the relative age of the Quaternary active faults. For 
example, if one fault is offsetting all ages of alluvial fans it is likely younger than a fault that is 
offsetting just the oldest alluvial fan. Ground-truthing the desktop fault mapping helped 
provide and confirm characteristics of these faults based on exposed/not exposed and relative to 
certainty of location. 

4. Fault Mapping Results
LiDAR data was reviewed for the entire data coverage area available for this study (Figure 1).  
From this evaluation, late Quaternary fault activity was identified in two primary areas (Figure 
2).  One primary area, about 35 km-long was called the “Aqaba Alluvial Area” contains 
numerous fault segments associated with Quaternary fault activity.  A second area, about 10 
km-long with likely Quaternary fault activity was called the “Coast Guard Zone”.  Based on 
available geologic mapping, imagery, and brief field reconnaissance of a relatively large study 
area, it is uncertain if other faults associated with earlier stages of faulting in the Gulf of Aqaba 
region remain active in the late Quaternary (Figure 1).  Additional field mapping is needed to 
complete the assessment of recency of faulting and kinematics of these areas with greater 
certainty. 1487
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All of the Quaternary active faults identified in this study appear to be pure normal displacement 
with no obvious evidence of dextral motion (e.g., lateral offset drainages or ridges scissoring of 
fault scarps). Faults are primarily down-to-west towards the Gulf of Aqaba with a secondary 
population that are down-to-east (Figure 2).  Larger scarps are preserved in probable middle to late 
Pleistocene alluvial fan surfaces with vertical offsets up to 15 m.  These larger scarps are likely 
multi-event earthquake fault scarps, meaning that their relief corresponds to multiple surface 
ruptures yielding the current cumulated vertical offset.  Of these larger scarps, most were identified 
from the desktop evaluation of the LiDAR and imagery; however, some of the more subtle scarps 
with < 2-3 m of offset were only identified during field reconnaissance transects.  The fault scarps 
associated with smallest vertical offset were those associated with the 1995 historic earthquake 
event.  These historic rupture traces span a length of ~12 km-long north-south (Figure 2) with 
vertical offsets consistently 10-20 cm (Figure 3).  Only parts of one or two of the numerous historic 
fault scarps were visible in the LiDAR data.  The rest were identified through historic 2002-year 
imagery available through Google Earth and through field reconnaissance.  Given that detailed 
geologic mapping has not been completed across the entire region, other fault scarps with minor 
vertical offset might be present and are not yet mapped, in part due to the limitations of the 
resolution of this specific LiDAR dataset. 

The Quaternary fault activity looks to span a range of ages, associated with ongoing spatial-
temporal fault activity associated with the opening and ongoing displacement across the Gulf of 
Aqaba. Detailed mapping of the alluvium has not been previously completed and was not 
completed as part of this work from which specific age ranges could be easily identified per each 
scarp segment (e.g., historic, late or early Holocene, late or middle Pleistocene).  The desktop 
evaluations of fault scarps coupled with the observations collected from the field reconnaissance 
allows for three age distinctions that include: 1) historic, 2) Middle Pleistocene to Holocene, and 
3) Pliocene to Early Pleistocene.  The faults labelled historic are all inferred to be part of the 1995
surface rupture event.  The Middle Pleistocene to Holocene age range are all associated with
clearly defined fault scarps.  The Pliocene to Early Pleistocene age range is associated with faults
that clearly cut Pliocene to early Pleistocene sediments, but fault scarps were not identified, either
because of limitations of the quality/detail of the LiDAR data and/or that detailed field mapping
has not been completed.

In addition to the distribution and age relations of Quaternary fault scarps, fault dips were measured 
in several places along these same faults in Aqaba Alluvial Area (Figure 2).  Four measurements 
were made at locations where alluvium was faulted against Precambrian granite, and three 
measurements were made where fault surfaces were exposed in banks of alluvial channels where 
alluvium was faulted against alluvium.  Fault dips ranged from 50 to 70 degrees with an average 
of 60 degrees and is within a range of dips that is typical for extensional fault systems. 

5. Pliocene to Recent Sediments - General Observations
In addition to a focus on mapping Quaternary faults, some observations were made on the Pliocene 
to present sediments that are exposed in the alluvial areas along the Gulf of Aqaba (Figure 2).  
Notably, two main sedimentary sequences were observed at the surface during the field 
reconnaissance completed in late July 2022.  These include a late Quaternary alluvial fan sequence 
and Pliocene(?) sandstone and pebble conglomerate. 
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Much of the Aqaba Alluvial Sequence area (Figure 2) is covered with Middle Pleistocene to 
Holocene alluvial fans that locally extend 3 to 15 km continuously inland from the ocean.  These 
deposits are generally poorly consolidated and non-oxidized.  Sands flooring some of the active 
washes have minor carbonate cementation, a process typical of arid desert washes globally.  The 
alluvial fans interfinger with uplifted reef platforms along the coast. 

The late Quaternary alluvial fan sequences onlap older, likely Pliocene age sandstone and pebble 
conglomerates.  These older Pliocene sediments are slightly more indurated than the Pleistocene 
to present alluvium and are also mostly oxidized reddish brown.  These Pliocene sediments are 
extensively exposed in the Haql area and in a 0.5 to 1 km wide fault block between Precambrian 
granite to the east and late Quaternary alluvial fan sediments to the west in the Coast Guard Zone 
(Figure 2).  In the Coast Guard Zone, these oxidized Pliocene sediments were cut by numerous 
small magnitude or offset faults, contrasting with the much less deformed late Quaternary alluvial 
fan sediments.  The thickness of these Pliocene sediments is unknown in the Gulf of Aqaba area 
and likely correlate with the Lisan group along the Red Sea (Hughes and Johnson, 2005). 
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Figure 2: Quaternary faults identified in this study. The relative ages of the most recent rupture along these 
fault traces are symbolized in three categories: youngest (red); middle (orange); and oldest (yellow).  
Fault balls denote down-thrown side of the fault. 
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Figure 3: Four images of the same small area in the Aqaba area utilizing three different datasets that contribute 
to the fault mapping: A: Google earth imagery from 2002 showing a faint trace of the 1995 fault scarp in 
the young active wash (indicated with the white arrow); B: field photos from Eden/Geologica’s July 2022 
fieldtrip with the same 1995 fault scarp and an older Pleistocene to Holocene scarp cutting an older 
alluvial fan in the foreground (indicated with the red arrow); C: raw hillshade generated from LiDAR 
with visible Middle Pleistocene to Holocene and older Pliocene to early Pleistocene scarps but the 
youngest and smallest 1995 scarps are not visible; D: final fault map with the relative ages of each fault 
based on which relative aged alluvial sequence the fault scarp is cutting across. The dashed rectangle in 
C and D represents the view extent of A.  
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6. STRUCTURAL TARGET AREAS

The results of the geologic investigations completed thus far were used to identify geologic target 
areas that may host undiscovered blind geothermal systems (e.g., Faulds et al. 2018; Craig et al., 
2021). This involved using the geometry of the Quaternary faults to identify structural target areas 
(e.g., Faulds et al., 2015; Figure 4).  From these, 21 structural target areas were identified (Figure 
5) and mostly include normal-fault step-overs, but also include some accommodation zones and
some fault terminations.

Figure 4: Characteristic structural settings for geothermal systems in the Great Basin region. A. Major normal 
fault. B. Bend in major normal fault. C. Fault tip or termination with main fault breaking into multiple 
strands or horsetailing. D. Fault step-over or relay ramp breached by minor connecting faults. E. Fault 
intersection. F. Accommodation zone, consisting of belt of intermeshing oppositely dipping normal faults. 
G. Displacement transfer zone, whereby major strike fault terminates in array of normal faults. H.
Transtensional pull-apart in major strike slip fault zone. Adapted from Figure 2 from Faulds and Hinz
(2015).

All the structural target areas are located in areas covered by sediments of Pliocene or Pleistocene 
to present age ranges.  With exceptions of higher temperature geothermal resources in the Basin 
and Range (e.g., Coso, CA or Roosevelt Hot Springs, UT), most others have Late Cenozoic 
caprock on the order of 100 m to 1+ km thick.  Thus, this initial selection of structural target areas 
identified in the Gulf of Aqaba area all broadly fit with patterns of developed resources. 
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These were then ranked based on a combination of fault recency (e.g., Faulds et al., 2016) and 
certainty of the structural setting.  Certainty of some structural settings is high where fault traces 
are continuous or nearly continuous and obvious in the LiDAR and/or made obvious through field 
reconnaissance.  In other areas, major fault segments or entire fault segments are concealed by 
relatively young (e.g., Holocene) alluvial fan deposits and thus some structural targets are poorly 
defined.  And in other areas there may be structural targets that cannot be identified with the 
available quality of the LiDAR and imagery data and the limited detailed field mapping that has 
been conducted over a large region. 

1493



Milton, et al. 

 
Figure 5: Areas of interest with Quaternary faults and structural target areas that could host blind, deep 

circulation geothermal resources. 
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7. CONCEPTUAL MODEL OF POSSIBLE RESOURCES 

A conceptual model of a blind, deep circulation geothermal system within the Aqaba study area 
has three critical conceptual model components: permeability, a cap rock and temperature.  

Within the study area there are multiple structural targets which have the potential to provide the 
permeability to host a geothermal system. This structural permeability provides pathways for fluids 
to circulate deeply, heating through water/rock interaction. These are structural areas are identified 
and prioritized in Figure 6. After heating, the less dense hot fluids may rise through thermal 
buoyancy along permeable structures until reaching an impermeable layer (the cap) as suggested 
by the rough sketch of a conceptual model of a deep circulation system in Figure 6. After reaching 
the lower permeability zone, the fluid flows laterally beneath the cap. 

The presence of fine-grained Pliocene sediments (intermixed with coarser grained sediments) 
could function as a litho-stratigraphic cap rock. While the faults with recent movement observed 
at the surface can provide permeability at depth where the rock is brittle, they can also be 
impermeable or have low permeability in the cap.  This coupling of Quaternary fault scarps 
observed at the surface over low permeability caps overlying permeable fault-hosted geothermal 
systems is present in multiple geothermal systems in the Basin and Range, USA (e.g., Blue 
Mountain, Fercho et al., 2023).  The lack of surface manifestations is consistent with a deep water-
table and low permeability cap.  

Although temperatures are unknown, the temperature is likely to be elevated where the hot fluid 
flows up potentially producing a pattern of elevated temperature gradients near the upflow 
structures.  When the hot fluid reaches the lower permeability cap, it may flow laterally as cross 
flow (outflow). Outflow could occur in three possible ways: in weathered upper basement below 
Pliocene sediments, or along Pliocene/basement contact, or within Pliocene sediments, or even 
along alluvial fan/Pliocene sediments contact, depending on water table, thicknesses and 
composition of sediment, weathering. and permeability in the basement outside of the fault zones. 
Within the outflow, temperatures typically cool away from the upflow (and the fault), creating a 
decreasing conductive temperature gradient in the cap away from the upflow.  

The temperature gradients within overlying lower permeability cap may reflect upflow and 
outflow of a structurally controlled geothermal system, creating a pattern of higher temperature 
gradients within the cap near possible permeable structures and decreasing gradients away from 
the structures. Evaluation of temperature gradients in the low permeability cap rock overlying a 
geothermal system has been used successfully in exploration to identify the patterns indicative of 
potential (blind; without surface manifestations) geothermal systems. Temperature gradient holes 
and shallow 2m temperature surveys have been used successfully to identify such patterns in 
analogues geologic settings globally.  
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Figure 6: Conceptual model of a blind, deep circulation resource that could be present in the Gulf of Aqaba 

region. 

6. CONCLUSIONS 

Initial assessments of the Quaternary fault patterns in the study area (Figure 1) for this project 
identified two areas with likely Quaternary fault activity, including historic 1995 surface ruptures 
in one of the areas.  These fault patterns are consistent with the geologic setting along the Gulf of 
Aqaba.  In particular, the greatest concentration of Quaternary-active faults identified through 
reconnaissance, image analysis, and LiDAR analysis, are located onshore, adjacent to offshore 
pull-aparts along the Dead Sea fault system in the Gulf of Aqaba. 

Structural target areas that could host blind deep circulation geothermal systems were identified 
from the Quaternary fault patterns mapped thus far.  These structural target areas are also 
associated with Plio-Pleistocene sedimentary cover, and this combination provides the basis for 
conceptual models of possible geothermal systems, analogous to developed deep circulation 
geothermal systems globally.  These targets can be the focus for further blind geothermal 
exploration. Proven methods such as such as 2m temperature probe (Craig et al., 2021) can be 
implemented to prove out anomalous shallow temperatures and temperature gradient hole drilling 
can provide further characterization of the possible geothermal resource.   

Observations on the Plio-Pleistocene stratigraphy in the Gulf of Aqaba area are generally fitting 
with documentation of corresponding sedimentary intervals in the Red Sea.  This includes Pliocene 
sandstone, locally buried by Quaternary alluvial fans. Overall, little is known about the late 
Cenozoic stratigraphy in this area as most previous studies of Tertiary sediments have been 
focused along the Red Sea.  
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ABSTRACT 

We conducted a quantitative assessment of nine geothermal systems in the Chilean Andes, 
focusing on four dimensions: technical, economic, social, and environmental. The aim of this 
research was to evaluate the technical potential of the resources, assess the economic feasibility of 
hypothetical single-flash powerplant projects for each case, examine the social favorability for 
geothermal energy development within each geothermal field's context, and evaluate the 
environmental risks associated with the development of these projects. 

To achieve our objective and consolidate the findings, we employed various methods, empirical 
equations, considered examples, and procedures from diverse backgrounds. This comprehensive 
approach led us to develop a Multi-Criteria Likelihood Index, which serves as a relative 
quantitative parameter representing the overall favorability for developing each geothermal 
resource within the selected group. 

Considering that this study represents a pioneering effort to quantify and integrate these four 
crucial aspects influencing the successful development of geothermal energy projects, it required 
numerous justified assumptions. However, these assumptions do impose significant limitations on 
the replicability of this exercise for different case studies. Consequently, further refinements are 
necessary to establish this tool as a versatile methodology for conducting multi-dimensional 
assessments of the likelihood of successfully developing future geothermal projects in identified 
geothermal resources. 
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1. Introduction 
Geothermal energy studies in Chile date back to the beginning of the 20th century when the first 
exploration activities were conducted at El Tatio geothermal field. Nevertheless, the interest in 
geothermal energy development has been intermittent, and after over a century since its beginning, 
only one geothermal powerplant in the entire South American continent successfully achieved the 
operational stage: the 81 MWe Cerro Pabellón powerplant in the north of Chile. 

On the other hand, some direct use application projects have been deployed mostly in the southern 
regions of Chile, in many cases with the direct involvement of the Andean Geothermal Center of 
Excellence (CEGA, by its Spanish acronyms Centro de Excelencia en Geotermia de los Andes) 
that since its establishment has been actively promoting the development of geothermal energy 
projects (Morata et al., 2021; Sanchez-Alfaro et al., 2015). 

1.1 The Chilean Andes 

The Andes Mountains are known as the largest continental mountain range in the world. In the 
South American continent they run through its entire western margin with an average height of 
4,000 m above sea level. At the latitudes of the Chilean-Argentinian border, the Andes host several 
hundreds of volcanic systems of which around 100 are still active. 

Most of the intense volcanism and seismic activity that characterizes the region is associated with 
the ongoing subduction between the Nazca and the South American tectonic plate. This subduction 
zone has been active for over 20 million years (Myr) and registers an average rate of convergence 
of 6.6 cm/yr with an oblique direction (Cembrano & Lara, 2009; Figure 1). 

 

Figure 1: The South American subduction zone, tectonomagmatic context of the Chilean-Argentinian Andes. 
Black arrows show the individual tectonic plate movement; red arrows show the relative motion at the 
plate’s boundaries; N.P: Nazca Plate; S.A.P: South American Plate. Based on (Earle, 2015). 
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As shown in Figure 1, the Chilean territory begins at approximately 18°S with the desert regions 
of its north, and ends in the subpolar regions of the south, at approximately 55°S. The variety of 
landscapes that can be found in Chile’s territory ranges from the Atacama Desert (in the northern 
regions), which is the driest desert of the world, to the ice fields of the Southern regions, which 
contain the third largest masses of ice after the Antarctic continent and Greenland.  

Consequently, the environmental and climatic conditions within Chile vary in a wide range 
depending on the latitude. Therefore, the economic, social, and cultural dimensions of the Chilean 
population are also affected by the characteristics of their geography. 

1.2 Geothermal resources in Chile 

Previous studies have documented the existence of over 300 active geothermal areas in the Chilean 
Andes (Lahsen, 1986; 1988). Nevertheless, exploratory activities and advanced studies on their 
characteristics have only been conducted -and published- for a handful of them. Specifically, 
Aravena et al., (2016) presented a summary of the information available for over 70 geothermal 
resources in Chile, and developed resource assessments for nine of them, which are in the category 
of either inferred or proven resources (Figure 2). 

 

Figure 2: Location of the geothermal areas identified by Aravena et al., (2016). On the left side: northern 
geothermal zone. On the right side: central-southern geothermal zone. 

The resource assessment reported by Aravena et al., (2016) concluded that the six inferred 
resources reach 431 MWe with a standard deviation of 321 MWe, while the three proven resources 
(indicated resources in their nomenclature) reach 228 MWe with a standard deviation of 119 MWe. 
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Adding up the mean values calculated for these nine geothermal systems, the total potential reach 
659 MWe which by then represented ~4.4% of the total installed electric capacity in Chile. 

On the other hand the Geothermal Round Table report (2018) presented by the Chilean Ministry 
of Energy, a collaborative effort between project developers, private companies, the academia, and 
the Chilean State’s authorities, concluded that over 2000 additional MWe of geothermal energy 
could be in operation by 2050, considering two stages of development for 2030 and 2050 in order 
to achieve this goal (Figure 3). 

 

Figure 3: Geographical distribution of the geothermal potential and their projected development. Acquired 
from the Geothermal Round Table report (2018). 

Despite of the unquestionable existence of an important potential for geothermal energy utilization 
for electricity generation purposes, up to date the installed capacity hasn’t changed since the last 
expansion of the Cerro Pabellón geothermal power plant that started its operations by the end of 
2020 (Morata et al., 2021).  
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To unlock Chile’s geothermal potential, a multidimensional resource assessment is vital. This 
holistic approach reveals barriers to high enthalpy geothermal projects and identifies priority 
resources for developers. 

2. The Case Studies 
Following the work of Aravena et al., (2016) and considering that scarce new information has been 
published regarding the different geothermal resources in Chile, this research focused on the nine 
geothermal systems reported as proven or inferred resources (Figure 4). 

 

Figure 4: Location of the nine geothermal systems included in this study. Geographical references included: 
regional capitals, regional divisions, and the Chilean territory’s borders. 

These nine prospects group into two clusters: northern Chile (Puchuldiza, Apacheta, El Tatio, La 
Torta) and central-southern Chile (Tinguiririca, Mariposa, Nevados de Chillán, Tolhuaca, Cordón 
Caulle). Distinct geographic, climatic, and geomorphological traits across regions shape pertinent 
social, environmental, and economic aspects (Table 1). 
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Table 1: Summary of the location and classification of the nine geothermal fields selected for the present study 
and its classification after Aravena et al., (2016). 

# Name Classification Location [Region] Coordinates WGS 84 
(Lat S, Lon W, m.a.s.l.) 

#1 Puchuldiza Inferred resource Tarapacá (19.41, 68.98, ~4214) 
#2 Apacheta Indicated resource 

(developed) 
Antofagasta (21.84, 68.15, ~4522) 

#3 El Tatio Indicated resource Antofagasta (22.33, 68.01, ~4300) 
#4 La Torta Inferred resource Antofagasta (22.42, 67.97, ~4800) 

#5 Tinguiririca Inferred resource O’Higgins (34.85, 70.38, ~3480) 
#6 Mariposa Inferred resource Maule (36.06, 70.53, ~2415) 

#7 Nv. De Chillán Inferred resource Ñuble (36.90, 71.40, ~2450) 
#8 Tolhuaca Indicated resource Araucanía (38.31, 71.66, ~2200) 

#9 Cordón Caulle Inferred resource Los Ríos (40.49, 72.16, ~1700) 
 
A comprehensive context characterization was conducted for all of the study cases and the 
information regarding different aspects was retrieved. Specifically, their reservoir’s parameters, 
the geographical, environmental, social, and economic information relevant for this study which 
was then used to implement the methodologies. 

3. Methodologies 
The methodology utilized to conduct the assessment of the chosen geothermal resources’ viability 
is based on the evaluation of four crucial aspects that impact the progress of geothermal energy-
based electricity generation projects. These factors are: 

- The technical potential of the resource. 
- The economic feasibility of developing these resources. 
- The social favorability of their contexts. 
- The environmental risk associated with their hypothetical development. 

Each aspect’s evaluation was conducted on its own and followed a set of steps that finalized with 
the construction of an “index” that quantitatively represents the comparative performance of the 
different resources on the aspect under evaluation. The specific steps are: 

1. Identification of factors that impact or represent the aspect. 
2. Definition of indicators that quantitatively represent these factors. 
3. Quantification of the indicators’ values for all of the case studies. 
4. Normalization of the group of values for each indicator. 
5. Weighted summation of the normalized indicators for each case study. 
6. Index quantification for each case study. 

The basis of the normalization method used for the four assessments was inspired by the Multi-
Criteria Decision Analysis (MCDA) methods (Wang et al., 2009), and guided by Martínez-Reyes, 
(2020). Then, minimum-maximum normalization coupled with weighted sum techniques were 
adopted and adjusted when necessary. 

A schematic representation of the main steps is shown in figure 5: 
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Figure 5: General procedure followed to construct the indexes of the four assessments. I represents the 
indicators impacting the aspect under evaluation; NI represents the normalized values of said indicators. 

On the other hand, the number of indicators, as well as their quantification methods and the weights 
assigned to them, varied depending on the aspect’s specific considerations. A brief description for 
each case is provided in the following subsections. 

 3.1 Technical assessment 

3.1.1 Technical indicators 

Two indicators were used during the technical assessment. First, following the work of Aravena 
et al., (2016), the Volumetric (or Heat in Place) method was employed. This approach calculates 
initial heat content within a geothermal reservoir and factors in technology specific to estimate 
power generation capacity. Specifically, to compute the potential megawatts of electric power 
(MWe) for each reservoir a common expression based on the thermal energy stored within the 
reservoir was utilized (Nathenson & Muffler, 1975).  

Additionally, an alternate quantification of resource potential was determined – the generation 
capacity per unit area – as depicted in Equation 1: 

𝑀𝑀𝑀𝑀𝑒𝑒
A

= 𝑞𝑞
𝐴𝐴
∗ 𝑅𝑅𝑓𝑓×𝜂𝜂𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝐹𝐹×𝐿𝐿
     (Eq. 1) 

Where 𝑀𝑀𝑀𝑀𝑒𝑒
𝐴𝐴

 is the power generation capacity per unit area (MWe/km2), q is the thermal energy 
stored in the reservoir (MJ), Rf is the recovery factor, ηconv is the conversion efficiency (%), L is 
the powerplant life (s), and F is the capacity or load factor (%). 

The thermal energy q (J) was calculated using the expression presented by Garg & Combs (2015), 
and O’Sullivan & O’Sullivan, (2016). This formula was preferred over simpler expressions as it 
considers the rock (r), liquid (l), and vapor (v) in the fluid as individual terms. 

To estimate both of these resource potential expressions (Nathenson & Muffler’s, 1975, and 
Equation 1), a Montecarlo simulation was coupled with these calculations. This numerical-
statistical technique generates parameter values via statistical distributions, iteratively computing 
outcomes. Consequently, a sample of computed results emerges, affording probabilistic insights 
into resource generation potential. 
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For each resource, 20,000 simulations were executed, yielding statistically significant results. 
Outcomes were conveyed through mean values, standard deviations, as well as P90, P50, and P10 
statistical values. Of these, the P90 values resulting from the samples of the calculations of both 
expressions were singled out as representative, absolute technical potential indicators for each 
resource. The P90 values were employed throughout the study and served as the two indicators of 
the technical index construction. 

3.1.2 Technical Potential Index (TPI) 

Using the P90 values as indicators, the minimum-maximum normalization method was applied, 
followed by the iterative adjustment of the weights. This resulted in fixing the weights of the 
indicators at 0.5 and 1.0. The quantity resulting from the entire process, named Technical Potential 
Index (TPI), is given by Equation 2 as shown: 

𝑇𝑇𝑇𝑇𝑇𝑇𝑖𝑖 = 0.5 ∗ 𝑁𝑁𝑇𝑇90(2)𝑖𝑖 + 1.0 ∗ 𝑁𝑁𝑇𝑇90(1)𝑖𝑖   (Eq. 2) 

Where NP90(2) and NP90(1) are the normalized P90 value calculated through Equation 1 and 
Nathenson & Muffler’s (1975) expression, for the study case i, respectively. 

3.2 Economic assessment 

3.2.1 Economic indicators 

The economic assessment was conducted using two indicators as inputs: the Net Present Value 
(NPV). and Internal Rate of Return (IRR). These indicators are widely used to evaluate the 
economic performance of investment projects of various types (Pimentel, 2018).  

Yet, NPV and IRR require a comprehensive cashflow structure across several years, demanding a 
hypothetical geothermal project encompassing design, construction, operation, and management 
details. To align with NPV and IRR criteria, a standardized single flash power plant model was 
adopted, paralleling the Volumetric method's parameters (following Aravena et al., 2016). 

Based on this model, an intricate framework was devised for Capital Expenditure (CAPEX), 
Operational Expenditure (OPEX), and revenue sources of the hypothetical projects. Fixed 
elements were accommodated alongside resource and project-specific factors, estimated using 
empirical formulas and logical assumptions. 

During the process of estimating the respective cashflows, it was found that the main elements 
determining the outcome of the economic performance for each study case were: 

• The size of the resource, which directly affects the number of wells to be drilled, and the 
size of the expected power production. 

• The length of the transmission line required to connect to the existing electrical grid. 
• Size of the project, which determines the costs of Engineering, Procurement and 

Construction (EPC), as well as costs of Operation and Management (O&M). 
• The connection point to the grid, which given the “on-the-spot” characteristic of the local 

electricity market defines the pricing of the power. 
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On the other hand, elements such as possible variations in the powerplant efficiency due to climatic 
or geographic conditions were overlooked, and the parameters used for the technical assessment 
procedure were used as reference. 

Since conducting the calculation of the indicators for 20 consecutive production years is a 
computation-intensive process, a dedicated spreadsheet was developed, significantly expediting 
the NPV and IRR calculations across the entire assessment. 

3.2.2 Economic Feasibility Index (EFI) 

Then, using the set of calculated indicators, their normalized values were calculated and then the 
weighted summation was carried out. After iterative adjustment, the weights were fixed at 0.5 and 
1.0 for the normalized values of the IRR and NPV, and the expression for its computation is as 
Equation 3 shows (analogous to Equation 2): 

𝐸𝐸𝐸𝐸𝑇𝑇𝑖𝑖 = 0.5 ∗ 𝑁𝑁𝑇𝑇𝑁𝑁𝑁𝑁𝑖𝑖 + 1.0 ∗ 𝑁𝑁𝑁𝑁𝑇𝑇𝑁𝑁𝑖𝑖    (Eq. 3) 

Where NIRRi and NNPVi are the normalized values of the internal return rate and net present value 
of case study i, respectively. 

3.3 Social assessment 

The social assessment aims to quantitatively gauge the viability of geothermal project development 
within the social context of each resource. 

Traditionally, social considerations in geothermal energy have been qualitatively explored, 
focusing on populace "perception" and "acceptance" of geothermal energy (e.g. Borzoni et al., 
2014; Grimes, 2022; Martínez-Reyes, 2020; Vargas Payera, 2018; Vargas-Payera et al., 2020). 
However, our research mandates a quantitative analysis of social aspects across study cases. 

To tailor a quantification method, our social assessment drew from the Multi-Criteria Decision 
Analysis (MCDA) framework by Wang et al. (2009), as replicated by Martínez Reyes (2020), fine-
tuning iteratively until a robust approach was achieved. This simplified MCDA methodology 
encompassed the following steps: 

1. Nine key factors influencing the geothermal energy's favorability-unfavourability in 
social contexts were culled from literature, expert consultations, and iterative 
refinements. 

2. Each factor was quantified using a numerical or statistical indicator, aligned with its 
anticipated impact on the social context's favorability-unfavourability, underpinned by 
literature and expert insights. 

3. The minimum-maximum normalization method was applied to generate normalized 
values for each indicator within each case study. 

4. The weighted sum aggregation method was employed for the nine normalized 
indicators in each case study, with iterative adjustments incorporating input from 
researchers and project developers to determine final weights. 

5. The Social Favorability Index (SFI) formula was formulated to derive results. 
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This systematic approach encapsulated a rigorous and structured analysis of the social dimensions 
in the contexts of the study cases. 

3.3.1 Factors, indicators, and assumptions 

Nine pertinent factors were chosen to quantitatively assess the social context for geothermal 
project development, each underpinned by the following assumptions: 

• Employment Opportunity: Geothermal initiatives, like other investment projects, hold 
potential to generate direct and indirect employment (Soltani et al., 2021). 

• Stable Energy Supply: Geothermal projects, such as those studied, can address unstable 
energy supplies in local regions (Soltani et al., 2021). 

• Local Environmental Concerns: Energy projects often face community opposition due 
to perceived environmental threats (Soltani et al., 2021). 

• Energy Demand: Regions with higher energy demand are more likely to support new 
renewable projects. 

• Indigenous Population: Indigenous groups may oppose projects that disrupt natural 
landscapes and resources (Vargas-Payera, 2018; Vargas-Payera et al., 2020). 

• Geothermal Knowledge: Limited public understanding of geothermal energy hampers its 
introduction (Soltani et al., 2021). 

• Resource Isolation: Proximity to urban areas impacts public concerns and opposition. 
• Seismic Activity: Low-seismicity regions are sensitive to induced seismicity (Soltani et 

al., 2021; Vargas-Payera et al., 2020). 
• Past Attempts: Previous failed geothermal initiatives impact new projects' viability 

(Fonck, 2021; Otero, 2015; Vargas-Payera, 2018). 

This complex set of factors was translated into quantifiable indicators (A to I) with corresponding 
data sources and impact types (Table 2), aligning with the favorability-unfavourability context. 

Table 2: Summary of the factors, indicators, data sources, and their type of impact. Abbreviations and 
acronyms include GEP (Geothermal Energy Project), INE (National Institute of Statistics of Chile), 
MINENERGIA (Ministry of Energy of Chile), INDH (National Institute of Human Rights of Chile), 
CONADI (National Indigenous Development Corporation of Chile), and CNED (National Commission 
of Education of Chile). 

Factor Indicator Source Type of Impact 
Employment 
opportunity 

A. Unemployment rate [%] INE, 2023 Directly 
favorable 

Stable energy supply B. Residential electricity vulnerability [%] MINENERGIA, 
2019 

Directly 
favorable 

Local environmental 
concern 

C. Register of environmental conflicts in the 
region [#] 

INDH, 2018 Directly 
unfavorable 

Energy demand D. Gross electricity consumption rate (w/r to 
the national total) [%] 

MINENERGIA, 
2022 

Directly 
favorable 

Indigenous population E. Registered indigenous associations [#] CONADI, 2023 Directly 
unfavorable 

Geothermal 
knowledge 

F. Higher education institutions presence [#] CNED, 2023 Directly 
favorable 
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Table 2: Continued. 

Resource 
isolation 

G. Distance to the nearest highly populated 
town or city [km] 

Measured through GIS tools Directly 
favorable 

Seismic 
activity 

H. Seismic register of events with Mw > 4.5 
since the year 2000 [#] 

USGS earthquake catalog Directly 
favorable 

Past 
attempts 

I. Register of environmental conflicts, directly 
related to geothermal energy development, in 

the specific resource [#] 

INDH, 2018; Vargas-Payera 
et al., 2020; company’s 

internal knowledge 

Directly 
unfavorable 

 

3.3.2 Normalization procedure 

Continuing with the social assessment, the subsequent phase involved crafting a relative, 
normalized parameter. This parameter serves as a gauge of social favorability for geothermal 
resource development, facilitating a comparison among the studied prospects. In particular, 
consistency was maintained by adopting the same project type as defined in the technical and 
economic evaluations. 

The initial stride towards shaping this parameter entails implementing the minimum-maximum 
normalization formula, analogous to the technical and economic assessments. However, it is 
imperative to acknowledge that the outcomes of this normalization, when applied to indicators of 
favorable and unfavorable impacts, yield distinct implications. Thus, a distinction is drawn 
between Normalized Favorable Values (NFV) and Normalized Unfavorable Values (NUV), their 
formulation outlined in Equation 4: 

𝐼𝐼𝑖𝑖−𝐼𝐼𝑚𝑚
𝐼𝐼𝑀𝑀−𝐼𝐼𝑚𝑚

= �
𝑁𝑁𝐸𝐸𝑇𝑇, 𝑖𝑖𝑖𝑖      𝑇𝑇 𝑖𝑖𝑖𝑖 𝑎𝑎 𝑖𝑖𝑎𝑎𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑓𝑓𝑓𝑓

       𝑁𝑁𝑁𝑁𝑇𝑇, 𝑖𝑖𝑖𝑖      𝑇𝑇 𝑖𝑖𝑖𝑖 𝑎𝑎𝑖𝑖 𝑢𝑢𝑖𝑖𝑖𝑖𝑎𝑎𝑓𝑓𝑓𝑓𝑓𝑓𝑎𝑎𝑓𝑓𝑓𝑓𝑓𝑓 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑓𝑓𝑓𝑓
  (Eq. 4) 

Where Ii is the indicator I =(A, B, C, D, E, F, G, H, I) of study case i, Im and IM are the minimum 
and maximum values, respectively, of the indicator I in the group of study cases. NFI and NUI are 
the normalized favorable and normalized unfavorable values of indicator I, respectively. 

Moving forward to construct the parameter, it is crucial to incorporate an additional expression 
(Equation 5) prior to the utilization of the weighted sum method. This step accommodates 
indicators with a negative impact on social favorability (C, E, and I as listed in Table 4): 

𝑁𝑁𝐸𝐸𝑇𝑇𝑖𝑖 + 𝑁𝑁𝑁𝑁𝑇𝑇𝑖𝑖 = 1      (Eq. 5) 

Where NFIi represents the normalized favorable value (NFV) of the indicator I for study case i, 
and NUIi represents the normalized unfavorable value (NUV) of the same indicator and study case. 
Equation 11 was used to determine the NFV for those indicators that, given their unfavorable -or 
negative- impact, provide a NUI value after normalized with the min-max method. 

3.3.3 Weights definition and assignation 

Following indicator quantification, the next stride involves assigning weights to each indicator 
before aggregating them into the relative social favorability parameter. This intricate task 
necessitated a rigorous iterative adjustment process, involving inputs from geothermal researchers 
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and project developers. Consequently, weight categories were formulated, their corresponding 
values established, and guidelines for assignment were delineated (Table 3). 

Table 3: Weight categories and values determined after the iterative adjustment process. Guidelines used for 
the assignation to a specific indicator. 

Category Value Guidelines 
Weak 0.1 The representativity of the indicator with respect to its respective qualitative factor is 

uncertain 
Poor 0.25 The indicator clearly represents the qualitative factor, but its effects on the social 

favorability are considered as scarce 
Mid 0.5 The indicator clearly represents the qualitative factor, and its effect is considerable. The 

literature mentions the factor’s relation with the acceptance geothermal initiatives 
Important 0.75 The factor and the indicator are clearly related to the potential benefits that the 

geothermal project poses, or they are related to multiple effects over the acceptance 
Strong 1 Both the indicator and the factor are directly related to the favorability for geothermal 

development. It is documented in the literature, and supported by the experts 
Negatively 
dominant 

-1.2 Exclusively used for indicator I in Table 4. Since the factor is related with the 
unfavorable conditions for the development of a specific resource, it is applied to the 

NUV of the indicator and aggregated as a negative quantity into the weighted sum 
 

Then, the results of the assignation of the weights categories and their values, based on their 
respective guidelines is shown in Table 4: 

Table 4: Assignation of the weights to the nine indicators of the social assessment methodology. 

Indicator A B C D E F G H I 
Weight 0.5 0.75 1 0.25 1 0.1 0.75 0.5 -1.2 

Category Mid Important Strong Poor Strong Weak Important Mid Negatively dominant 
 

3.3.4 Social Favorability Index (SFI) 

Lastly, the formulation encapsulating the parameter, termed the Social Favorability Index (SFI), 
is designed to convey a relative measure of social context favorability for geothermal resource 
development, compared within the study case group. This equation is presented as Equation 6: 

𝑆𝑆𝐸𝐸𝑇𝑇𝑖𝑖 = 0.5 ∗ 𝐴𝐴𝑖𝑖 + 0.75 ∗ 𝐵𝐵𝑖𝑖 + 𝐶𝐶𝑖𝑖 + 0.25 ∗ 𝐷𝐷𝑖𝑖 + 𝐸𝐸𝑖𝑖 + 0.1 ∗ 𝐸𝐸𝑖𝑖 + 0.75 ∗ 𝐺𝐺𝑖𝑖 + 0.5 ∗ 𝐻𝐻𝑖𝑖 + (1 − 1.2 ∗ 𝑇𝑇𝑖𝑖)    (Eq, 6) 

Where SFIi is the resulting value of SFI for the study case i. While Ai, Bi, Ci, Di, Ei, Fi, Gi, and Hi, 
represent the normalized favorable values of indicators A, B, C, D, E, F, and G, respectively, for 
study case i. And Ii represents the normalized unfavorable value of indicator I for study case i. 

3.4 Environmental assessment 

The environmental assessment within this research endeavors to quantify perceived risks to the 
surrounding environment of each geothermal field. This hypothetical scenario assumes the 
construction and operation of projects, consistent with the assumptions applied during the technical 
and economic evaluations. 
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A multitude of impacts connected to geothermal power plant construction and operation have been 
documented (Chen et al., 2020). However, many of these can only be assessed and quantified 
during advanced operational phases, rather than pre-project development. 

In alignment with the classification of environmental risk types proposed by Chen et al. (2020), a 
set of four indicators was identified to quantify subsurface, surface, and atmospheric risk 
categories: 

• Seismic Risk Indicator (SRI) – addressing subsurface category. 
• Surface Impact Indicator (SII) – addressing surface category. 
• Protected Areas’ Threat Indicator (PATI) – addressing surface category. 
• Pollution Hazard Indicator (PHI) – addressing atmospheric category. 

3.4.1 Seismic Risk Indicator (SRI) 

Chen et al. (2020) comprehensively presented diverse methods aiming to quantify seismic events' 
likelihood or occurrence probability due to geothermal fluid reinjection. Several of these methods 
necessitate data beyond the scope of this research or data specific to the study cases that is 
unavailable. 

However, the models devised by Shapiro et al., (2007, 2010) offer a practical approach. These 
models establish a direct proportionality between reinjection rate and cumulative injected fluid 
volume with induced seismicity. Consequently, the "Shapiro models" form the foundation to 
indirectly assess seismic risk for each study case. This is achieved by quantifying reinjection rates 
for the respective hypothetical projects defined in the technical and economic assessments. 

Incorporating the assumptions that underpinned each study case's hypothetical project definition, 
along with steam tables and basic thermodynamic calculations, the total reinjection rate was 
computed for each case, serving as the Seismic Risk Indicator (SRI) value. Figure 6 provides an 
illustrative example. 

 

Figure 6: Example of the reinjection rate calculated for El Tatio geothermal system. EW: extraction wells; Tr: 
reservoir temperature; Tf: reference temperature; Hv: enthalpy of the vapor; ηconv: conversion 
efficiency; CE: converted energy; WO: target well output. 

3.4.2 Surface Impact Indicator (SII) 

This indicator seeks to quantify the land area directly affected by the geothermal project, 
encompassing its infrastructure and transmission lines for grid connection. The indicator is 
composed of two components related to land usage: 

• The land area immediately impacted by the power plant and its facilities. 
• The land area affected by the transmission line associated with the power plant. 
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According to DiPippo (2012) and Chen et al., (2020), the suitable range of land usage for single-
flash power plants is 1,200 to 8,500 square meters per megawatt electrical (m2/MWe). However, 
these authors highlight a tendency towards the lower end of this spectrum in most cases. To avoid 
underestimation of the first component, a decision was made to use the average between the range's 
limits for calculating the immediate land utilized by power plants, as illustrated in Equation 7. 

𝑇𝑇𝐼𝐼𝐼𝐼𝑓𝑓𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑓𝑓 𝐿𝐿𝑎𝑎𝑖𝑖𝑖𝑖 𝑁𝑁𝑖𝑖𝑓𝑓 [𝑘𝑘𝐼𝐼2] = (4,350 � 𝑚𝑚2

𝑀𝑀𝑀𝑀𝑀𝑀
� ∗ 𝑇𝑇90 [𝑀𝑀𝑀𝑀𝑓𝑓])/1,000,000 (Eq. 7) 

To ascertain the land area affected by transmission lines, the empirical formula introduced by 
Osorio Luna (2018) was employed, utilizing the length of transmission lines established in the 
economic assessment. This formula is encapsulated in Equation 8: 

𝑇𝑇𝑓𝑓𝑎𝑎𝑖𝑖𝑖𝑖𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 𝐿𝐿𝑖𝑖𝑖𝑖𝑓𝑓𝑖𝑖 𝐿𝐿𝑎𝑎𝑖𝑖𝑖𝑖 𝑁𝑁𝑖𝑖𝑓𝑓 [𝑘𝑘𝐼𝐼2] = 3.5204 ∗ 𝑓𝑓𝑓𝑓𝑖𝑖𝑙𝑙𝑖𝑖ℎ1.046/100 (Eq. 8) 

Finally, adding up the results provided by Equations 8 and 8 delivers the value of the Surface 
Impact Indicator (SII). 

3.4.3 Protected Areas’ Threat Indicator (PATI) 

This indicator's approach hinges on the premise that disrupting an officially designated 
environmentally protected area represents a significant and undesirable risk. This action could 
potentially lead to legal challenges, depending on the country's legislation. Consequently, the 
indicator involves quantifying the linear distance between the geothermal resource site and the 
nearest protected areas. This measurement was executed employing Geographic Information 
System (GIS) tools. 

3.4.4 Pollution Hazard Indicator (PHI) 

The Pollution Hazard Indicator is designed to depict the potential risk linked to air contamination 
stemming from Non-Condensable Gases (NCG) within geothermal emissions. The computation 
entails applying the Oak Ridge Air Quality Index (ORAQI) formula introduced by Thomas et al., 
(1971). 

Given the accessible chemistry data for gas discharges in each study case and considering that CO2 
and H2S are prominent and frequent pollutants in hydrothermal gases (DiPippo, 2012; Chen et al., 
2020), the determination was made to compute ORAQI values encompassing these two 
constituents. Subsequently, relying on the figures documented by Carapezza et al., (2003), air 
quality benchmarks were established at 5,000 parts per million (ppm) for CO2 and 10 ppm for 
H2S. 

3.4.5 Environmental Risk Index (ERI) 

To encapsulate the comprehensive environmental risk within a quantitative metric for comparative 
study case analysis, a relative parameter was fashioned using the four aforementioned indicators. 
This was achieved by implementing the min-max normalization and weighted aggregation 
processes. 
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While risk conveys an undesirable threat to geothermal resource development, aligning with the 
consistency of prior parameters, maximization of the parameter was deemed the preferred 
outcome. 

Similar to the approach taken for constructing the Social Favorability Index, the indicators for 
crafting the Environmental Risk Index (ERI) were normalized utilizing both Equations 4 and 11. 

The allocation of weights for the indicators in ERI followed the categories, weights, and guidelines 
laid out in Table 5. The resultant expression for calculating the ERI value is outlined in Equation 
9. 

𝐸𝐸𝑁𝑁𝑇𝑇𝑖𝑖 = 0.5 ∗ 𝑁𝑁𝑁𝑁(𝐸𝐸𝑁𝑁𝑇𝑇)𝑖𝑖 + 0.5 ∗ 𝑁𝑁𝑁𝑁(𝑆𝑆𝑇𝑇𝑇𝑇)𝑖𝑖 + 𝑁𝑁𝐸𝐸(𝑇𝑇𝐴𝐴𝑇𝑇𝑇𝑇)𝑖𝑖 + 𝑁𝑁𝑁𝑁(𝑇𝑇𝐻𝐻𝑇𝑇)𝑖𝑖 (Eq. 9) 

Where NU(ERI)i, NU(SII)i, and NU(PHI)i are the normalized unfavorable values of ERI, SII, and 
PHI indicators for the study case i, while NF(PATI)i represents the normalized favorable value of 
the PATI indicator for the study case i. The calculation of these values mirrors the procedure 
described in subsection 3.3.2. 

3.5 Multi-Criteria Likelihood Index 

To consolidate the outcomes of the four assessments into a singular measure facilitating 
comparison of the potential success of developing the nine geothermal resources under scrutiny, 
the Multi-Criteria Likelihood Index (MCLI) was devised. This index is a product of the 
normalization of TPI, EFI, SFI, and ERI values, coupled with the direct summation of the 
outcomes for each study case. Equation 10 encapsulates the formula for min-max normalization 
applied to the TPI index, with similar analogous expressions for the normalization of EFI, SFI, 
and ERI indexes. 

𝑁𝑁(𝑇𝑇𝑇𝑇𝑇𝑇)𝑖𝑖 = 𝑇𝑇𝑇𝑇𝐼𝐼𝑖𝑖−𝑇𝑇𝑇𝑇𝐼𝐼𝑚𝑚
𝑇𝑇𝑇𝑇𝐼𝐼𝑀𝑀−𝑇𝑇𝑇𝑇𝐼𝐼𝑚𝑚

      (Eq. 10) 

Where TPIi is the TPI calculated for study case i, TPIm and TPIM are the minimum and maximum 
TPI values among the nine study cases. 

Finally, the MCLI of each geothermal resource was calculated as shown by Equation 11: 

 𝑀𝑀𝐶𝐶𝐿𝐿𝑇𝑇𝑖𝑖 = 𝑁𝑁(𝑇𝑇𝑇𝑇𝑇𝑇)𝑖𝑖 + 𝑁𝑁(𝐸𝐸𝐸𝐸𝑇𝑇)𝑖𝑖 + 𝑁𝑁(𝑆𝑆𝐸𝐸𝑇𝑇)𝑖𝑖 + 𝑁𝑁(𝐸𝐸𝑁𝑁𝑇𝑇)𝑖𝑖 (Eq, 11) 

Where MCLIi is the Multi-Criteria Likelihood Index value calculated for the study case i, while 
N(TPI)i, N(EFI)i, N(SFI)i, and N(ERI)i are the normalized values calculated using Equation 17, of 
the TPI, EFI, SFI and ERI indexes, respectively, for the study case i. 

4. Results 
While this research has produced a considerable volume of results, encompassing various 
intermediate findings like the calculated P90 values of generation capacity for each geothermal 
system, emphasis has been placed on the primary outcomes—the indexes derived from the 
assessments. As a result, these key outcomes have been prioritized and presented in this section. 
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4.1 Results of the individual assessments 

The main results of the technical assessment are summarized in Table 5 which contains a ranking 
of the performance of the different geothermal systems based on the indicators, and TPI values. 

Table 5: Summary of the main results of the technical assessment. The numbers in the parentheses are the 
values calculated for the respective geothermal system. 

Ranking P90(1) [MWe] P90(2) [MWe/km2] TPI 
1st La Torta (93.2) Tolhuaca (5.9) La Torta (1.38) 
2nd Cordón Caulle (59.4) La Torta/Cordón Caulle (4.8) Cordón Caulle (0.896) 
3rd Puchuldiza (45.3) La Torta/Cordón Caulle (4.8) Tolhuaca (0.642) 
4th Mariposa (39.1) Apacheta (3.5) Puchuldiza (0.466) 
5th Apacheta (34.2) Mariposa/Tinguiririca (2.8) Apacheta (0.394) 
6th Tolhuaca (33.3) Mariposa/Tinguiririca (2.8) Mariposa (0.388) 
7th Tinguiririca (30.3) Puchuldiza (2.7) Tinguiririca (0.255) 
8th El Tatio (23.9) Nv. de Chillán (2.5) Nv. de Chillán (0.130) 
9th  Nv. de Chillán (23.4) El Tatio (1.3) El Tatio (0.007) 

 
The main results of the economic assessment are summarized in Table 6, which is analogous to 
Table 5 and follows the same format. 

Table 6: Summary of the main results of the economic assessment. The numbers in the parentheses are the 
values calculated for the respective geothermal system. 

Ranking NPV [$MUSD] IRR [%] EFI 
1st Cordón Caulle (475.67) Cordón Caulle (79.73) Cordón Caulle (1.50) 
2nd La Torta (307.18) Tinguiririca (39.85) La Torta (0.76) 
3rd Mariposa (180.86) La Torta (37.11) Mariposa (0.45) 
4th Puchuldiza (178.82) Mariposa (37.01) Puchuldiza (0.34) 
5th Tolhuaca (137.92) Tolhuaca (31.31) Tolhuaca (0.30) 
6th Tinguiririca (105.07) Nv. de Chillán (30.93) Tinguiririca (0.28) 
7th Nv. de Chillán (104.6) Apacheta (24.09) Nv. de Chillán (0.21) 
8th Apacheta (74.95) Puchuldiza (23.27) Apacheta (0.09) 
9th  El Tatio (71.05) El Tatio (13.7) El Tatio (0.00) 

 
In the case of the social and environmental assessment the main results are exclusively their 
respective indexes and are reported together in Table 7: 

Table 7: Summary of the results of the social and environmental assessments. The numbers in the parentheses 
are the values calculated for the respective geothermal system.  

Ranking SFI ERI 
1st  Apacheta (4.479) Apacheta (2.60) 
2nd  Puchuldiza (3.881) Tinguirirca (2.18) 
3rd  Mariposa (3.593) El Tatio (2.15) 
4th  Nv. de Chillán (3.528) Mariposa (2.13) 
5th  Tinguiririca (3.411) Nv. de Chillán (1.66) 
6th  La Torta (3.225) La Torta (1.51) 
7th  El Tatio (3.206) Puchuldiza (1.38) 
8th  Cordón Caulle (2.899) Tolhuaca (0.90) 
9th  Tolhuaca (2.490) Cordón Caulle (0.78) 
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4.2 Results of the Multi-Criteria Likelihood Index 

A summary of the values calculated for the assessments’ indexes, their normalized values, and the 
MCLI final results are presented in Table 8: 

Table 8: Summary of the technical, economic, social, and environmental indexes as presented before, next to 
them is their normalized value (bold), and the final column has the final aggregated value of the 
normalized indexes, namely MCLI and their position in the performance ranking. 

System TPI | N(TPI) EFI | N(EFI) SFI | N(SFI) ERI | N(ERI) MCLI 
Puchuldiza 0.47 | 0.334 0.34 | 0.226 3.88 | 0.699 1.38 | 0.329 1.588 (6th) 
Apacheta 0.39 | 0.282 0.09 | 0.059 4.48 | 1.00 2.60 | 1.00 2.340 (1st) 
El Tatio 0.01 | 0.00 0.00 | 0.00 3.21 | 0.360 2.15 | 0.752 1.112 (8th) 
La Torta 1.38 | 1.00 0.76 | 0.507 3.24 | 0.375 1.51 | 0.402 2.284 (2nd) 

Tinguiririca 0.26 | 0.180 0.28 | 0.188 3.41 | 0.463 2.18 | 0.769 1.600 (5th) 
Mariposa 0.39 | 0.277 0.45 | 0.299 3.59 | 0.555 2.13 | 0.742 1.872 (3rd) 

Nv. de Chillán 0.13 | 0.090 0.21 | 0.142 3.53 | 0.522 1.66 | 0.482 1.236 (7th) 
Tolhuaca 0.64 | 0.462 0.30 | 0.199 2.49 | 0.000 0.90 | 0.067 0.728 (9th) 

Cordón Caulle 0.90 | 0.647 1.50 | 1.000 2.90 | 0.206 0.78 | 0.000 1.853 (4th) 

5. Discussions 
Given the innovative nature of the methodological framework introduced and implemented in this 
research, the ensuing discussions requires an examination of both the methodologies and the 
outcomes detailed in the preceding section. 

5.1 Methodological discussion 

In the technical assessment, while Equation 1 is widely recognized and utilized for quantifying 
geothermal resource generation capacity, the introduction of Equation 1 adds a valuable secondary 
measure to create the Technical Potential Index (TPI). Moreover, it offers informative insights for 
broader applications. 

In the economic assessment, a comprehensive set of justified assumptions was employed to 
establish a standardized electricity generation project, forming the foundation for all study cases. 
Nonetheless, given the extensive scope of these assumptions, it is important to clarify that the 
computed NPV and IRR values are specifically intended for comparing the hypothetical economic 
performance of the evaluated geothermal resources. 

During the development of the TPI and EFI indexes, weights were assigned through an iterative 
process. In contrast, the Multi-Criteria Decision Analysis (MCDA) method, which inspired the 
normalization and weighted aggregation procedures, advocates for a weight determination process 
that involves multiple steps, including stakeholder engagement and weight profile definition. Thus, 
the assignment of weights may introduce some level of imprecision, errors, and uncertainties. 

The social assessment methodology fully adopted the MCDA approach outlined by Wang et al. 
(2009) and Martínez Reyes (2020). However, due to the research's constraint of relying solely on 
existing data, certain steps of the MCDA method had to be omitted. It should be noted that some 
of these omitted steps, which are inherent strengths of the original method, could be considered 
for future refinements. 
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The methodology employed to assess the environmental risks aims to quantify the occurrence of 
impacts resulting from the construction and operation of hypothetical geothermal projects. This 
poses a limitation regarding the impossibility of conducting direct measurements of the potential 
impacts and might lead to the exclusion of factors that are acknowledged in the literature as 
significant contributors to the environmental effects of geothermal energy development (such as 
noise pollution, for example). 

5.2 Results discussion 

The outcomes of the technical assessment, as presented in Table 5, distinctly highlight that the 
most promising geothermal prospects, based solely on their technical potential, are La Torta and 
Cordón Caulle. These two prospects consistently secure top positions in the rankings for P90(1), 
P90(2), and TPI values. However, it is important to note that the lack of well data for the reservoirs 
of La Torta and Cordón Caulle led to their parameters being determined solely through indirect 
methods, potentially resulting in a high degree of uncertainty about their resource potential. 

Turning to the economic assessment results in Table 6, it is evident that the Cordón Caulle prospect 
dominates the performance rankings for both economic indicators and EFI values. La Torta also 
ranks within the top three for all three indicators. Notably, the NPV and EFI rankings align exactly, 
suggesting that the NPV's impact on EFI calculations is substantial. This observation raises the 
possibility of re-evaluating the weights used in Equation 3 for future method enhancements. 
Furthermore, the consistent strong performance of La Torta and Cordón Caulle in both technical 
and economic assessments implies that the economic outcomes are notably influenced by the 
P90(1) values. 

In the social and environmental assessment results depicted in Table 7, the Apacheta geothermal 
system emerges as the top performer in both rankings. Given that the Apacheta system hosts the 
country's sole geothermal power plant, it is plausible to infer that these dimensions may hold the 
utmost importance regarding the probability of successfully developing a geothermal power 
generation project. 

Lastly, the MCLI parameter results shown in Table 8, which amalgamate the four preceding 
indexes, position the Apacheta geothermal system as the most favorable resource for development. 
Following that, La Torta, Mariposa, and Cordón Caulle follow as the subsequent favorable 
resources. However, it is crucial to acknowledge that the La Torta and Cordón Caulle geothermal 
fields carry a significant level of uncertainty associated with their resource parameters. 

6. Conclusions 
In conclusion, this research has introduced a novel approach to quantifying and integrating four 
key aspects for the assessment of geothermal resources. The methodology proposed and its 
implementation in the Chilean Andes offer valuable insights and findings: 

• The methodology developed in this study, which combines technical, economic, social, 
and environmental assessments into a single evaluation framework, is a unique 
contribution to the field. 

• The value of this research lies in both its innovative methodology and the results obtained 
from applying it to the Chilean Andes study case. 
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• While numerous but justified assumptions were necessary for the study's context, their 
specificity might limit direct replication in different cases. 

• Future refinements should focus on careful consideration of normalization, weighting, and 
aggregation procedures to ensure accuracy and reliability. 

• Despite limitations, the study has successfully achieved its objectives and provides 
valuable insights. 

• The use of single-flash technology as a foundation for calculations is a strong assumption, 
and its applicability to low enthalpy cases may not be suitable. 

• The calculated economic values (NPV and IRR) are context-specific and should not be 
interpreted as representative of the resources' overall value. 

• A low ranking in any of the indexes does not imply that resource development is 
impossible; it merely indicates relative performance compared to other resources. 

• The Multi-Criteria Likelihood Index (MCLI) is considered a suitable index for comparing 
the resources, providing a comprehensive perspective. 

• Considering the existing conditions, and the specific uncertainties associated with the 
resource parameters of La Torta and Cordón Caulle prospects, the study suggests that the 
Mariposa, Tinguiririca, and Puchuldiza geothermal systems are more feasible for 
development compared to other prospects. 

In summary, this research offers a pioneering methodology and valuable insights into the 
assessment of geothermal resources, emphasizing the importance of a holistic approach that 
considers technical, economic, social, and environmental dimensions. The conclusions drawn from 
this study contribute to the understanding of the geothermal potential in the Chilean Andes and 
provide a foundation for future research and decision-making in geothermal energy development. 
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ABSTRACT 

Geothermal energy is one of the renewable energy sources that has been gaining attention in recent years. 
This type of energy is derived from the heat generated within the Earth's crust. It can be used for various 
purposes, such as generating electricity, heating buildings, and powering industrial processes. One region 
with great potential for geothermal energy production is the Williston Basin, located in North Dakota. The 
Williston Basin is a large sedimentary basin that spans over 440,000 square miles (1,139,594.8 sq km). The 
Precambrian basement rock is about 16,000 ft (4900m) deep in the basin's center, and the Deadwood 
formation is approximately 15,000 ft (4572m) below the surface in North Dakota. The estimated geothermal 
gradient in the region is between 20-30°C per kilometer, with reported temperatures (Gosnold et al., 2015; 
Murphy, 2021; Sarnoski, 2011; etc.) ranging from approximately 60°C to 150°C at 2-3 kilometers deep. 
Unfortunately, despite the potential of the Williston Basin for geothermal energy production, currently, 
there are no published research studies that illustrate a mathematical correction to the bottom hole 
temperatures (BHT) taken from well log files for this region. 

Although many published works exist on BHT correction (Forster et al., 1995; Kehle et al., 1970; Harrison 
et al., 1982; etc.), they have yet to develop BHT correction for the Williston Basin. McDonald et al. (2015) 
measured 23 temporarily abandoned oil and gas wells in the region and applied several methods to estimate 
heat flow at these locations. However, they did not create an empirical equation to use across the basin to 
correct existing BHT from existing wells. The present study aims to fill this gap by applying several known 
BHT correction methods, including Harrison, SMU, Förster, Förster-SMU, Kehle, Time since Circulation, 
Waples, and T-Strat corrections. By comparing these methods to the BHT measured by McDonald et al. 
(2015), this research aims to create a correction BHT method for the Williston Basin. A newly developed 
correction method is crucial for obtaining accurate temperature data and identifying potential regional 
geothermal reservoirs. The study's significance lies in its potential to unlock the untapped geothermal 
energy resources in the Williston Basin, North Dakota. Geothermal energy is a clean and renewable energy 
source, and utilizing it would help reduce carbon emissions and move toward a more sustainable future. As 
the world continues to seek alternative energy sources to reduce carbon emissions and achieve a sustainable 
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future, geothermal energy could play a vital role. Geothermal energy has the potential to provide a reliable 
and renewable source of energy, and this study contributes to that goal.  

1. Introduction 
 

An enhanced geothermal system (EGS) in a sedimentary basin may harness the power of 
geothermal energy to generate electricity. EGS is a man-made reservoir designed to tap into hot 
rock formations that have limited natural permeability or fluid content. The EGS approach 
involves generating a subsurface network of fractures in a low-permeability reservoir by 
stimulating existing fractures in the rock. This allows for the extraction of heat from the heated 
rock, as water pumped into the reservoir becomes heated through contact and is then brought back 
to the surface through production wells, resembling the process of natural hydrothermal systems.  
 
The geothermal power from this type of region relies on three essential components: heat, fluid, 
and permeability. Heat assumes a pivotal role in the operation of EGS, and this paper will only 
address the heat aspect through bottom-hole-temperature (BHT) correction. As the heat gradually 
transfers from the interior portion of the Earth to the surrounding basin rock, this process creates 
a geothermal gradient. The geothermal gradient varies in different global areas depending on the 
annual mean surface temperature and the thermal conductivity of the subsurface formations (Tiab 
et al., 2015).  
 
An oil well's subsurface temperature gradually increases with depth. However, the extent of this 
increase varies depending on the specific geological characteristics of the region. Subsurface BHT 
are measured using either mud temperatures or formation-fluid temperatures during various 
procedures such as well logging, repeat formation tests, drill-stem tests, and production tests. 
However, these fluid measurements cause a reduction in the temperatures of both the borehole and 
the surrounding wall rocks due to the drilling process. Consequently, BHT measurements often 
exhibit a decrease of approximately 10-15°C, necessitating mathematical corrections to accurately 
represent the temperatures in the subsurface (Peters and Nelson, 2013). 
 
Several factors influence the temperature change, including the duration of drilling fluid 
circulation, the temperature disparity between the reservoir and the drilling fluid, the well's radius, 
the reservoir's thermal diffusivity, and the drilling technology employed. Considering these 
variables, accurately determining the formation temperature at any given depth requires a certain 
period during which the well is not operating. Theoretically, this shut-in time should be infinitely 
long to restore the original conditions. However, there is a practical limit to the time needed for 
the temperature difference between the well wall and the surrounding reservoir to become 
negligible. This paper suggests a new approach to estimating BHT outside of recorded existing 
well logs correction methods being used in prior reserch.  

 
2. Prior Main Research 

 
The first documented heat flow analysis in the Williston Basin was conducted by Blackwell (1969) 
using data from a single well in the Lone Tree oil field, which revealed a temperature gradient of 
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39.9 K km-1. Several years later, Combs and Simmons (1973) measured heat flow at two locations 
near the Lone Tree oil field, finding considerably higher temperature gradients of 55 K km-1 and 
56 K km-1. 
 
The Williston Basin exhibits a bimodal composition, characterized by a layer of Cenozoic and 
Mesozoic strata composed primarily of shales, with a thickness ranging from 1 to 2 km (Gosnold 
et al., 2012). The Cenozoic and Mesozoic strata are overlying the Paleozoic limestones and 
dolomites that extend to a depth of 2 to 3 km (Gosnold et al., 2012). According to Gosnold et al. 
(2012), thermal conductivity measurements were obtained for fourteen of the Paleozoic 
Formations and one of the Mesozoic Formations: Gosnold et al. (2012) calculated thermal 
conductivity from the temperature gradients resulting in 1.1 W m-1 K-1 for the shales. More 
recently, Antriasian (2010) showed that 23 cores from 1km deep have a thermal conductivity 
average of 0.9 W m-1 + 0.26 W m-1 K-1, which decreases exponentially related to depth.  
 
In their research, Gosnold et al. (1999) conducted a study in the Williston Basin to determine heat 
flow, utilizing the average radiogenic heat output of the crust, conventional heat flow, and limited 
BHT data. Subsequently, Gosnold et al. (2010) and Crowell et al. (2011) estimated temperatures 
within North Dakota's Bakken Formation using heat flow, lithostratigraphy, thermal conductivity, 
and BHT data from wireline logs. Further investigations by Gosnold et al. (2012) involved using 
the Thermostratigraphy (TSTRAT) method and Fourier's rule of heat conduction equation to 
analyze heat flow in the basin. 

 
McDonald (2015) conducted measurements of BHT from temporarily abandoned wells using a 
memory tool (GOWell Model GTC43C Pegasus) equipped with temperature, gamma-ray, and 
casing collar locator probes. McDonald's (2015) employed various methods to estimate heat flow 
at different locations, including calculations based on average laboratory thermal conductivity 
values, existing heat flow maps, the Bullard Method, and the harmonic mean of thermal 
conductivity. The logging runs encompassed depths ranging from approximately 13,000 ft (3960 
m) to 3,000 ft (915 m). 
 
The methods for correcting BHTs in the Williston Basin have been disputed since early 1970 
(Crowell, 2015). Unfortunately, the BHTs are crucial for determining factors such as hydrocarbon 
maturity, thermal history, and geothermal energy assessment. The following methods are the most 
commonly used for the Williston basin, Horner method (He, Z. 2015), Harrison (Harrison et al., 
1983), Kehle (Kehle et al., 1970), and Förster (Förster et al., 1996). Prior research shows that 
Thermostratigraphy has been used extensively in evaluating geothermal resources within the 
Williston Sedimentary Basin in North Dakota (Blackwell, 1969, Combs et al., 1973, Scattolini, 
1978, Gosnold, 1984, 1991, 1999b; Gosnold et al., 2010; Crowell and Gosnold, 2011; Crowell et 
al., 2011) to name a few.  
 
As seen in Fig. 1, the results show that the original and correction methods (mud circulation, 
Harrison, and Kehle) are + 15 ° or greater from McDonald's (dark blue) physically surveyed 
measured results (Appendix A). In McDonalds (2015) study, the North Dakota Geological Survey 
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(NDGS) initiated a temperature logging program in the Williston Basin. Prior correction schemes 
have been derived to account for variations between actual formation temperatures and the 
measured wellbore temperatures obtained during drilling or while the well is producing such as 
that developed by Horner method (He, Z. 2015), Harrison (Harrison et al., 1983), Kehle (Kehle et 
al., 1970), and Förster (Förster et al., 1996). However, the best alternative for accuracy is to make 
use of well bores that have been idle for months or, if possible, years so that equilibrated 
temperatures have been reached. To minimize uncertainty in the subsurface temperature profile, 
we propose using the BHTs of twenty-three existing oil wells from Mcdonald's (2015) measured 
wells as a baseline reference for correcting BHT. Additionally, to move across a region we 
assigned McDonald’s wells to a zone in the Williston Basin. This allows us to use TSTRAT as a 
stratigraphical cross section to link other wells with similar formation thicknesses across a zone.  
 

 
Figure 1: Comparison between Mud Circulation, Harrison, Kehle, McDonald's, and the original BHT take in 

oil and gas recovery. 
 
3. Prior BHT Correction Methods   
 
3.1 Mud Correction 
Zetaware, led by founder He (2015), has developed a revised correction method inspired by 
Waples' (2001) statistical techniques. This new approach relies primarily on the duration of the 
collection of mud circulation data. The correction factor is influenced to a lesser extent by the time 
that has elapsed since the conclusion of mud circulation and depth. Consequently, the formula used 
in this research provides the precise subsurface temperature (measured in Celsius). 
 

True = Tsurf + f ∗ (Tmeas − Tsurf) − 0.00139(z − 4498)                                                (1) 
 
where Tsurf is set to average temperature, Tmeas is the measured log temperature (Celsius), True 
is the corrected temperature, and Z is depth below the surface.  
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3.2 Harrison Correction 
The Harrison Correction, initially introduced by Harrison et al. (1983), was subsequently enhanced 
by Blackwell et al. (2004). They incorporated equilibrium and disequilibrium temperature data 
from the Anadarko and Arkoma basins in Oklahoma and introduced depth measurements as a 
factor in the equation. This refinement allowed for the generation of near-equilibrium BHTs. 
 

Tcf (° C) =  −16.512 + 0.0183 ∗ (z) − 0.00000234 ∗ (z2)                                               (2) 
 
where Tsurf is set to average temperature, Tmeas is the measured log temperature (Celsius), Tcf is 
the temperature correction factor, and Z is depth below the surface.  
 
3.3 Kehle Correction 
The Kehle et al. (1970) correction was devised explicitly for the AAPG dataset covering Louisiana 
and West Texas. Through a least-squares regression analysis, a third-order polynomial was fitted 
to the data, enabling the determination of an average correction for the geothermal gradient in 
Fahrenheit as a function of depth measured in feet, as detailed by Speece et al. (1985). 
 

Tcf (Celcius) = 8.819 ∗ 10−13 ∗ (x3) − 2.143 x 10−8 ∗ (x2) + 4.375 x (10−3)− 1.018        (3)  
 

where x is depth in meters, Tcf is the temperature correction method.  
 

3.4 Thermostratigraphy Correction 
The heat equation is a consequence of Fourier's law of conduction solution of the heat equation is 
characterized by a gradual smoothing of the initial temperature distribution by the flow of 
heat from warmer to colder areas of an object (Fourier, 1988). Generally, many different states 
and starting conditions will tend toward the same stable equilibrium. Consequently, reversing the 
solution and concluding something about earlier times or initial conditions from the present heat 
distribution is inaccurate except over the shortest periods (Fourier, 1988). 
 
Thermostratigraphy relies on the assumption of conductive and constant heat flow 𝑞𝑞, where the 
temperature gradient, 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 varies inversely with the thermal conductivity 𝜆𝜆 of the rocks using 
Fourier's law. 
 

𝑞𝑞 =  
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝜆𝜆                                                                                                                                    (4) 

 
The temperature at a given depth can be calculated using the following equation (TSTRAT): 
 

𝑑𝑑(𝑑𝑑) = 𝑑𝑑0 +  �
𝑞𝑞𝑑𝑑𝑖𝑖
𝜆𝜆𝑖𝑖

                                                                                                              (5)
𝑛𝑛

𝑖𝑖=1

 

where: 
 
 T0 represents the surface temperature.  
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 q represents the heat flow in mW/m2 
 zi denotes the thickness of the formation in meters 
 λi represents the thermal conductivity of the formation in W/(m۰K) 
 The summation (Σ) encompasses the contributions of each formation layer 
 The temperature gradient (dT/dz) is implied in the equation 

 
This equation allows for calculating temperature at a specific depth based on the known heat flow 
values, formation thickness, thermal conductivity, and surface temperatures.  
 
3.5 McDonalds (2015) Measurements 
 
Considerable attention has been directed towards understanding the variations in the Williston 
Basin subsurface temperature field concerning heat flow. None to date has provided a physical 
measurements for BHT, except for McDonald's (2015) survey. We set out to use the twenty-three 
wells from Mcdonald's (2015) survey and reconstructed from his graphs using Excel the 
temperature profile with relationship to depth. We then applied a best fit line that allowed us to 
extract a polynomial equation (Figure 2, left).  
 

 
Figure 2: Example of polynomial equation with best fit line (left). Right side showing all 23 wells downhole 

measured temperature profiles modified from McDonald’s (2015) study.  
 

3.6 Combining McDonalds (2015) and TSTRAT 
 
Looking at Figure 2, (right side) when looking at the twenty-three temperature profile, one can see 
that they do not all follow the same best fit line and will not have the same polynomial equation 
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(Table 1). We propose splitting McDonald's (2015) temperature curves into three sections as a 
reference (Figure 3).  
 

 
Figure 3: McDonald’s twenty-three wells split into three zones based on the best fit line, polynomial equations 

are referenced in Appendix A. 

The Williston Basin is a large intracratonic sedimentary basin in eastern Montana, western North 
Dakota, South Dakota, and southern Saskatchewan. The oval-shaped depression extends 
approximately 475 miles (764 km) north-south and 300 miles (480 km) east-west. The sediments 
span 16,000 ft (4,900 m) in-depth and consist of six major stratigraphic sequences Sauk, 
Tippecanoe, Kaskaskia, Absaroka, Zuni, and Tejas (Sloss, 1963). Heat flow and BHT are different 
across the region and require applying the three zones in Figure 3 to a Basin map for increased 
BHT at various depths (Figure 4).  
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Figure 4: Three zones splitting up the Williston Basin, with reference to McDonald’s (2015) BHT 

measurements. 
Last, using the three zone application with McDonald’s (2015) BHT data, we then can apply this 
profile to calibrate the same well in the TSTRAT method. This new corrected TSTRAT profile is 
a cross-section that can be applied and linked to any wells inside the referenced zone that was 
originally tied to McDonald’s polynomial equation and BHT profile (Table 1, example).  
 
 Table 1: Example of  a well tie from McDonalds’s (2015) temperature profiles to TSTRAT. 

 
 

4. Discussion and Results 
 

The Williston Basin in North Dakota is a heterogeneous combination of numerous lithologies, 
namely, sandstones, siltstones, shales, limestones, and evaporites, with a wide range of variability 
in porosity and permeability. Subsurface temperature is usually obtained from continuous or 
bottom-hole temperature measured in wells drilled for water or oil (Rider, 1986). However, as 
mentioned earlier in the paper, the accuracy of this type of method is + 15 to 20 ° (Figure 1). Due 
to the high cost and limited depth of drilling, it is always difficult to carry out the direct and 

FileNo Deadwood Depth (m) Deadwood depth (ft) Equation McDonalds McDonald Reported (C) TSTRAT Q (heat flow)
8005 4502.8104 14773 y=0.1097x^2+10.209x+58.111 160.047 160.5 0.056
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complete characterization of the subsurface thermal regime. Therefore, it is necessary to predict 
subsurface thermal conditions using alternative methods.  
 
Instead, we propose splitting McDonald's (2015) temperature curves into three sections as a 
reference (Figure 3). Each of the wells has a corresponding equation that allows for extrapolating 
to a BHT (Appendix B). If needed, this allows one to extrapolate using the equation for a deeper 
BHT than what is given in McDonald's existing temperature curves. McDonald's (2015) 
temperature survey included 23 wells measured at various depths. Allowing for any well in a 
particular zone (McDonald's (2015) survey wells) to be linked with T-STRAT allowing the T-
STRAT file that has been now calibrated to be used as a cross-referencing file in that zone to 
determine the correct BHT and individual formation temperature. Additionally, we can identify the 
heat flow at a specific depth or given Formation. For example, we found that for each of the 
McDonald's wells (Appendix B), the average heat flow (Q) across the region is 0.0566 J/s for the 
Deadwood Formation (Figure 5).  
 

 
Figure 5: Heat flow shown for McDonald’s surveyed wells taken from TSTRAT results. 

 
For example, the original BHT in the well logs 16376 is 148.9°C at a depth of 15,180 ft. Using 
Mcdonald's equation; we can determine the temperature correction for Deadwood Formation to be 
162.7°C at 14,841 ft. Linking this corrected BHT to TSTRAT creates a template to move across 
formations within this zone nearby (as long as the formation thicknesses match across the zone).   
 
5. Conclusion 
 
The Williston Basin in North Dakota exhibits significant lithological heterogeneity, leading to a 
wide variation in porosity and permeability. While subsurface temperature data is crucial for 
various applications, obtaining accurate measurements through direct drilling is challenging due 
to high costs and limited depths. Consequently, alternative methods for predicting subsurface 
thermal conditions are essential. 
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This study aimed to address the limitations of conventional methods by utilizing data from 
McDonald's (2015) survey, which provided valuable temperature curves for 23 wells in the basin. 
By reconstructing and calibrating this data, the research proposed a correction method for Bottom-
Hole Temperatures (BHTs) built around the surveyed results. Figure 1 demonstrates that existing 
correction methods, such as mud circulation, Harrison, and Kehle, have significant deviations of 
+15°C or more from McDonald's physically surveyed BHT results. 
 
Furthermore, the research revealed that the temperature gradients from the subsurface to the 
bottom hole for all twenty-three wells do not follow a consistent curve. This finding suggests that 
a single-equation correction method may not be sufficient for accurately correcting BHTs across 
the entire basin. 
 
As a more effective approach, the study proposed dividing McDonald's (2015) temperature curves 
into three sections (Figure 3) and developing corresponding equations for each well to extrapolate 
BHTs. McDonald’s wells are then used to calibrate T-STRAT files for individual zones, allowing 
for better cross-referencing and determining correct BHTs and individual formation temperatures. 
Moreover, the research facilitated identifying heat flow at specific depths or formations, such as 
the average heat flow (Q) of 0.0566 J/s for the Deadwood Formation (Figure 5). 
 
This study presents a promising method for improving the accuracy of BHT corrections in the 
Williston Basin, utilizing McDonald's (2015) survey data and proposing an equation-based 
approach for calibrating T-STRAT files. This methodology opens up new possibilities for 
accurately estimating subsurface thermal conditions and enhancing our understanding of the 
basin's geothermal characteristics. 
 
References 

Antriasian AM. The Portable Electronic Divided Bar (PEDB): a tool for measuring thermal 
conductivity of rock samples. InProceedings from the World Geothermal Congress, Bali, 
Indonesia 2010 Apr (pp. 25-29). 

Blackwell DD. Heat‐flow determinations in the northwestern United States. Journal of 
Geophysical Research. 1969 Feb 15;74(4):992-1007. 

Blackwell DD, Richards M. Calibration of the AAPG geothermal survey of North America BHT 
data base. InAAPG Annual Meeting, Dallas, Tx, paper 2004 Jun (Vol. 87616, p. 2004). 

Combs J, Simmons G. Terrestrial heat flow determinations in the north central United States. 
Journal of Geophysical Research. 1973 Jan 10;78(2):441-61. 

Crowell AM, Gosnold W. Correcting Bottom-Hole Temperatures: A Look at the Permian Basin 
(Texas), Anadarko and Arkoma Basins (Oklahoma), and Williston Basin (North Dakota). 
Geothermal Resources Council Transactions. 2011;35:735-8. 

1529



Namie, Alamooti & Eiring 

Crowell, James Josh. Improving the availability of thermal conductivity data and modeling how 
inaccurate thermal conductivity data affect geothermal power production models. The 
University of North Dakota, 2015. 

Förster, A., and Merriam, D. F. (1995). A bottom-hole temperature analysis in the American 
Midcontinent (Kansas): implications to the applicability of BHTs in geothermal studies: Intern. 
Geothermal Assoc., World Geothermal Congress (Florence, Italy). In Proc (Vol. 2, pp. 777-
782). 

Fourier JB. Théorie analytique de la chaleur. Gauthier-Villars et fils; 1888. 

Gosnold Jr, William D. "Basin-scale groundwater flow and advective heat flow: an example from 
the Northern Great Plains." In Geothermics in basin analysis, pp. 99-116. Boston, MA: 
Springer US, 1999. 

Gosnold, Will. rth Central US Heat Flow May be Undetermined. No. Gosnold KansasGeophysics 
2010. pdf. Southern Methodist University Geothermal Laboratory (Prime); UND, 2010. 

Gosnold, W.D., McDonald, M. R., Klenner, R., and Merriam, D. F., "Thermostratigraphy of the 
Williston Basin," Geothermal Resources Council Transactions, 36, (2012), 663-698.  

Harrison, W.E., K.V. Luza, M.L Prater, and PK Chueng, Geothermal resource assessment of 
Oklahoma, Special Publication 83-1, Okla. Geological Survey, 1983. 

He, Z. Bottom Hole Temperature Correction, Time since Circulation. Retrieved March 4, 2015, 
from http://www.zetaware.com/utilities/bht/timesince.html. 

McDonald, Mark R., William D. Gosnold, and Stephan H. Nordeng. "Preliminary results of a heat 
flow study of the Williston Basin using temporarily abandoned oil wells, Western North 
Dakota." Geothermal Resources Council Transactions 39 (2015): 627-634. 

Peters, Kenneth E., and Philip H. Nelson. "Criteria to determine borehole formation temperatures 
for calibration of basin and petroleum system models." (2012). 

Prensky S. Temperature measurements in boreholes-An overview of engineering and scientific 
applications. The Log Analyst. 1992 May 1;33(03):313-33. 

Rider, Malcolm H. "The geological interpretation of well logs." (1986). 
 
Tiab D, Donaldson EC. Petrophysics: theory and practice of measuring reservoir rock and fluid 

transport properties. Gulf professional publishing; 2015 Sep 23. 
 
SCATTOLINI, R. "Heat flow and heat production studies in North Dakota[Ph. D. Thesis]." (1978). 
 
Sloss, Lawrence L. "Sequences in the cratonic interior of North America." Geological Society of 

America Bulletin 74, no. 2 (1963): 93-114. 
 

1530



Namie, Alamooti & Eiring 

Speece, M. A., Bowen, T. D., Folcik, J. L., and Pollack, H. N. (1985). Analysis of temperatures 
in sedimentary basins: the Michigan Basin. Geophysics, 50(8), 1318-1334. 

 
Waples, Douglas W., and Mahadir Ramly. "A simple statistical method for correcting and standardizing 

heat flows and subsurface temperatures derived from log and test data." (1995). 
 

  

1531



Namie, Alamooti & Eiring 

Appendix A 

Corrected BHT Comparison Methods Results 
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Appendix B 

When applying Mcdonald's BHT to T-STRAT, the resulting average of heat flow was 0.0556 J/s. 
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ABSTRACT 

The use of low-temperature geothermal resources is ever increasing for both direct use and 
electricity generation. As a fast alternative to numerical reservoir simulation, analytical models 
can provide an estimation of important project parameters such as production/injection pressure, 
production temperature, power output, etc. The speed of analytical approaches is attractive as 
parameter spaces can quickly be investigated for uncertainty quantification and economic 
feasibility models. However, the simplicity and speed of analytical models can come at the cost of 
accuracy. Many modern approaches to estimating thermal breakthrough time and production 
temperature are based on the seminal work of Gringarten and Sauty (1975). Two of the 
fundamental assumptions in that work are 1) that the material properties of water (viscosity and 
density) remain constant even though cold fluid is injected into a warmer domain and 2) that 
production rates remain constant. 

Comparison of analytically predicted thermal breakthrough times and temperatures with numerical 
models indicates that the assumption of constant water properties is inadequate if the change 
between reservoir and injection temperature is significant. We provide a simple engineering 
solution by modifying the Gringarten-Sauty solution to account for the changes in water properties 
with temperature. This more accurately fits the production temperatures predicted by numerical 
reservoir models. We further extend the Gringarten-Sauty approach to account for seasonal usage 
and non-constant flow scenarios. This is done by tracking the evolution of Gringarten and Sauty’s 
dimensionless time parameter.  

The addition of these functionalities allows project planners and developers to consider more cost-
beneficial usage scenarios and the impact those have on the reservoir and important production 
parameters without relying on expensive numerical reservoir simulation. 

1. Introduction  
In this work, we present a simple update to the classic Gringarten and Sauty (1975) model to 
analytically predict production well temperature for a doublet that accounts for changes in 
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viscosity and density due to differences in reservoir and injection temperature. This method allows 
a better fit to Tough2 (Preuss, et al., 1999) simulations of production well temperature. In the 
following paper, we first present the Gringarten and Sauty (1975) analytical model that this and 
many analytical solutions for production temperature are based upon. We verify the assumptions 
in the model by comparing the results to a Tough2 simulation. Then we provide a method to extend 
the model to account for viscosity and density changes that can occur in the reservoir fluid when 
cold water is injected into a hot reservoir. We test that the simplification can work for multiple 
injection temperatures in reservoirs with three different initial state temperatures that correlate to 
targets in the Mol, Belgium area. We further show that the Gringarten and Sauty (1975) approach 
can be extended to seasonal and time varying usage scenarios by careful tracking of the non-
dimensional time parameter 𝑡𝑡𝐷𝐷. Lastly, we provide a solution for production well temperature with 
a complex historical loading scenario. The goal of this model is to replace other analytical solutions 
that are less robust in planning and economic feasibility studies.  

2. Analytical Doublet Production Temperature 

Gringarten and Sauty (1975) provide perhaps the most prolific approach to analytical estimation 
of doublet production temperature as a function of time. Their work assumes that two wells (one 
injector and one producer) are located in a uniform horizontal aquifer of thickness h subject to a 
steady flowrate q and injection temperature Ti and spaced a distance D away from each other. The 
aquifer is assumed to be bound on top and bottom by impermeable confining layers. The water 
properties of density and viscosity are taken to be constant and not dependent on the fluid 
temperature differences.  

Figure 1 is from Grintarten and Sauty (1975) and shows the predicted non-dimensionalized 
production well cooling TwD (non-dimensionalized by injection temperature, actual production 
well temperature Tw, and reservoir temperature Tri) evolution in time. The non-dimensional time 
on the horizontal axis is a function of density ρ and heat capacity C for water (w) and the confining 
rock layers (av). Lastly, the thermal breakthrough time and temperature response after thermal 
breakthrough are found to be dependent upon a Gringarten’s non-dimensional heat transfer 
coefficient λ. In λ, k is the heat transfer coefficient and adj refers to an equivalent porosity-
dependent value for the confining layers: 

(𝑘𝑘ρ𝐶𝐶)𝑎𝑎𝑎𝑎𝑎𝑎 = (1 − ϕ)(𝑘𝑘ρ𝐶𝐶)𝑎𝑎𝑎𝑎 + ϕ(𝑘𝑘ρ𝐶𝐶)𝑤𝑤        [1] 

Where ϕ is the porosity of the overburden. If porosity is assumed to be 0, then the rock or av 
value of the parameters is used. Thermal breakthrough can be estimated to occur at 𝑡𝑡𝐷𝐷 = 1

2λ
+ 1.  
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Figure 1: Non-dimensional production well cooling temperature as a function of non-dimensional time for 

different lambda values (from Gringarten and Sauty, 1975). 

The curves presented in Figure 1 are computed by an integral of the complementary error 
function (erfc) and Gringarten and Sauty (1975) recommend computing values of TwD by 
computer or reading from the figure itself. In this work, we opt to prepopulate Figure 1 for many 
values of λ and read the results from an interpolated lookup table. Lee (1983) provides the exact 
analytic form of the equation to produce Figure 1: 

𝑇𝑇𝑤𝑤𝐷𝐷(λ, 𝑡𝑡𝐷𝐷) = 1
π ∫ 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 � 𝑓𝑓(𝜃𝜃)

�λ(𝑡𝑡𝐷𝐷−f(θ))
� 𝑑𝑑𝑑𝑑π

0         [2] 

Where: 

𝑒𝑒(θ) = π𝑐𝑐𝑐𝑐𝑐𝑐 θ
𝑐𝑐𝑠𝑠𝑠𝑠3 θ

(𝜋𝜋 − 𝑑𝑑 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑𝑒𝑒𝑠𝑠𝑠𝑠𝑑𝑑) + 𝜋𝜋       [3] 

and 

𝑇𝑇𝑤𝑤𝐷𝐷 = 𝑇𝑇0−𝑇𝑇𝑤𝑤
𝑇𝑇0−𝑇𝑇𝑟𝑟𝑟𝑟

            [4] 

Figure 2 displays the results of Equation [2] from Lee (1983) compared with hand digitized 
values from the Gringarten and Sauty (1975) plot. Any differences are a matter of errors in the 
hand-digitization. Many values of λ (starting with 0.01) were calculated, but only the values 
present in Figure 1 are shown here.  
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Figure 2: Lee (1983) equation results plotted with a digitized version of the Gringarten and Sauty (1975) results. 

Differences are due to hand digitization errors. 

Gringarten and Sauty (1975) provide a clue that superposition can be used to consider time varying 
values of injection temperature Ti. Later in this paper, we show that it is possible to consider more 
general variations in λ that could include changes in injection temperature as well as flow rate in 
time. More care must be taken to track the current non-dimensional time 𝑡𝑡𝐷𝐷, but this enables 
seasonal usage scenarios and changing injection temperatures as well as uncertainty in reservoir 
properties (such as height/thickness or even reservoir initial temperature) to be considered. This 
could be a valuable tool used in resource assessment prior to drilling.  

3. Numerical Validation with Analytical Solution 
Le Brun, et al (2011) performed a study comparing various simulators (including Tough2) to the 
recovered Gringarten solution for production temperature. We sought to compare a Tough2 
simulation to the Gringarten and Sauty (1975) solution to test the reservoir simulation setup and 
eventually, reliably extend the Gringarten solution. The scenario tested was taken from Le Brun, 
et al (2011) and involved a setup in a ~3500 m x 2250 m domain with a 9 m thick reservoir layer. 
The doublet distance was 1130 m, the flowrate was 193 m3/hr, and initial reservoir temperature 
was 75°C. The remaining material and simulation parameters can be found in Le Brun, et al (2011). 
It was found that, in order to match the analytical Gringarten solution, a high level of numerical 
grid refinement was needed in the Z-direction in the over/under burden layers. This resulted in 
more accurately modelling the heat transfer between the confining layers and the reservoir itself. 
The entire domain was 109 m in the Z direction, with 50 m of over- and under burden thicknesses 
each. The smallest element size in the Z direction was 0.131 m nearest the reservoir and the largest 
size was 19.8 m furthest away from the reservoir. The reservoir layer itself was modelled by a 
single 9 m thick layer. Figure 3 is an image of the Z refinement in the numerical validation model. 
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Figure 3: Numerical grid refinement in Z direction for Tough2 vs Gringarten solution comparison. 

 

In the cases tested here, the Gringarten model always predicted an earlier thermal breakthrough 
time than Tough2 did. Even after Tough2 was recompiled with constant fluid viscosity and density 
values, the thermal breakthrough time predicted by the Gringarten solution was still earlier than 
the time predicted by Tough2. This was also seen in the work of Le Brun, et al (2011), but was 
perhaps less noticeable due to figure resolution. Figure 4 displays the results of the validation 
study. The standard Tough2 solution and a solution with constant fluid viscosity are plotted with 
the standard Gringarten solution and the Gringarten solution with a shifted 𝑡𝑡𝐷𝐷 by 0.45 log cycles 
to account for the difference in thermal breakthrough time. The match between shifted Gringarten 
and Tough2 with constant fluid viscosity is nearly exact. This image highlights the importance of 
including the effect of differences in fluid viscosity in the solution. For these simulations, 49°C 
fluid was injected into a 75°C domain. These injection temperature values correlate to approximate 
values of viscosity of 0.55x10-3 Pa-s and 0.38x10-3 Pa-s respectively. Obviously, with higher 
reservoir temperatures, the difference can become even more pronounced.  
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Figure 4: Plot of Gringarten solutions with and without a thermal breakthrough time adjustment (shift) and 

the Tough2 simulation results for standard Tough2 and edited for constant fluid viscosity. 

4. Extension of Gringarten Solution for Viscosity Changes 
We introduce here a possible method to account for non-constant fluid viscosities within the 
Gringarten framework. In Gringarten and Sauty (1975), a curve is proposed (their Figure 3) to use 
to adjust breakthrough time based on the viscosity ratio of reservoir viscosity over injected 
viscosity. However, simply adjusting thermal breakthrough time is not adequate (as can be seen in 
Figure 4) as the behavior after breakthrough also changes. The Gringarten parameter that controls 
behavior after breakthrough is λ. Recall from Figure 1 that λ is defined as: 

λ = ρ𝑤𝑤𝐶𝐶𝑤𝑤ρ𝑎𝑎𝑎𝑎𝐶𝐶𝑎𝑎𝑎𝑎
(𝑘𝑘𝜌𝜌𝐶𝐶)𝑎𝑎𝑎𝑎𝑎𝑎

𝑞𝑞 ℎ
𝐷𝐷2

           [5] 

The density of water is temperature dependent, but those differences are small (<10%). The rock 
properties of density and heat capacity do not change and it is logical to keep flow and geometry 
properties (q, h, D) constant. Further, these properties are all included in the non-dimensional time 
𝑡𝑡𝐷𝐷. However, the λ parameter could be adjusted on its own either by an additional coefficient or 
by adjusting k (thermal conductivity of the overburden) if one considers k as a parameter that 
controls heat transfer between the confining layers and the reservoir. A higher value of k results in 
a lower λ and less thermal cooling – so more heat is transferred from the confining layers to the 
reservoir to reduce injection-related cooling.  

Returning to the example in the previous section, one could seek to match the Tough2 simulation 
with non-constant viscosity. The value of thermal conductivity used in the simulations and 
Gringarten analysis previously was 2.5 W/(m-K). The value of k was manually adjusted until what 
appeared to be a better fit of the Gringarten solution with the standard Tough2 solution was 
obtained. The results can be seen in Figure 5. In this case, k=3.05 W/(m-K) resulted in a much 
better fit over a 20 year simulation period. If an additional scalar term were added to the equation 
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for λ, the value of that variable would be around 0.82. Recall that the standard the Gringarten 
solution fit the blue line for constant viscosity Tough2 very well.  

 
Figure 5: Tough2 simulation results compared to Gringarten solution with adjusted k (or λ) values to account 

for viscosity changes. 

In conclusion, it is possible to adjust the Gringarten and Sauty (1975) solution to obtain a better fit 
with Tough2 simulation results with temperature dependent material parameters (density and 
viscosity) by considering a change in the confining layer thermal conductivity. In the next sections, 
this idea will be further explored to make it more applicable to a wider range of problems.  

5. Balmatt Geothermal Project and Numerical Simulation Setup 
The geographic area of interest is in Flanders, Belgium – specifically the Balmatt geothermal 
project in Mol, Belgium (Bos and Laenen, 2017). The site features a deep (~3500-5000 m) 
geothermal doublet targeting a carboniferous limestone formation (Dinantian) for research and 
heat delivery to a research campus hosting approximately 2000 employees. The maximum 
temperature seen in the wells was 147°C and a typical production temperature is around 120°C. 
We chose to setup a general Tough2 simulation to roughly match the parameters at the Balmatt 
site with some changes (predominantly distance between wells) to reduce the expected thermal 
breakthrough time. The reservoir simulation parameters are presented in Table 1. Fluid density 
was fixed in the Gringarten calculations, but determined by the water equations of state in Tough2. 
Examples were tested with constant fluid density values and the changes in the Tough2 simulation 
results were much smaller than the differences resulting from variable viscosity values. So, the 
conclusion is that viscosity dependence on temperature is the more important parameter to consider 
when seeking more accurate thermal front locations.  
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Table 1: Material parameters used in numerical simulations. 

Parameter Value Unit 
q 15 m3/hr 
h 50 m 
ρw 980 kg/m3 
Cw 4200 J/K 
φ 0.2 - 
κ 1.00E-14 m2 
k 3 W/(m-K) 
φav 0.01 - 
κav 1.00E-16 

 

kav 3 W/(m-K) 
 

The simulations were run to a total time of 20 years. In order improve the robustness of the results, 
four reservoir depths were tested. Each depth/initial temperature corresponds roughly to a possible 
geothermal reservoir target in the area. The initial reservoir temperatures (depths) tested were 65°C 
(1625 m), 90°C (2250 m), and 140°C (3500 m). Those depths correspond roughly to Chatelet 
interbedded sandstones, Ardenne interbedded sandstones, and the Loenhout (Dinantian) 
limestones. A variety of injection temperatures were tested for each reservoir depth to span as 
much of the viscosity ratio (reservoir/injected) space as possible. 

The same parameters used in the simulations were used in the Gringarten expressions to evaluate 
𝑡𝑡𝐷𝐷, 𝑇𝑇𝑤𝑤𝐷𝐷, and λ. For the deepest 140°C reservoir scenario, injection temperatures of 10-100°C in 
10°C increments were tested. For the 90°C reservoir, injection temperatures from 10-70°C were 
used in 10°C increments. For the 65°C reservoir, injection temperatures from 10-55°C in 9°C 
increments were used. The wells were placed 100 m apart in a domain 920 m x 920 m x 150 m. 
The wells were located near the edges of the finely refined portion in the center of the domain and 
the blocks within the reservoir and near the wells are 5 m x 5 m x 5 m in size.  
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Figure 6: Numerical simulation grid setup with refinement between wells and at the edge of the confining 

layers. 

6. Simulation Results and Extension of Gringarten Solution 
Figure 7 displays the results of the standard Gringarten solutions compared to the standard 
Tough2 results for the 140°C reservoir case for a variety of injection temperatures.  

 
Figure 7: Comparison of Gringarten solution for constant k with Tough2 solutions. Similar colors correspond 

to the same injection temperatures.  

920 m 

150 m 
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For smaller differences in temperature (viscosity), the results offer a reasonable estimation. 
However, the differences become significant when the difference in fluid viscosities is larger.  

In order to improve the fit based on variable k values, we first define the error in a solution as the 
L2 norm between the Tough2 result and the Gringarten result. Then we set up a uniformly spaced 
vector for 500 k-values between 0.01 and 60 (Δ𝑘𝑘 ≈ 0.12). Each value of k was tested by 
calculating the equivalent λ value, then interpolating between λ curves in the Gringarten solutions 
(calculated by Equation [2]). Interpolation between tabulated results was used for speed instead of 
re-integrating the Equation [2] every time as integration of the complementary error function is 
performed numerically. After testing each k value, the value with the lowest error in the solution 
is considered the ‘best fit’ and the value that best represents the heat transfer for the given fluid 
viscosity ratio. Figure 8 displays the result of this curve-fitting exercise and shows much better 
correlation to the Tough2 simulations. Notice that lower injection temperatures require higher k 
values to better match the heat transfer as the original Gringarten solutions showed much more 
cooling than what is realistic. Although these results and curve matches are not perfect, they are 
probably as representative as the Tough2 computation and provide a far more convenient approach 
to estimating project performance in the early phases of planning. Moreover, in comparison to 
numerical reservoir simulations, these estimates are calculated nearly instantly and so more 
efficiently support Monte Carlo uncertainty analyses for project financial planning.  

 
Figure 8: Comparison between Gringarten solution with optimized k values and the Tough2 simulation results 

for varying injection temperatures. 

Figure 9 displays the best fit k values for each injection temperature (viscosity ratio) for the 140°C 
case. The general idea is that if one wanted to predict the behavior of a doublet while including 
the effects of non-constant viscosity and density, you would simply vary the k value to match the 
figure given viscosity ratio. We now will test this hypothesis on the different initial reservoir 
temperatures. 
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Figure 9: Best fit values of k for given viscosity ratios for the 140° C reservoir case. 

 

Figure 10 shows the normal Gringarten solution on the left and the optimized k solution on the 
right compared to Tough2 for the 90°C reservoir results and Figure 11 shows the same for the 
65°C reservoir case. The plots both show a significant improvement by adjusting k (effectively λ) 
to better match the post-thermal breakthrough behavior.  
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Figure 10: Regular Gringarten solution (left) and optimized k solution (right) compared to Tough2 for 90° C 

reservoir scenario. 
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Figure 11: Regular Gringarten solution (left) and optimized k solution (right) compared to Tough2 for 65° C 

reservoir scenario. 
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Figure 12 gives a compilation of all the k values for each reservoir scenario case as a function of 
viscosity ratios. Plotting all data together shows that this approach is fairly robust – at least for the 
appropriate geothermal reservoirs near the Balmatt geothermal site in Belgium. The best fit curve 
for all three data sets is given by the dashed line. If we simply use μ to represent the viscosity ratio, 
the best fit curve is given by a general hyperbolic decay function: 

𝑘𝑘(μ) = 𝑘𝑘0
(1+𝑏𝑏𝐷𝐷μ)1/𝑏𝑏           [6] 

Where 𝑘𝑘0=50.693, 𝑏𝑏 =4.003e-3, and D=3.031. So, to use this equation, one must first compute 
the viscosity ratio through water equations of state given the initial temperature of the reservoir 
and the temperature of the injected fluid. Then, the equation for equivalent k can be computed and 
that value is used to calculate λ for the Gringarten curves. This enables a much better fit with 
numerical simulations that account for the temperature dependence of water fluid properties. In 
the next section, we will demonstrate the application of this approach for estimating the production 
temperature of a geothermal doublet under a complex historically varying usage scenario.  

 
Figure 12: Compilation of k values for each reservoir temperature and viscosity ratio. Best fit curve for all data 

is given by the dashed line. 

7. Application of Modified Gringarten Solution 

The previous section outlined a basic equation to determine a better value of k to adjust 
reservoir/confining layer heat transfer for a better match of expected production well temperatures 
when variable viscosity and density are considered. This will generally give better agreement with 
numerical models. However, the Gringarten approach can also be augmented to allow for 
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variations in parameters such as flowrate and injection temperature. Further, parameters such as 
reservoir thickness and temperature can be varied to account for uncertainties in Monte Carlo type 
approaches. We test a case for monthly variation in injection temperature and flowrates over 30 
years here.  

Keeping with the previous section, we consider a test setup similar to the 140°C reservoir scenario 
with the wells 100 m apart. This is not a realistic distance; however, it enables some cold fluid 
breakthrough early enough to make the exercise interesting. For example, at Balmatt, an estimate 
of the distance between wells could be 1000 m. At the induced-seismically constrained flowrate 
of 30 m3/hr, thermal breakthrough is not expected for at least 200 years of constant production. 
Indeed, a flatline production temperature is not the most interesting exercise!  

We randomly chose the flowrate each month from a triangular distribution with winter months 
(October-March) being between 50 and 150 m3/hr with an average of 90 m3/hr and summer months 
(April-September) between 0 and 20 m3/hr with an average of 7.5 m3/hr. Injection temperature 
was kept between 50 and 70°C and varied based on the usage for each month – higher usage 
months had a lower injection temperature and visa versa.  

In order to track the appropriate production temperature, the non-dimensional time 𝑡𝑡𝐷𝐷 must be 
carefully tracked. It is computed by the equation in Figure 1 from Gringarten and Sauty (1975): 

𝑡𝑡𝐷𝐷 = ρ𝑤𝑤𝐶𝐶𝑤𝑤
ρ𝑎𝑎𝑎𝑎𝐶𝐶𝑎𝑎𝑎𝑎

𝑄𝑄𝑡𝑡
𝐷𝐷2ℎ

           [7] 

The equation is a function of flowrate Q, so those changes must be accounted for when computing 
the result. Each time period (1 month in this case), 𝑡𝑡𝐷𝐷 increases an appropriate amount based on 
the flowrate (and other parameters). After thermal breakthrough, 𝑡𝑡𝐷𝐷 must be determined based on 
the production temperature for the current λ from Figure 1 or Figure 2. An equivalent approach 
(and perhaps more convenient) is to consider a real time vs temperature plot (such as Figure 8) and 
follow the expected temperature decline curve for the period of interest (again, 1 month in this 
case) and use that curve as the production temperature of the well. What is important is that the 
ending temperature of one phase and the starting temperature for the next production period are 
consistent and that the appropriate λ for the scenario is considered. We have verified that this 
approach gives similar results to Tough2 for more simple (fixed summer and winter rates – not 
monthly fluctuations) but verifying this specific result with Tough2 is the subject of future work. 
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Figure 13: Example simulation of 30-year production with monthly variability in flowrate and injection 

temperature. 

8. Conclusion 
We have proposed a simple update to the classic Gringarten and Sauty (1975) model to analytically 
predict production well temperature for a doublet that accounts for changes in viscosity and density 
due to differences in reservoir and injection temperature. This method gives a much better fit 
compared to Tough2 simulations of temperature decline for a horizontal uniform thickness 
reservoir than could be achieved by the original equations presented by Gringarten and Sauty 
(1975). Further, we show that through careful tracking of the non-dimensional time parameter 𝑡𝑡𝐷𝐷, 
it is possible to account for time-varying flowrates and injection temperatures. This model is 
composed of simple analytical expressions and lookup tables (when numerical integration is 
required) so that doublet predictions can be run in only a few seconds. This enables quick 
calculations that can cover a large parameter space and can be useful for planners to explore 
uncertainties in reservoir properties such as that presented in Gkousis, et al. (2023). 

In order to improve the reliability of this approach, more examples over a wider range of reservoir 
characteristics (thicknesses, initial temperatures, and rock properties) should be performed to test 
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the robustness of the relationship between k and viscosity ratio (Figure 12). That is the subject of 
future work. 
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ABSTRACT 

Imperial Valley, CA generates up to 720 MW1 of renewable energy from geothermal power plants 
and Ormat Technologies, Inc. successfully operates 3 out of 4 of the contributing geothermal 
complexes: Heber, Brawley, and Ormesa. These fields, along with the Salton Sea Geothermal 
Field, are situated in the Salton Trough, a tectonically active pull-apart basin that occurs at a major 
step in the San Andreas Fault System and forms a continental rift zone between the Pacific and 
North American plates. The Salton Trough has anomalously high heat flow attributed to crustal 
thinning and magmatic intrusions as well as extensive faulting related to rifting. While sedimentary 
basins have been a focus for geothermal globally, the Salton Trough is unique due to the relatively 
shallow depths to thick sequences of hot, clastic sediments. Heber, Brawley, and Ormesa 
geothermal fields are moderate to low temperature resources primarily hosted in high-porosity 
sediments and highly influenced by rift-related fault and fracture networks. Although there are 
similarities in resource temperatures and depths between Ormat fields, there are key differences in 
permeability distribution. To characterize reservoir properties (e.g., porosity, net reservoir, grain 
size and sorting, compartmentalization, and fracture permeability) and ensure best practices in 
reservoir management, it is critical to integrate petrophysical logs, production logs, and 2D/3D 
seismic data sets where available. We use data from key wells in each of the Ormat-operated 
geothermal fields to understand how paleo-environment of deposition and faulting control 
permeability and create data-driven and fully integrated conceptual models. 
1California Energy Commission, California Geothermal Energy Statistics and Data (2020)  
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1. Introduction 
Sedimentary basins are recognized worldwide as an opportunity to expand both conventional and 
enhanced geothermal energy production as demand for renewable sources grows. Prospective 
sedimentary basins must have sufficient temperature, thickness, porosity, and permeability 
occurring at depths that are economically feasible to drill (Anderson, 2013). The successfully 
operated geothermal fields in the Imperial Valley present a unique opportunity to study 
conventional sedimentary basin-hosted geothermal systems due to the presence of anomalously 
high heat flow and thick sequences of clastic, high-porosity sediments at relatively shallow depths.  

Ormat Technologies, Inc. operates 3 geothermal fields in the Imperial Valley with a combined 
generating capacity of 130 MW. These include the Heber, Brawley, and Ormesa complexes 
(Figure 1). All three currently produce pumped, single-phase fluids using binary technology. 
Ormesa, Heber, and Brawley were initially developed in 1976, 1982, and 2009, respectively. Heber 
and Ormesa were among the first binary projects in the US. 

These three fields are situated in the Salton Trough which has anomalously high heat flow 
attributed to crustal thinning and magmatic intrusions as well as extensive faulting related to 
rifting. Heber, Ormesa, and Brawley geothermal fields are primarily hosted in high-porosity 
sediments and are strongly influenced by rift-related fault and fracture networks. Extensive data 
from these fields present an opportunity to explore the interplay between matrix and fracture 
permeability within successfully operated conventional geothermal systems. After reviewing the 
overall geological context of all three fields, we review the implications of geochemistry, 
temperature patterns, and controls on permeability for each field in turn before presenting their 
integrated conceptual models. 
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Figure 1: Ormat-operated fields and Salton Sea Geothermal Field in the Imperial Valley, CA with the year the 
power plant came online, current generating capacity, and resource temperature. Base map is Google 
Earth imagery overlaid with USGS Quaternary faults.  

2. Geologic Setting 

The Ormat-operated geothermal fields reside in the Salton Trough, a tectonically active pull-apart 
basin that occurs at a major step in the San Andreas Fault system forming a continental rift zone 
between the Pacific and North American plates (Figure 2). Within this rift zone, there are a series 
of smaller-scale pull-apart basins bounded by northwest-trending strike-slip faults and northeast-
trending normal faults that accommodate extension. The Salton Trough has anomalously high heat 
flow of greater than 100 mW/m2 attributed to both crustal thinning and deep magmatic intrusions 
(Sass et al., 1984). Seismic imaging in the Salton Trough indicates a crustal thickness of 17-18 km 
(Han et al., 2016) compared to typical continental crust thickness of 30-70 km (Mooney et al., 
1998). The Ormat-operated fields have locally high heat flows of >300 mW/m2 due to conductive 
heat transfer and localized upwelling of hydrothermal fluids. Higher heat flows of >500 mW/m2 
are concentrated near modern-day Salton Sea and Salton Sea Geothermal Field due to Quaternary 
volcanism (Sass et al., 1984).  
 
Deformation related to right-lateral motion of the San Andreas Fault resulted in extension, 
transtension, and crustal subsidence creating increased accommodation space for deposition of 
thick sedimentary sequences during the Miocene through the Pleistocene (Dibblee, 1954, 1984; 
Johnson et al., 1983; Winker, 1987; Herzig et al., 1988; Winker and Kidwell, 1996). Moderate 
basin subsidence in the Miocene led to the deposition of coarse-grained conglomerates and alluvial 
fans, referred to as the Split Mountain Group, lying unconformably on Mesozoic granitic 
basement. A marine incursion in the Late Miocene from the Gulf of California filled the Trough 
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with marine shales and turbidites known as the Imperial Group (Figure 3a). Following the marine 
incursion, the Colorado River deposited a large volume of sediments from the northeast into the 
Salton Trough during a period of rapid subsidence (Dorsey et al., 2011). This resulted in the 
progradation of the fluvial delta plain into the northern end of the Gulf of California and filling of 
the Trough up to sea level with the Palm Springs Formation (Figure 3b). The Palm Springs 
Formation is characterized by avulsing channels, flood plains, and ephemeral lakes and provides 
the high-porosity sediments that host the Ormat-operated geothermal systems. The Colorado River 
exit point into the rift basin at approximately 4 Ma was at the intersection with the San Andreas 
Fault north of present-day Salton Sea (Figure 3b). Over the next 2 million years, the right lateral 
motion of the San Andreas Fault moved the exit point to the southeast along the fault and south of 
present-day Salton Sea (Figure 3c). The lateral equivalent of the upper Palm Springs Formation is 
the Borrego Formation which is composed of mudstone and claystone deposited by a paleo-lake 
in the Trough to the north of the Colorado River deposition. As the exit point of the Colorado River 
migrated to the southeast along the San Andreas Fault, the deposition of the Borrego Formation 
sediments expanded to the southeast capping the Palm Springs Formation. Overlying the Palm 
Springs and Borrego Formations is the mudstone- and claystone-rich Brawley Formation that also 
serves as an impermeable cap to the geothermal fluids (Kirby et al., 2007). The sedimentary 
sequences are typically greater than 4 km thick in the Trough (Figure 4). 

 

Figure 2: (Left) Location and tectonic map of the Salton Tough (ST) and geothermal systems from Kaspereit 
et al., 2016 (HB=Heber, BR=Brawley, and EM=Ormesa). (Right) Schematic x-section through the Salton 
Trough based on gravity and seismic refraction data showing anomalously thin crust below the basin 
(modified from Lonsdale, 1989). 
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Figure 3: Paleogeographic reconstructions of the Salton Trough and surrounding region at 6, 4, and 2 Ma 
modified from Dorsey et al., 2011 with present-day locations of Heber, Brawley, Ormesa, and the Salton 
Sea. a) Moderate subsidence and a marine incursion in the Late Miocene (~6 Ma) led to the deposition 
of the coarse-grained Split Mountain Group and the marine shale- and turbidite- dominated Imperial 
Group on top of Mesozoic granitic basement. b) During a period of rapid subsidence in the Pliocene (~4 
Ma), progradation of the of Colorado River and delta into the Salton Trough deposited the high-porosity 
sands of the Palm Springs Formation, the primary reservoir formation for Heber, Brawley, and Ormesa 
geothermal fields. The exit point of the Colorado River and delta at this time is marked by the red dot. 
c) By the early Pleistocene (~2 Ma), the right lateral motion of the San Andreas Fault moved the exit 
point and depositional center of the Colorado River and delta to the southeast. As a result, mudstone and 
claystone were deposited by Borrego Lake and, as the exit point continued to migrate to the southeast 
along the San Andreas Fault, these fine-grained sediments capped the high-porosity Palm Springs 
Formation. The mudstone- and claystone- rich Brawley Formation, which overlies the Palm Springs and 
Borrego Formations, also serves as an impermeable cap, inhibiting the flow of geothermal fluids to the 
surface.   

 

Figure 4: Simplified stratigraphic section of the Salton Trough modified from Lutz et al., 2006. 
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3. Geochemistry 
Extensive geochemical studies exist for the individual geothermal systems hosted in the Salton 
Trough, with most studies having focused on the hypersaline brines produced from the Salton Sea 
Geothermal System and its Cierro Prieto counterpart to the south. These studies have largely 
focused on the origins of hypersaline brines in the Salton Sea and the degree of magmatic influence 
on the system. Overall, geothermal brines in the Salton Trough are controlled by a continental, 
evaporative salt signature where freshwater lakes that formed during the flow of the Colorado 
River into the closed basin gave rise to ancestral hypersaline lacustrine systems. This contrasts 
with the more marine salt signature in the south where mixing between the deltaic Colorado River 
and hydrothermally altered seawater dominates at Cierro Prieto (Elders, et al., 1974; Elders, et al., 
1983; Lippman, 1999). The high metal contents found in the Salton Sea fields are likely leached 
from Colorado River deltaic sediments during high-temperature water-rock interactions (Doe, 
1966; White 1981), although sources of sulfur in the system may be derived from either primary 
magmatic activity or as detrital sulfides from weathering of igneous provinces (White, 1981). 
Evidence for magmatic input associated with Quaternary continental volcanism is seen in higher 
temperature systems, such as Salton Sea and Cierro Prieto, and based on elevated He isotopic ratios 
(R/Ra > 6) and carbon isotopic values of CO2 (Elders, 1983; Mazzini, 2011). Moderate to low 
temperature systems, such as Heber, Brawley, and Ormesa, do not show this mantle-derived input 
and are attributed solely to the high heat flows in the area from crustal thinning (Elders, 1983). 
Vertical changes in salinity in the Salton Sea have been attributed to density differences and the 
perching of a less saline geothermal fluid over dense, hypersaline brines with over 20% total 
dissolved solids (TDS). This density interface crosscuts sedimentary features and bedding planes 
(Williams, McKibben 1989). 

3.1 Brawley 

The most northern of the operating Ormat facilities hosts a slightly acidic, brackish sodium-
chloride fluid with a TDS content of up to 14,000 mg/L. Minor brine constituents include elevated 
levels of boron and magnesium, which are an order of magnitude higher than those seen in either 
Heber or Ormesa. The resource has the highest reported gas content of the Ormat facilities, 
reaching nearly 0.7 wt% of largely CO2 (> 99%) with trace amounts of H2S and N2/Ar ratios that 
are expected for air-saturated water (N2/Ar =52-56). Methane values range from 12-29 ppm in the 
fluids and likely represent high-temperature water-rock interactions with organic-rich lacustrine 
sediments which is consistent with the elevated metals and boron in the system. High gas content 
may also be due to high-temperature alteration of organic-rich lacustrine sediments to thermogenic 
gas. While lateral variability in the system is likely controlled by stratigraphy, vertical variability 
is controlled through density stratification like what is seen in the Salton Sea geothermal field 
(Williams, McKibben, 1989). Deeper hypersaline fluids have been encountered in several 
exploration drilling wells in the late 1970’s with TDS above 200,000 mg/L and chemical 
compositions similar to Salton Sea brines. Because these deeper fluids caused corrosion and severe 
scaling problems, Ormat has focused development on the shallower, lower temperature resource 
(<4000ft depth). 

3.2 Heber 

The Heber complex contains similarly slightly acidic, brackish sodium-chloride brine as seen at 
Brawley, with a slightly lower range of dissolved solids of 10,000-12,000 mg/L. A high amount 
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of calcium in the fluids, over 900 mg/L, buffers gas concentrations which are significantly lower 
(0.02-0.05 wt%) than Brawley and consist of 80-90% CO2 with minor amounts of methane and 
N2/Ar ratios consistent with air-saturated water (N2/Ar-39-42). Compositional differences 
between Heber and Brawley are likely associated with the degree of high-temperature interactions 
between brine and lacustrine sediments. Heber has lower metal content, lower boron, and reduced 
methane concentrations which indicates lower lacustrine input compared to Brawley. Heber fluids 
have been characterized as residual brines from ancestral Lake Cahuilla (Rex, 1983) and show 
Cl/Br ranges of 900-1150 compared to Colorado River Cl/Br values of 1600 and Cl/Br values of 
over 20,000 from hypersaline brines. This is consistent with Heber’s position within Lake Cahuilla 
maximum extent during deposition. The high calcium content may originate from gypsum 
deposition in ancestral Lake Cahuilla. 

3.3 Ormesa 

Ormesa contains three individual plants producing two distinct fluid types. The northern Ormesa 
1 (O1) facility generates a neutral dilute sodium-chloride-bicarbonate brine with a TDS of less 
than 2,000 mg/L. Gas concentrations in these fluids range from 0.09-0.14 wt% and over 94% CO2. 
Both nitrogen and methane show wide ranges of variability, between 2 and 4 mole percent nitrogen 
and 0.7 to 2.5 mole percent methane, with N2/Ar ratios consistent with air saturated water (N2/Ar 
=32-33).  Cl/Br ratios for the O1 brines range from 950-1200 and suggest a similar salt source as 
the Heber fluids (ancestral Lake Cahuilla) but the low salinity of these fluids and the low N2/Ar 
ratios may be due to recent dilution by local precipitation (Rex, 1983). Ormesa 2 (O2) and Ormesa 
3 (O3) produce a neutral sodium-chloride brine with TDS values of 4800-5300 mg/L. O2 has a 
higher and wider range of gas content (0.07 to 0.18 wt%) and composition compared to O3 which 
shows a narrow range of gas concentrations (0.10 to 0.11 wt%) of primarily CO2. N2/Ar ratios for 
O2 and O3 range between 35-39 and suggest that variability in gas composition is likely attributed 
to the extent of high-temperature alteration of lacustrine shales and mudstones. Cl/Br ratios for 
Ormesa 2 and 3 are variable and range from 1200-1500, closer to the Cl/Br ratio of Colorado River 
water and suggesting the source of salt in this portion of the field may be less controlled by halite 
deposition in ancestral Lake Cahuilla and more with evaporative processes from the Colorado 
River. The mixed salt source at Ormesa is consistent with the position of the field on the border of 
the maximum extent of Lake Cahuilla and more adjacent to the source of the Colorado River in 
the east compared to the other fields. 

4. Temperature 
The Ormat-operated fields are low to moderate temperature geothermal systems with resource 
temperatures ranging between 320°F and 380°F although upflow temperatures can be as high as 
500°F. Resource temperature in this context refers to the temperature that is closest to upflow 
fluids coming from deeper basement structures and flowing into the overlying sediment packages 
being actively produced by Ormat. Individual well production temperatures vary depending on 
location in the field and elevation of the feed zone. While portions of the Ormesa and Heber 
complexes produced two-phase fluids historically, there have been a number of binary expansions 
and repowers to increase generation, and all the wells are currently pumped. This allows for several 
benefits to reservoir management including, increasing well outputs, flexibility in operating 
parameters, preventing well scaling, simplified facilities, and easier monitoring.  
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The shape of the isotherms for a geothermal system is directly related to geologic factors that 
control the geometry of the permeable reservoir (Wallis et al, 2017). In fault-hosted systems, 
reservoir permeability is localized within discrete, dilated fractures, and this results in focused 
upflow of geothermal fluids and narrower isotherms. In sedimentary basin-hosted systems, there 
is a broader distribution of permeability through vertically stacked and laterally extensive high-
porosity sediments which results in less constrained upflow and broader outflow plumes. 
Temperature profiles of productive wells in these systems can be conductive, isothermal, or mixed 
depending on proximity to vertical permeability (Figure 5). Fault-hosted systems will have a 
narrower range of temperatures while sedimentary basin-hosted systems will have a larger range 
of temperatures for an individual field that can be produced.  

 

Figure 5: Temperature profiles from wells at the center and on the edge of Heber, Brawley, and Ormesa 
geothermal fields. Profiles can be conductive, isothermal, or mixed depending on proximity to upflow.  
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4.1 Brawley 

The upflow temperature for Brawley is 500°F in the deeper, hypersaline reservoir (>4000ft depth). 
The reservoir sands that are produced by Ormat shallower than 4000ft depth are conductively 
heated by the upflow resulting in resource temperatures of 340°F in North Brawley and up to 
380°F in East Brawley (Figure 5, 6a). These two sides of the field are considered to not be in 
pressure communication due to faults creating impermeable barriers and compartmentalization in 
the subsurface reservoir and therefore have separate production and injection configurations. 
Initial exploration in the 1970’s targeted the deeper and hotter upflow greater than 4000ft below 
ground level. This deeper reservoir is dominated by fracture permeability and can be considered 
the root of geothermal system and convective upflow which is consistent with isothermal 
temperature profiles at these depths (Figure 5). The hypersaline brines at these depths were highly 
corrosive and presented major scaling challenges. Ormat’s development strategy focused on the 
shallower, moderate temperature reservoir within high permeability sedimentary sequences.  

4.2 Heber 

The upflow and resource temperature for Heber is 360°F. Temperature profiles in the center of the 
field are isothermal below the clay cap of the Borrego-Brawley Formations, with production wells 
targeting the upflow and well production temperatures varying depending on feed zone depth and 
location in the field. Upflow of 360°F fluids is elongated in the NNE orientation controlled by a 
fracture zone (Figure 6b). The Heber 2 wellfield have conductive profiles that steepen with depth 
(Figure 5). They delineate the asymmetrical outflow plume emanating from the NNE fracture zone. 
The outflow preferentially flows to the west and northwest and is limited to the east. The current 
conceptual model considers this is an effect of anisotropy of reservoir quality as well as the 
influence of groundwater movement in this direction. High shallow temperature gradients range 
from 10-30°F/100ft and static temperatures >300° occur at 500ft below sea level. The Heber field 
has higher temperatures at shallower depths compared to Brawley and Ormesa because the Heber 
fracture zone extends up to a shallower depth.  

4.3 Ormesa 

The resource temperature for Ormesa is 320°F and the deeper upflow temperature is most likely 
greater than 380°F. Upflow is concentrated in the south between O2 and O3 with an asymmetric 
outflow to the north influenced by the presence of good reservoir quality sands (Figure 6c). The 
higher production temperatures in the southern part of the field coincide with the approximate 
location of the hinge of the central Ormesa anticline and a deeply rooted fault interpreted to core 
the anticline. This may be evidence that structure plays a first-order control on upflow and 
temperature distribution in the Ormesa field. Temperature profiles in the field are primarily 
conductive with a gradient change related to stratigraphic boundaries. Generally, the profiles have 
near-isothermal gradients in the high-porosity sands of the Palm Springs Formation and conductive 
gradients in the low-porosity clay cap of the Borrego-Brawley Formations (Figure 5).  
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Figure 6: Temperature isotherms derived from natural state models at 4000ft below ground level for a) 

Brawley, b) Heber, and c) Ormesa geothermal fields. Map also includes location of production injection, 
observation, and idle wells with well paths. Major faults are delineated with a tick mark in the direction 
of dip.  

5. Permeability Controls: High-Porosity Sands and Fractures  
The distribution of permeability at Heber, Brawley, and Ormesa is primarily controlled by the 
distribution and characteristics of clastic sediments from Colorado River-derived sands with a 
secondary influence of fractures related to rifting. Stratigraphic controls on effective permeability 
include the lateral continuity of avulsing channel deposits, grain size, rounding, and sorting. 
Methods used to characterize the distribution of matrix permeability in sedimentary basin-hosted 
geothermal systems include petrophysical logs, such as gamma ray and density-porosity, and 
lithologic data from mudlogs. Gamma ray (GR) logs measure the natural radioactivity in 
formations intersected by the borehole and are used for identifying and correlating lithologies. 
Sandstones have lower concentrations of radioactive material than shale-rich rock and therefore 
give lower GR values. Density-porosity (DPHI) logs calculate the porosity along a borehole by 
using a density log and assuming the matrix and fluid densities.  

Using downhole log data, we identify potentially permeable reservoir rock by applying cutoff 
values of < 80 API for GR and > 24% porosity as observed by DPHI. The rock that meets this 
criterion we deem “Net Reservoir” (NR). These cut offs are useful to identify potential flow units 
and have been calibrated against production and PTS (Pressure, Temperature, and Spinner) logs. 
Figure 7 serves as an example from a perforated Heber injection well of how feed zones interpreted 
from spinner data correlate with stacked intervals of high net reservoir, net-to-gross (NTG), and 
maximum bed thickness. The largest contributing feed zone is indicated by the inflection in spinner 

1561



Ramirez et al. 

data from 3200 to 3500ft and correlates to an interval with high net reservoir, the largest values of 
NTG, and the largest maximum bed thickness. Although the correlation between interpreted feed 
zones and reservoir characteristics is clear for the majority of the perforated section of the well, 
there is a zone between 5000 and 5700ft with multiple intervals of net reservoir that do not 
correlate with an interpreted feed zone in the spinner data. While net reservoir may be present, 
other factors such as alteration and the geometry of the sand packages must be taken into account. 
From 5000 to 5200ft, mudlog data indicates common to abundant chlorite alteration. The presence 
of clay minerals, such as chlorite, reduces pore throat size (or the narrow channel between pore 
spaces) and overall permeability in sandstones (Ahmad et al., 2018).  From 5200 to 5700ft, the 
thickness column shows unstacked, thin beds of net reservoir. Mudlog data supports this by 
indicating a high degree of interbedded claystone over this interval. The geometry of unstacked, 
thin sands reduces vertical and lateral continuity and increases the chance of compartmentalization, 
making this interval a poor candidate for a meaningful feed zone.  

While matrix permeability from high-porosity clastic sequences is the primary form of 
permeability for Ormat-operated fields, fracture permeability is also present to varying degrees. 
Methods used to characterize the presence of fracture permeability include drilling data (i.e., loss 
circulation), borehole image logs, dipmeter logs, and 2D/3D seismic reflection data. The methods 
mentioned above will be used to describe matrix and fracture permeability distribution in each of 
the Ormat-operated fields. 
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Figure 7: Flow rate calculated from spinner data for a perforated injection well at Heber. Columns next to the 
flow rate data include net reservoir (NR), net-to-gross (NTG), and maximum bed thickness. Shaded gray 
boxes are interpreted feed zones from spinner data. Interpreted feed zones correlate to stacked intervals 
of high net reservoir, NTG, and maximum bed thickness. Factors such as alteration and the geometry of 
the sand packages can explain the lack of interpreted feed zones over high net reservoir intervals.  

 

5.1 Brawley 

Primary permeability of the shallow Brawley reservoir is mainly attributed to clastic sequences 
between 2000 and 4000ft below sea level within high-porosity Palm Springs formation clastic 
sediments. This is evidenced from electric logs, production logs, and mud logs. Siltstone and 
claystone units are interbedded with moderately thick (50-75ft), very fine to fine, well-rounded, 
and well-sorted sands (Figure 8). Production and injection feed zones, or intervals that are proven 
to be permeable enough for fluid flow through well testing, correspond to intervals of high-porosity 
sand intervals between 2000-4000ft in Brawley. There is a large reduction in reservoir quality 
deeper than 4000ft below surface attributed to diagenetic compaction, hydrothermal 
mineralization, and increased clay-content reducing effective permeability (Figure 9). Net 
reservoir thickness also varies laterally in the field with increasing net reservoir from east to west. 
This is attributed to packages of growth strata in the hanging wall of northeast-trending normal 
faults increasing the sand content in the North Brawley region. Above the main flow units from 
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surface to 2000ft depth, the lithology is dominated by thick claystone units with thin interbedded 
sands including layers of anhydrite and gastropods, most likely from perennial lake deposits of the 
capping Borrego Formation. Overall, the Brawley geothermal field shows a greater degree of sand-
poor (GR>80, DPHI<24%) layers and a rapid reduction in net reservoir with depth compared to 
Heber and Ormesa. This is most likely due to a greater degree of lacustrine deposition with 
Brawley’s position in the center and lowest part of the rift basin. Additionally major flow units 
between 2000 and 4000ft are not laterally continuous and electric log correlation suggests fast 
lateral changes in facies consistent with a dynamic fluvial-deltaic environment of deposition.  

Multiple wells have encountered fracture permeability in the deeper Brawley reservoir below 
4000ft depth. Fracture permeability at Brawley is evidenced by lost circulation zones, image and 
production logs and typically associated with higher-than-average well productivity or injectivity. 
Mud log data over some fracture zones also showed an increase in quartz veining as well as 
euhedral quartz, suggesting mineralization was occurring in open, permeable fractures. Fracture 
orientations measured from image logs in Well A and B have a dominant strike of N15°E and 
which is consistent with fault orientations mapped in the Brawley 3D seismic survey. Well C, seen 
in Figure 10a, was drilled in the center of the field and closest to the inferred upflow. The well 
encountered total loss circulation at a fracture at 4500ft depth. This zone was permeable but 
produced a highly corrosive, hypersaline fluid with a TDS of ~100,000 mg/L at 489°F. Due to the 
corrosivity of the deeper hypersaline fluid, the decision was made to seal off the fracture zone. To 
further explore the nature of faulting in Brawley, Ormat acquired a 3D seismic survey covering 
9.5 square miles in 2011. The survey was very successful at mapping high angle fractures 
throughout the field along with both continuous and discontinuous reflectors supporting the 
stratigraphic controls on permeability distribution.  An updated structural model was derived with 
this dataset using numerous seismic processing techniques and attribute mapping. The structural 
model supported the expected fault configuration with NNE to ENE striking normal faults related 
to the Brawley Fault Zone. Tracer studies in the Brawley field have shown that some of these faults 
are conductive while others impede fluid flow and do not allow for pressure communication with 
adjacent fault blocks, such as the fault between North Brawley and East Brawley. The Brawley 
3D seismic volume led to the discovery of a poor reflectivity zone (PRZ), an area of chaotic 
reflectors and poor seismic image quality within the deeper reservoir. A PRZ is hypothesized to 
occur when densification of sediments due to hydrothermal mineralization lowers impedance 
contrast between stratigraphic layers. Although the image is too poor to show discrete faults, the 
presence of a PRZ can be evidence of the root of the geothermal system or upflow that drives the 
conductive heating of the above sediments.  

5.2 Heber 

Primary permeability in Heber is attributed to clastic sequences of the Palm Springs Formation as 
well as NNE-oriented fracture zones between 2000 and 8000ft depth. Electric logs and mud logs 
show thick (>100ft) layers of high to moderate porosity, very fine to fine, well-rounded, well-
sorted sands interlayered with thin siltstone layers (Figure 8). Compared to Brawley, Heber has a 
milder reduction in net reservoir deeper than 4000ft indicative of a longer residence time in the 
depositional center of Colorado River deposition (Figure 9). Net reservoir increases from east to 
west, with thicker net reservoir in the Heber 2 wellfield. This is most likely related to temperature-
dependent processes, such as cementation, being more prevalent in the higher temperature Heber 
1 wellfield. Above the main flow units from surface to 2000 ft depth, the lithology is dominated 
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by 100-200ft thick claystone interbedded with thin sand lenses. These clay-rich sections are the 
Borrego-Brawley Formations that provide the caprock to the geothermal system.  

Below 4000ft, there is evidence for fractures in indurated, moderate to low porosity sandstones of 
the Palm Springs Formation. For example, Well A has multiple lines of evidence for a fracture 
zone including total loss circulation while drilling, a dramatic steepening of dips seen in a dipmeter 
log, and an image log of a large aperture fracture. The static temperature profile for Well A also 
becomes isothermal at the depth the fracture was intersected, indicating the fracture is a permeable 
conduit for convective fluid flow. At a similar depth, nearby Well B has similar evidence for a 
fracture zone as well as pressure, temperature, and spinner data suggesting the fracture zone 
provides the majority of production for the well. The fracture zone intersected by Well A and Well 
B, along with other wells in the center of the field, trends approximately N10°E and is steeply 
dipping (Figure 10b). The trend of the fracture zone is corroborated by the narrowing trend of the 
temperature isotherms as well as legacy 2D seismic line. The 2D seismic shows a PRZ at the 
approximate location of the fracture zone, indicating densification of sediments due to 
hydrothermal mineralization from focused geothermal fluid flow similar to the deeper section in 
Brawley. 

5.3 Ormesa 

Primary permeability in Ormesa is attributed to clastic sequences of the Palm Springs Formation 
between 2000 and 6000ft depth (Figure 8). Electric logs and mudlogs show a greater amount of 
net reservoir compared to Heber and Brawley that consists of thick (>100ft), medium to coarse, 
sub-rounded to angular, and poorly sorted sands (Figure 9). This contrasts with well-rounded, very 
fine to fine sands with good sorting encountered at Heber and Brawley and is consistent with 
Ormesa being the most proximal field to the exit point of the Colorado River at the eastern edge 
of the basin. The northern part of the Ormesa field has higher net reservoir values than the south 
and this most likely influences the direction of the broad outflow to the north. Above the main 
flow zone units from surface to 2000ft depth, the caprock formation consists of thick (>50ft) 
interbedded claystone and thin sands. The proximity of Ormesa to the source of Colorado River 
sediments increases the amount of net reservoir but may also lower effective permeability due to 
poor sorting and angularity of sand grains.   

There is evidence for fracture zones below 6000ft in drilling data and legacy 2D seismic. Well A 
in Figure 10c encountered total loss circulation, drilling breaks, and euhedral quartz that correlate 
with slightly shallower total loss circulation zone encountered in Well B. This would correspond 
to a steeply dipping fault dipping to the southwest located in the hottest part of the field. Legacy 
2D seismic data shows a PRZ in the approximate location of the steeply dipping fault seen in Well 
A and B, indicating the upflow that drives the conductive heating of high-porosity sediments may 
be associated with this fault. The fault is coring an anticline with a down-dropped stratigraphic 
section to the southwest which may explain the presence of deeper stratigraphic feed zones in this 
part of the field. 
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Figure 8: Gamma Ray (GR), Density-Porosity (DPHI), and calculated Net Reservoir (NR) for type logs from 
Brawley, Heber, and Ormesa geothermal fields. Fieldwide production and injection feed zones are 
displayed for each field to indicate the general depth ranges that are utilized for development. 
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Figure 9: Average Net Reservoir calculated from multiple wells from each Ormat-operated field versus depth 

interval. Ormesa has the highest net reservoir and this is consistent with the field’s proximity to the 
source of Colorado River-derived sediments. Brawley has the lowest net reservoir most likely due to a 
greater degree of low-porosity sediments from lacustrine deposition. Compared to Brawley, Heber has 
more net reservoir and a less rapid decline in net reservoir with depth. 

6. Conceptual Models  
Conceptual models for geothermal resources integrate geologic, geochemical, and geophysical 
data to visualize subsurface temperature and permeability distribution. This data is used to make 
informed decisions for well targeting and reservoir management. The conceptual models for the 
Heber, Brawley, and Ormesa are data-driven and highlight key similarities and differences in 
matrix and fracture permeability distribution, temperature, and intervals of productivity. 
Generating capacity and the median productivity index are key values to understand how the 
characteristics of each field influence productivity. Productivity index (P.I.) is a measure of the 
ability of a well to flow and is calculated by dividing the volumetric flow rate by the pressure 
drawdown in the wellbore at reservoir conditions (Grant and Bixley, 2011). A higher median P.I. 
value generally results from higher permeability for a given field. 

6.1 Brawley 

Upflow of 500°F geothermal fluids is controlled by steeply dipping, NNE to ENE striking faults 
of the Brawley Fault Zone (Figure 10a). Permeability is matrix-dominated in the conductively 
heated feed zones produced by Ormat between 2000 and 4000ft and fracture-dominated in the 
deeper, convective upflow below 4000ft. Net reservoir increases from east to west and there is a 
large reduction below 4000ft. Brawley has lower net reservoir than Heber and Ormesa due to a 
greater amount of lacustrine deposition. Hypersaline fluids, similar to what is encountered in the 
Salton Sea Geothermal Field, are present in the hotter, deeper, fracture-dominated reservoir and 

1567



Ramirez et al. 

present corrosion and scaling challenges. Therefore, Ormat’s development strategy is focused on 
the shallower, lower temperature reservoir within the high permeability sedimentary sequences. 
Tracer studies have shown that some of these faults are conductive while others are partially 
sealing and impede fluid flow, such as the fault between North Brawley and East Brawley. For 
this reason, North Brawley and East Brawley have their own production and injection 
configurations. Geothermal fluids are capped by the clay-rich Borrego-Brawley Formations from 
surface to 2000ft depth, preventing natural flow to the surface. Brawley has the lowest generating 
capacity of the Ormat-operated fields in the Imperial Valley, 13 MW, and a median P.I. of 5 
GPM/psi. This is most likely due to the lower amount of net reservoir compared to Heber and 
Ormesa due to increased lacustrine deposition consistent with its position towards the center of the 
basin.  

6.2 Heber 

Upflow of 360°F geothermal fluids is controlled by a steeply dipping, NNE striking fault zone 
(Figure 10b). An asymmetrical outflow plume emanates from the NNE fault to the west and 
northwest and this is an effect of increased net reservoir as well as regional groundwater movement 
in this direction. Feed zones from 2000 to 8000ft are primarily controlled by matrix permeability 
down to 4000ft depth and are a combination of matrix and fracture permeability below 4000ft. 
Heber has higher net reservoir with a milder reduction with depth compared to Brawley, most 
likely due to less lacustrine deposition. From surface to 2000ft deep, thick units of impermeable 
claystone in the Borrego-Brawley Formations cap the permeable reservoir and impede flow to the 
surface. The Heber field has higher temperatures at shallower depths and a more abrupt change in 
temperature gradients at the interface of the Borrego-Brawley and Palm Springs Formations 
compared to Brawley and Ormesa because the Heber fracture zone extends up to shallower depths. 
Heber has the highest generating capacity, 81 MW, and median P.I., 9 GPM/psi, of the Ormat-
operated fields. This is most likely due to the high effective permeability in thick intervals of high 
porosity sands from 2000 to 4000ft and the dual matrix and fracture permeability of the field below 
4000ft depth.   

6.3 Ormesa 

Upflow of greater than 380°F geothermal fluids is controlled by a NW striking fault that cores the 
central Ormesa anticline (Figure 10c). There is a broad outflow to the north most likely influenced 
by favorable reservoir quality in that direction. Permeability is matrix-dominated in the feed zones 
from 2000 to 6000ft depth. Ormesa has higher net reservoir than Heber and Brawley and the sands 
are coarser, angular, and poorly sorted, consistent with its position as the most proximal field to 
the source of Colorado River sedimentation. There is evidence for fractures related to a NW 
striking fault below 6000ft depth although these fractures have not been proven to be as permeable 
as the Heber fracture zone. Ormesa has the second highest generating capacity, 36 MW, and 
median P.I., 7 GPM/psi, of the Ormat-operated fields. Although Ormesa has higher net reservoir 
than Heber, the effective permeability may be lower due to the angularity and poor sorting of 
proximal Colorado River-derived sands. 

1568



Ramirez et al. 

 

 

1569



Ramirez et al. 

 
Figure 10: Conceptual models for a) Brawley, b) Heber, and c) Ormesa with upflow and outflow (if present), 

isotherms, major faults, locations of fracture evidence described in text, and production (red) and 
injection (blue) wells with net reservoir displayed on only a select number of wells for reference. 
Fieldwide production and injection feed zones are displayed for each to the right of the cross-section. 
Refer to text for full description.  

7. Conclusions  

The Salton Trough is an exemplary basin to study successful conventional geothermal 
development and operations. The anomalously high heat flow and thick sequences of clastic, high-
porosity sediments at relatively shallow depths make the Trough an ideal geologic setting for 
geothermal development.  The extensive generation history of these fields further demonstrates 
their sustainability. The use of binary technology and pumps contributes to the success of these 
low to moderate temperature systems. In this paper, we presented data-driven conceptual models 
for each of the Ormat-operated fields in Imperial Valley, CA through integrating data sets typical 
of oil and gas exploration and development (i.e., petrophysical logs and 2D/3D seismic). These 
conceptual models explore the temperature and permeability distributions at these systems as well 
as enable improved reservoir management decisions and allow for more predictable drilling results 
in the event of field expansions or well replacements. 
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ABSTRACT 

GEOPHIRES, initially published as Version 1 in 2013 (Beckers et al., 2013) and updated to 
Version 2 in 2016 (Beckers & McCabe, 2016), is a geothermal techno-economic modeling tool 
maintained by the National Renewable Energy Laboratory (NREL). This paper reports on an 
update of that code to GEOPHIRES 3.0, known as "GEOPHIRES-X." The principal difference is 
that the underlying architecture of the program has been re-engineered to be object-oriented while 
maintaining backward compatibility. The user interface is the same, but the new underlying 
architecture makes it easily extensible (hence "-X"). New functionality has been added to allow 
easier international use: the user can now declare the units of a parameter (e.g., "Reservoir Depth, 
3218 feet"), and GEOPHIRES-X will automatically convert the units to the required internal units 
(meters), and then back again, so the units reported in output match the units provided at input. In 
the case of international currency, GEOPHIRES-X will connect to a real-time currency exchange, 
convert the currency value provided (e.g., "Wellfield Capital Cost, 12231567 pesos") to the 
expected internal currency (dollars), make the calculations, then convert back to the provided 
currency. 

Using the underlying extensible architecture, GEOPHIRES-X has been extended to make closed-
loop calculations (both multilateral and coaxial). It now also offers the concept of up to five "add-
ons." Add-ons are optional systems (e.g., desalinization, lithium extraction, direct air capture) that 
can be co-located with a geothermal plant. Instead of trying to model the system in detail, it distills 
them down to their simplest elements: the OPEX and CAPEX of the system, the amount of energy 
consumed (or excess produced) by the system, and the yearly profit of such a system. The concept 
of an "add-on" allows them to be integrated into the economic GEOPHIRES calculations. 
GEOPHIRES-X has also been extended to provide high-level calculations of carbon offsets and 
storage economics. The economic model has now been extended to include "Other Incentives," 
"Tax Relief, " "Grants," "Annual Licenses," and "Flat License fees" while calculating NPV, IRR, 
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VIR, MOIC, and other standard financial metrics. These additions also serve as examples for users 
to add their own extensions. 

The GEOPHIRES-X package now also offers two new external components: a heat-in-place 
calculation based on Muffler and Cataldi (1978) and Garg and Combs (2011) and a module that 
allows the Heat-in-Place module or GEOPHIRES-X to be run in a parallel batch mode to allow 
efficient calculations of Monte Carlo simulations. A certain number of input variables can vary 
randomly with a specific range and distribution (normal, bi-normal, etc.); a certain number of 
output variables are tracked, recorded, and statically analyzed (min, max, median, etc.). 

1. Introduction 
The world of geothermal energy has been undergoing dynamic changes in the last 24 months; new 
companies have emerged, promoting many new concepts and approaches to the geothermal 
opportunity space. As these companies and approaches mature, it is becoming essential to evaluate 
their techno-economic viability in a consistent, comprehensive, standard, and unbiased way. 
Because many of these approaches envision geothermal energy extraction differently, the standard 
tools must be updated for the new designs and approaches.  

There are two main approaches to making techno-economic assessments: spreadsheets with data 
combined with embedded code and traditional programs, where the code and the data are kept 
separately. In a dynamic environment, the tools must keep up with the changes; thus, the approach 
must be easy and efficient to update. Spreadsheets are simple to use and understand but are 
challenging to maintain and expand as the options expand. Furthermore, there is a versioning 
problem: the common practice is to save multiple copies of a spreadsheet, one for each case 
examined. When the underlying code changes, every spreadsheet must be updated. With a 
traditional program, the code and the data are kept separately; the code is updated once, and the 
results can be recalculated. This approach is more reliable and less error-prone. 

Traditional programs follow two different software development paradigms: procedural and 
object-oriented. Procedural programming involves writing a sequence of instructions that 
manipulate data. It follows a linear execution model, where a program consists of a series of 
functions or procedures called in a specific order. Data is passed between these functions, and the 
emphasis is on how to perform specific tasks or operations. Data and functions are often kept 
separate in procedural programming, and the program is organized around procedures or functions. 

Object-oriented programming (OOP) revolves around objects that represent entities in the real 
world, which are implemented as instances of classes. A class is a blueprint or template that defines 
an object's properties (attributes) and behaviors (methods). OOP promotes the encapsulation of 
data and functions into objects, allowing for modular and reusable code. The reusability comes 
from the OOP principle of inheritance: an object can have child objects that inherit (without 
additional code) properties and behaviors from their parent while adding new properties and 
behaviors. In a dynamic environment, OOP offers the ability to add new capabilities efficiently 
and economically by simply building upon existing work. Specifically, moving programs from 
procedural to OOP allows individuals and companies to simply and reliably build their own 
modules to extend a public code base to describe their unique systems, which they will hopefully 
upload to the community for their use, but there is no requirement to do so. The OOP paradigm 
allows simple boundaries to be drawn between public and private code. 
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Many new geothermal concepts are approaching commerciality and thus will begin to undergo 
high levels of techno-economic scrutiny and comparison by potential investors. The tools used in 
this scrutiny must be consistent, comprehensive, standard, and unbiased. Techno-economic 
analyses performed in-house by the vendors of the technologies using their internal tools will not 
survive the higher levels of investor scrutiny unless those tools have been certified by unbiased 
third parties. This process will be inefficient since every vendor must verify every version of their 
internal tools. A more efficient approach is to use a single, trusted, verified standard from an 
independent and unbiased source (e.g., The National Renewable Energy Laboratory (NREL)). 

Many new approaches focus on pushing the geographic boundaries of where geothermal energy 
can effectively be deployed ("Geothermal Anywhere"). As the functionally available space 
enlarges, techno-economic estimates will need to be made for regions where traditional geothermal 
calculations have not been made. The techno-economic modeling tool should efficiently and 
transparently handle the different measurement unit systems and currencies inherent in those new 
areas to be maximally useful. 

2. GEOPHIRES Version 2 versus Version 3 
GEOPHIRES is a geothermal techno-economic modeling tool implemented in Python 
programmed language and maintained by the National Renewable Energy Laboratory (NREL). It 
was initially published as GEOPHIRES Version 1.0 in 2013 (Beckers et al., 2013) and updated to 
Version 2 in 2016 (Beckers & McCabe, 2016). This paper presents GEOPHIRES Version 3.0, 
known as "GEOPHIRES-X." GEOPHIRES 2.0 is procedural; GEOPHIRES-X has been re-
engineered as OOP and updated to include many new approaches and paradigms in the dynamic 
geothermal world. The plan is to use the OOP paradigm to model new results and approaches when 
they are published. 

We hope that GEOPHIRES-X will achieve the above ideal: a consistent, comprehensive, standard, 
and unbiased approach for geothermal techno-economic modeling from an independent source 
(NREL). This tool does not preclude vendors from having their own sophisticated models. Instead, 
it is designed to introduce its users to all available technologies; when a particular technology 
appears to perform adequately for a particular use case, the user can contact the vendor directly to 
undertake a more comprehensive analysis. 

This paper does not attempt to document the functionality of GEOPHIRES Version 2; that was 
done elsewhere in 2013 (Beckers et al., 2013) and updated in 2016 (Beckers & McCabe, 2016). 

3. GEOPHIRES-X Object Model 
A comprehensive object model was implicit in GEOPHIRES Version 2 (Figure 1).  
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Figure 1: GEOPHIRES Version 2 software architecture (Figure 1 from Beckers et al., 2013) 

This object model contains all the elements of a geothermal system: a reservoir ("Simulate 
Reservoir" in Figure 1), wellbores ("Simulate Wellbores"), surface plant ("Simulate Surface 
Plant"), and economics ("Calculate Capitol and O&M costs" and "Calculate Techno-Economic 
Metric"). This comprehensive description of a geothermal system is effectively a "digital twin" 
that attempts to capture the characteristics and performance of a real-world system as a virtual 
representation, allowing the user to exercise and test that system in various ways at little-to-no 
cost. 

The implicit object model of GEOPHIRES Version 2 was made explicit in GEOPHIRES-X. 
GEOPHIRES-X formally defines four top-level objects: Reservoir, Wellbores, Surface Plant, and 
Economics. Each top-level "parent" object provides fundamental methods and attributes 
commonly needed by any child object. These top-level objects, taken together, do not constitute a 
functional system: usable results are only obtained by instantiating and running children of the 
parent class that offer a complete characterization of one system element. 

4. The GEOPHIRES-X Execution Model 
GEOPHIRES-X has a specific execution model that is strictly followed for consistency and 
simplicity's sake. Every object, including user-created objects, must implement at least three 
methods: an initiation method (called __init__ in Python), which loads the object and all its default 
parameters (GEOPHIRES-X implements reasonable default parameters for all the attributes 
available for user modification); a method called "change_parameter," which reads the user-
supplied input file and changes the object attributes that the user has requested (thus, the user need 
only provide values for attributes that they want to change from the default); and the "Calculate" 
method, the method that contains the main calculations of the object. Other methods and functions 
can also be implemented, but they are mainly used to modularize and simplify the calculations 
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made in the Calculate method. Every user-written module must follow this code design pattern to 
integrate easily with GEOPHIRES-X. 

The execution model then executes the methods of the instantiated objects in a specific order 
(always Reservoir, Wellbores, Surface Plant, and Economics). The instantiation methods of each 
object are called, thus creating a working digital twin (but only with default values). The next step 
is to call the change_parameter methods in the same strict order. This step modifies the object 
attributes to reflect the users' inputs and leaves the object in a state ready for calculations. The 
Calculate method is then called in the same strict order, and when complete, the calculation results 
are stored as output attributes, ready for other objects to use in calculations and/or for reporting 
when all calculations are complete. 

5. Additional Functionality Added to GEOPHIRES-X 
5.1 Unit Conversion 

GEOPHIRES-X implements a Python library called "Pint" (Greco, 2023) for doing unit 
conversions to provide maximum flexibility to a wide range of users. As described in the 
documentation, it is: "a package to define, operate and manipulate physical quantities: the product 
of a numerical value and a unit of measurement. It allows arithmetic operations between them and 
conversions from and to different units. It is distributed with a comprehensive list of physical units, 
prefixes, and constants. Due to its modular design, you can extend (or even rewrite!) the complete 
list without changing the source code." This library allows users to specify parameters in whatever 
units are convenient to them, and GEOPHIRES-X will convert their units into the units required 
internally by the code. Typically, users do not specify units when providing a value to 
GEOPHIRES; e.g., an entry of "Maximum Temperature, 400" in the user input file will set the 
maximum allowable reservoir temperature to be 400 degrees Celsius because Celsius is the default 
unit for Maximum Temperature (see documentation). The unit conversion function is triggered 
when a user specifies a unit with a number, e.g., "Maximum Temperature,752 degF" will be 
internally converted to 400 degC, and the algorithm will use that value internally. 

5.2 Foreign Exchange Conversion 

To gain further flexibility, especially for internal users, GEOPHIRES-X implements a foreign 
exchange library: forex-python (Micro Pyramid Informatic, 2023). This library allows the real-
time conversion of other currencies to US dollars (the internal default currency for GEOPHIRES). 
Hence, a user can define "Exploration Capital Cost, 3.55," and GEOPHIRES will hard-wire the 
Exploration Cost value of the Economics object to be 3.55 Million US dollars (Millions of dollars 
is the default unit for Exploration Capital Cost). If the user specifies "Exploration Capital Cost, 
60869329.50 MXN," GEOPHIRES-X will convert 60,869,329.50 Mexican pesos to 3.55 MUSD 
and proceed normally. 

5.3 Subsurface: Closed-Loops 

GEOPHIRES-X implements models for closed-loop geothermal in two ways: from first principles 
(Yuan et al., 2021) and from a tabulated database (Beckers et al., 2023). 
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5.3.1 First Principles 

Yuan et al. (2021) published an approach to calculating the output temperature of a U-shaped 
closed-loop multilateral system. Figure 2 shows the most straightforward case for the calculation; 
the algorithm also allows for multilateral configurations in the horizontal subsurface section. 

 
Figure 2: The configuration of the U-shaped closed-loop system of Yuan et al. (Figure 2 from Yuan et al., 2021). 

Yuan et al. (2021) calculate the heat balance mathematically using the equation: 

 

(See the paper for details of the approach and analytical methods). The result of the calculation is 
a reservoir production temperature as a function of time (years) (Figure 3). This time series is the 
expected output of a Wellbores object, so the integration was natural. 
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Figure 3: Output from the first-principles calculation of Yuan et al. (2021; their Figure 11). 

5.3.2 Tabulated Database 

Beckers et al. (2023) approach the estimate of the working fluid temperature over time (see Figure 
4) differently: all calculations are stored in a precalculated database, and users make queries of 
that database to see the results based on their parameters. If their parameters fall within the range 
of the precalculated values, their algorithm will return an explicit result or an interpolated one from 
within the data volume. It will not return a result if the query contains parameters outside the 
precalculated space. This approach is very fast but has limited flexibility. The algorithm includes 
calculations for various styles of closed loops (U-shaped, coaxial (tube-in-tube)), a variety of 
working fluids (water, supercritical CO2), and output options (electricity, direct heat). See their 
paper for details of the calculation methods and parameter ranges. It should be noted that while 
the algorithm can calculate the output of a U-shaped closed-loop system using water as a working 
fluid, it assumes only one horizontal section (as compared to Yuan et al. (2023), which can 
calculate the effect of multilateral horizontal sections).  
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Figure 4: Output from the tabulated database of Beckers et al. (2023; their figure 6 (left)). Note that sCO2 has 

a higher flow rate potential than water. Thus, it can extract more heat than water, although it has a lower 
specific heat capacity. 

 

5.4 Surface Plant: New Output Options 

One of the unique aspects of geothermal energy is that the heat produced can be used in an ever-
changing variety of ways. Traditional geothermal systems focused on converting the heat into 
electricity because the plants are located only at the locations where the geological conditions 
supported the development of the plant, and those locations were generally not located close to 
customers. Thus, converting heat to electricity and connecting to the grid was the only viable 
pathway. Many of the new geothermal paradigms widely broaden the effective geographic range 
of geothermal projects; this, in turn, widens the potential use cases of heat, particularly in direct 
use. Direct use is always a more efficient use of the heat because there is little-to-no energy 
conversion penalty (heat-to-electricity conversion is highly limited by Carnot's Law and is rarely 
more than 20% efficient). Further, the lower temperature output from one direct use can be at an 
adequate temperature for another, effectively creating a cascade of revenue generation and a 
minute-by-minute opportunity to optimize the entire chain to maximize it to a goal (e.g., 
minimizing CO2 reduction or maximizing profit). 

To estimate the value of the dynamic and evolving direct-use opportunity space, GEOPHIRES-X 
has expanded its capabilities to model these opportunities through new Surface Plant and 
Economic objects. The new "Absorption Chiller," "District Heating Systems," and "Direct Air 
Capture" Surface Plant objects model those opportunities from first principles. The new "Add-
ons" Economic objects provide a framework for generically adding new Surface Plant modules. 
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5.4.1 Absorption Chillers 

While heat is a valuable (and efficient) commodity to use directly in some residential, commercial, 
and industrial cases, cooling is also essential in many places worldwide. Geothermal can offer a 
cold stream of working fluid (commonly, water) using a thermodynamic process known as 
absorption refrigeration. Unlike conventional vapor compression refrigeration systems that use a 
mechanical compressor, absorption chillers combine (geothermal) heat energy and chemical 
reactions to achieve cooling, converting with a coefficient of performance (COP) of about 75% of 
the heat energy into a cool stream (assuming a single stage absorption cycle and hot stream input 
temperature of 100°C). This style of cooling water generation is much more efficient than 
converting the heat first into electricity and then into a cool stream by standard HVAC equipment. 
The absorption cooler Surface Plant object takes capital, operation, and maintenance (O&M) costs 
and COP as user inputs. If not provided, GEOPHIRES will estimate the capital cost as $2,500/ton 
and the annual O&M cost at 2% of the capital cost and will calculate the COP based on the 
geothermal production temperature using a correlation for single-effect absorption provided by 
Henning et al. (2006). The output of the module is a capital cost (if not user-provided), O&M cost 
(if not user-provided), absorption chiller COP (if not user-provided), instantaneous cooling supply 
(e.g., in MWth), and annual cooling provided (e.g., in GWhth per year.).  

5.4.2 District Heating Systems 

Another widespread use of geothermal heat (especially in low-enthalpy situations) is to utilize the 
heat in a district heating system: a community-based system of pipes that transfers heat into the 
houses and carries away the spent fluid as a public utility, much like a municipal water or gas 
system. GEOPHIRES could already calculate the Levelized Cost of Heat (LCOH) of such a 
system, but a new object has been created that combines a geothermal system with a natural gas 
peaking boiler. This module takes an hourly or daily heat demand profile (or can estimate it based 
on climate zone, weather data (typical meteorological year), and the number of households or 
population) and then calculates how much geothermal and natural gas is needed to meet the district 
heating demand. GEOPHIRES estimates the district network cost based on piping length (provided 
by the user or estimated based on the road length or district area and population density). 
Additional details and example use cases are provided in a companion paper to this one: Beckers 
and Ross (2023). 

5.4.3 Direct Air Capture 

Another exciting opportunity for using geothermal heat is with direct air capture (DAC) of CO2, 
where the geothermal system provides both the heat and electricity required for the system. DAC 
requires a large volume of air moving through a solid CO2-attracting sorbent (S-DAC). Once the 
sorbent becomes saturated, the captured CO2 is extracted through a heating process, the CO2 
product is sequestered, and the refreshed sorbent is reused. The fans that move the large volume 
of air and the heating required to regenerate the sorbent are energy-intensive processes, so if the 
energy source produces CO2 (e.g., a natural gas plant), the DAC process can emit more CO2 than 
it sequesters. Pairing this process with geothermal energy for electricity and heat (S-DAC-GT) 
means less CO2 is produced to sequester CO2. If the geothermal system relies on the production of 
hot saline brine and then the reinjection of that brine, there may even be an opportunity to mix the 
captured CO2 with that brine for sequestration in depilated natural gas fields. 
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Following the work of Kuru et al. (2023), the techno-economic impact of adding S-DAC-GT as a 
Surface Plant energy consumer has been added to GEOPHIRES-X. The user provides CAPEX, 
annual OPEX, weighted average cost of capital (WACC), years of operation, the amount of 
electrical and thermal energy used in the systems, and the cost of CO2 transportation and storage 
(or accepts the default). For the sake of comparison, the user also provides the regional price for 
natural gas and electricity and the CO2 intensity of the electricity generation. Among other things, 
the S-DAC-GT module calculates the CO2 intensity of the extraction (see Figure 5). 

 

Figure 5: Relative CO2 intensity of using various energy sources for DAC (from Kuru et al., 2023). 

It is worth noting that Figure 5 shows a case where nearly as much CO2 is produced as is captured 
for an electricity-only S-DAC system (90%). A natural gas-driven system produces 60%, while a 
geothermal system produces 40%. 

5.5 Economics 

5.5.1 Add-Ons 

During the early stages of techno-economic analysis, sometimes it may not be worth the effort to 
create an object that calculates the operations of a system from first principles: a quick look may 
be all that is needed to start. GEOPHIRES-X offers the "add-on" Economic object, already 
implemented and ready to run, to meet this need. Instead of creating a digital twin of a device, the 
user provides six key parameters (name, CAPEX, Annual OPEX, Annual Amount of Electricity 
Consumed/Produced, Annual Amount of Heat Consumed/Produced, and Annual Profit from the 
sale of products); GEOPHIRES-X calculates the economic impact of that device, including 
standard measures like Levelized Cost of Electricity (LCOE) and Levelized Cost of Heat (LCOH). 
The nature of the device is unimportant (it could be a new form of desalinization, absorption 
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chiller, Lithium extraction, or CO2 sequestration, for example); if the five numeric parameters can 
be determined to a suitable accuracy (or modeled as a reasonable probability distribution for a 
Monte Carlo simulation (see below)), the economic impact can be calculated for that device. There 
is no theoretical limit to the number of add-ons, but there is a practical limit to the amount of 
available heat. Because there is no rigorous technical specification of the device that is being 
modeled, no attempt is made to validate the viability of any one or the cascade of devices (e.g., no 
attempt is made to validate that the temperature of the waste product of one is suitable as the input 
of another); it is the job of the user to validate that. 

5.5.2 Incentives, Fees, and Grants 

With the advent of several new local, state, and federal government fees, rules, grants, and 
incentives related to geothermal projects, the Economic object of GEOPHIRES-X was extended 
to offer the ability to include them in the economic calculation, including standard measures such 
as LCOE and LCOH. The user can set Tax Relief, Grants, Annual Licenses etc., Flat License etc., 
and Other Incentives. 

Another new feature of some recently signed Power/Heat Purchase Agreements is an escalator/de-
escalator clause: instead of a long-term fixed price, the price changes gradually over time. 
GEOPHIRES-X incorporates that by offering the user the opportunity to set a starting price for 
electricity/heat, an interval over which that price is fixed, and an ending price, as well as a period 
over which the change takes place. That "ramped" pricing model is then included in all economic 
calculations. 

5.6 New Computations 

5.6.1 Heat in Place Resource Assessment 

During the early phases of a geothermal project, it is often the case that very little information is 
known. In that case, it is common to do a "Heat-in-Place Resource Assessment (HIP-RA)." With 
very little detail, this calculation can produce a gross estimate of the overall heat in place for 
extraction with geothermal techniques. This first-order calculation can be used for the relative 
ranking of opportunities: more heat in place is always better. 

To facilitate that preliminary calculation, GEOPHIRES-X offers a new separate, stand-alone 
program ("HIP-RA") that makes the calculations based on Muffler and Cataldi (1978) and Garg 
and Combs (2011). HIP-RA operates similarly to GEOPHIRES-X; inputs and outputs approaches 
are analogous, making the transition from a HIP-RA to a GEOPHIRES-X calculation very easy. 

HIP-RA makes its calculation based on six main parameters (Reservoir Temperature, Rejection 
Temperature, Formation Porosity, Reservoir Area, Reservoir Thickness, and Reservoir Life Cycle) 
and seven optional parameters that the user can configure, set with a default value or calculated 
(Reservoir Heat Capacity, Heat Capacity Of Water, Heat Capacity Of Rock, Density Of Water, 
Density Of Rock, and Recoverable Heat). Each parameter has a default value, a minimum and 
maximum valid range, and default units. Non-default units can be specified via Pint (see section 
5.1). HIP-RA will produce estimates for Reservoir Temperature, Reservoir Volume, Stored Heat, 
Fluid Produced, Enthalpy, Wellhead Heat, Recovery Factor, Available Heat, Produceable Heat, 
and Produceable Electricity. 
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5.6.2 Monte Carlo (both GEOPHIRES-X and HIP-RA) 

The input parameters for a geothermal techno-economic assessment (detailed assessments with 
GEOPHIRES-X or high-level with HIP-RA) often come with uncertainty (e.g., reservoir 
permeability) or natural variation (the annual variation of ambient temperature). To address this 
uncertainty/variation, GEOPHIRES-X offers a separate, stand-alone program 
("MC_GEOPHIRES3") that allows the user to do a Monte Carlo simulation. Monte Carlo 
simulation is a computational method used to approximate or simulate the outcomes of complex 
systems or processes. It involves using random sampling and probability distributions to model 
uncertainty and variability for a given problem. By running numerous iterations of the simulation, 
random inputs are generated to calculate the corresponding outputs, allowing for the analysis of 
different possible outcomes and the estimation of probabilities or statistical measures associated 
with the system being modeled. 

MC_GEOPHIRES3 is knowledgeable about the input and output formats of GEOPHIRES-X and 
HIP-RA. It manipulates them to allow the user to run either program enough times (thousands to 
hundreds of thousands of times) to create a statistically valid outcome. It allows the user to set an 
unlimited number of input parameters to vary randomly according to a distribution specified 
(normal, uniform, triangular, log-normal, etc.) and an unlimited number of output result values to 
track. All the output variables are recorded, and when complete, MC_GEOPHIRES3 calculates 
and reports the minimum, maximum, median, average, mean, standard deviation, and variance of 
each requested output value. MC_GEOPHIRES3 is threaded for parallel processing (multi-CPU, 
server performance). 

6. Conclusion 
The area of geothermal energy is currently experiencing dynamic change as novel styles and 
approaches to extracting heat from the earth are approaching commerciality. This commerciality 
will engender greater scrutiny of the techno-economic viability of these opportunities by investors 
without geothermal expertise. These investors expect to compare and contrast the economic 
viability of a portfolio of projects in a consistent, comprehensive, standard, and unbiased way. The 
novel approaches and rapid changes in geothermal heat extraction technology complicate this. 
Because many of these approaches envision geothermal energy extraction in ways never 
envisioned, the standard tools must be continuously updated for the new designs and approaches. 
Thus, the techno-economic evaluation tools must be easy to maintain and update by a trusted third-
party source, and the source code must be publicly available so its operation can be scrutinized 
and validated. 

GEOPHIRES is a trusted public domain tool maintained by (NREL). Version 3 (GEOPHIRES-
X), released herein, has been updated to an Object-Oriented Program (OOP) framework that allows 
for concise and rapid updates and additions to the application with the intent to serve as the tool 
desired in the previous paragraph. 

Using the new OOP framework, many new features were added to try to bring GEOPHIRES-X up 
to date with the current state of the industry, but this is a moving target given that the dynamic 
change continues to happen; keeping up with those changes should be easier using the OOP 
framework. GEOPHIRES-X now offers: 
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1) inline conversion of units to allow users to specify parameters in their preferred units, and 
GEOPHIRES-X will automatically convert them to the internally required units; 

2) inline real-time conversion of currencies from user-preferred currency to the internally 
required currency; 

3) support for several designs of closed-loop systems (coaxial and U-shaped) and working 
fluids (water and supercritical CO2) using both a "first principles" and "tabulated" 
approach, in addition to the already built-in models for hydrothermal and enhanced 
geothermal systems; 

4) support for a variety of new surface production modes (absorption chillers, district heating 
with gas peaking boiler, CO2 direct air capture systems); 

5) integration for a new economic incentive and taxation program, as well as a generic "add-
on" framework to simplify the addition of devices; 

6) new programs for simplifying Heat-in-Place resource assessments and enhancing the 
statistical analysis (Monte Carlo framework) of the results. 
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ABSTRACT 

Sedimentary basin geothermal is an emerging energy sector with the potential to provide 
renewable, dispatchable, baseload electricity to residential, commercial, and industrial markets 
above sedimentary basins. The Texas Gulf Coast contains the necessary reservoir temperatures 
required for electrical power generation (>250⁰ F), and Texas is the largest consumer of electricity 
in the United States. Identifying and characterizing the major geothermal play types in this basin 
will help to reduce the exploration and development risks associated with these geothermal 
resources and encourage geothermal energy development in this region.  

Previously, the main sedimentary geothermal play type identified on the Texas Gulf Coast was the 
Paleogene geopressured-geothermal sandstones of the Wilcox, Vicksburg, and Frio formations. 
However, Cretaceous and Jurassic formations in south and east Texas have the necessary reservoir 
properties to be used for electrical power generation but have not yet been investigated thoroughly. 
Additionally, salt diapirs across the Gulf Coast are a potential source of geothermal energy because 
of their high thermal conductivity, but this concept has yet to be evaluated for a resource potential.  

Preliminary results show that south Texas is optimal for sedimentary geothermal exploration. 
Eocene Wilcox geopressured-geothermal sandstones are in relatively close proximity to multiple 
salt diapirs and Cretaceous formations with reservoir temperatures greater than 250⁰ F. A data set 
of 3,407 wells with digital log suites and 1,590 wells with bottom hole temperature (BHT) 
measurements demonstrates that the Wilcox, Georgetown, Edwards, Glen Rose, Pearsall, and 
Sligo formations are the shallowest reservoirs across the research area that contain temperatures 
capable of electrical power generation.  

Six potential sedimentary geothermal play types exist within these formations: 1) Paleocene and 
Eocene geopressured-geothermal deltaic and marine sandstones, 2) Aptian and Albian shelf-
margin carbonates, 3) Aptian and Albian platform interior carbonate shoals, 4) Maastrichtian 
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deltaic and marine sandstones, 5) reservoirs of varying age located on the flanks of salt diapirs, 
and 6) repurposing existing oil and gas fields within these formations for geothermal energy. 
Further reservoir characterization and reservoir modeling of geothermal reservoirs within each 
play type will start to answer some of the key questions required to reduce the exploration and 
development risk associated with these resources. Identifying what geothermal play types exist in 
this basin is the first step towards developing renewable, dispatchable, baseload geothermal 
electricity in markets above sedimentary basins, further supporting the transition to green energy 
resources. 

1. Introduction  
Sedimentary basin geothermal and the use of hot sedimentary aquifers for electrical power 
generation is an emerging energy sector capable of providing stable, dispatchable, base load 
renewable energy to markets above sedimentary basins across the United States. To date, limited 
exploration and development of geothermal resources has been completed in sedimentary basins 
that lack substantial heat flow from volcanic activity or active crustal extension. Consequently, 
there are multiple sedimentary basins across the United States that are under explored regarding 
geothermal energy. The three main sedimentary basins in the contiguous United States with hot 
sedimentary aquifers capable of being exploited for low temperature power generation purposes 
are the Gulf Coast Basin, the Denver Basin, and the Williston Basin. These three basins have 
potential to provide an undefined amount of geothermal energy from hot sedimentary aquifers that 
have yet to be identified, characterized, drilled, or tested (Anderson, 2013; Doughty et al., 2018).  

With the changing energy environment of the world, finding and developing renewable energy 
resources to fulfill the global energy demands is of upmost priority. To help achieve these 
increasing global energy demands, geothermal exploration needs to occur in basins that lack 
significant heat flow from active volcanism or ongoing crustal extension. This project is focused 
at using one of these basins, the Texas Gulf Coast region of the Western Gulf Basin (Figure 1), to 
encourage geothermal exploration by first identifying what sedimentary geothermal play types 
exist across the basin. Exploration methods and results from this research can be applied to other 
basins in the United States and internationally, ultimately helping to discover the energy resources 
necessary to keep up with increasing global energy demands. 

2. Geothermal Elements of the Texas Gulf Coast 
In the Western Gulf Basin, limited research has been completed on identifying different 
geothermal play types and geothermal play fairways, as compared to a century’s worth of oil and 
gas exploration and development. To date, the only geothermal play type identified in this basin 
are the geopressured-geothermal sandstones of the Paleogene Wilcox, Vicksburg, and Frio 
formations (Bebout et al., 1978; Loucks et al., 1978; Bebout et al., 1979; Bebout et al., 1982; 
Esposito and Augustine, 2011, and others). These geopressured-geothermal systems are highly 
over-pressured sandstones that extend regionally across the basin and were originally identified in 
the late 1970s for their geothermal resource potential. However, the abundance of oil and gas data 
and development within this basin suggests that other geothermal play types exist in Jurassic, 
Cretaceous, and additional Paleogene formations. This project has identified the Rio Grande 
Embayment subdivision of the Western Gulf Basin (Figure 1) as a location that contains multiple 
different sedimentary geothermal play types that can be used as a case study for identifying and 
characterizing hot sedimentary aquifers associated with different geothermal play type. 
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Figure 1: Basins and uplifts of the onshore Gulf of Mexico region showing basins in blue and uplifts in yellow. 
This project is focused on the Rio Grande Embayment (2) part of the Western Gulf Basins for its 
sedimentary geothermal energy potential. Modified from Ewing, 1991. 

 

Sedimentary formations of the Texas Gulf Coast span from Triassic through the Holocene and 
record rifting and passive margin tectonism, regionally extensive carbonate platform development, 
and deposition of thick siliciclastic depositional environments across the entire Western Gulf 
Basin. Consequently, numerous types of sedimentary geothermal play types exist, both spatially 
and temporally, where different aged formations are at temperatures greater than 250⁰ F. To 
determine the location of geothermal research areas across this basin, four main geologic factors 
were considered: 1) the location of geopressured-geothermal zones in Paleogene formations, 2) 
the shallowest depth to find reservoirs temperatures of 250⁰ F, 3) the location of Cretaceous shelf 
margins, and 4) the location of salt diapirs. 

2.1 Paleogene Geopressured-Geothermal Systems  

Geothermal research on the Gulf Coast dates to 1970, when the first discussion of the geothermal 
potential in this basin occurred at the U.N. Symposium on the Development and Utilization of 
Geothermal Resources. At this meeting, P.H. Jones from the U.S. Geological Survey (USGS) 
suggested there was enormous geothermal potential here based on isotherm mapping, the large 
volume of water stored in deep aquifers, and geopressured zones encountered in the Paleogene 
sandstones of the Wilcox and Frio formations (Jones, 1970). The Bureau of Economic Geology at 
the University of Texas at Austin (BEG) started investigating the geothermal resources of Texas 
in 1974 and concluded that the Trans-Pecos and Gulf Coast regions have potential to supply 
undetermined amounts of geothermal energy to Texas (Dorfman and Kehle, 1974).  
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In 1975, the BEG evaluated the regional sand distribution of the Frio Formation and identified two 
potential geothermal fairways in Texas (Bebout et al., 1975). Research continued throughout the 
late 1970s and early 1980s, also evaluating the Wilcox and Vicksburg formations. Zones of hard 
over-pressure (>0.7 psi/ft) exist in these Paleogene formations along the Texas Gulf Coast and 
were identified as potential geothermal fairways because of the high over-pressure, hot reservoir 
temperatures (>250⁰ F), and the superb reservoir quality preserved in these sandstones (Loucks et 
al., 1978; Bebout et al, 1982). Additionally, the geopressured-geothermal fairways in the Wilcox 
and Frio formations extend regionally across the Texas Gulf Coast and are important geothermal 
play types because of the enormous volume of hot brine and dissolved methane stored in these hot 
sedimentary aquifers. 

 

 

Figure 2: Location of geopressured-geothermal fairways in the Wilcox and Frio formations along the Texas 
Gulf Coast. The location of the Pleasant Bayou #2 well is shown by the yellow star. Modified from John 
et al., 1998 and Ewing, 1991.  

Over-pressure in these formations is driven by rapid deposition and burial of wet sandstones and 
shales on the downthrown side of listric growth faults (Figure 3). Growth faults developed because 
of rapid loading from large quantities of sands and mud that were deposited on top of the low-
density shales of the previous sequence (Bebout et al, 1979). Salt mobilization from this loading 
also contributed to growth fault development in these Paleogene formations. Some sandstones are 
fully encased in shales causing fluid trapped in the sandstones to develop high over pressure as 
they were buried (Bruce, 1973). 
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Figure 3: Schematic cross section showing how the Paleogene geopressured-geothermal reservoirs are 
distributed throughout the stratigraphic framework of the Gulf Coast. Syn-depositional growth faults 
caused large volumes of sediment to be deposited on the downthrown side of the fault systems, resulting 
in the rapid burial of wet sandstones encased in low permeability shales, allowing high pressure to 
develop in some of the sandstones. Modified from Bebout et al., 1982. 

 

2.1.1 The Pleasant Bayou Geopressured-Geothermal Well 

In 1978 the BEG and U.S. Department of Energy (DOE) started an exploration drilling project to 
test the geothermal energy potential stored in a geopressured reservoir of the Oligocene Frio 
Formation. Under contract from the DOE, the BEG selected a well site in Brazoria County, Texas 
to drill the first geopressured-geothermal well in the United States (Figure 2). This location was 
specifically chosen because it contained the required reservoir properties to make electricity from 
brine stored in a hot sedimentary aquifer. The distributary-mouth bar and delta-plain sandstones 
of the Frio Formation C-zone here are 250-350 feet thick with reservoir temperatures greater than 
300⁰ F and 30-40 millidarcys (mD) of permeability. Brine salinities range from 40,000 to 80,000 
parts per million (ppm) total dissolved solids (TDS) and methane content ranges from 25 to 45 
cubic feet per barrel of brine (Bebout et al., 1978).  

The following year, the Pleasant Bayou No. 2 well was drilled to a total depth of 16,500 feet and 
completed over a 60-foot perforation in the Frio Formation C-zone at a depth of 14,644 feet (Riney, 
1991). Preliminary testing of this well took place during 1979 and a long-term flow test occurred 
between 1981 and 1983. During this time, the well achieved flow rates of approximately 20,000 
barrels per day of brine, however many production and mechanical problems occurred. Well 
testing was suspended in 1983 when the production tubing parted and the project was temporarily 
shut down (Rodgers, 1982). 
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In 1987, the well was cleaned out, recompleted, and a long-term production test began in 1988. 
During this time, downhole pressure and temperature measurements showed stable pressure values 
exceeding 9,800 pounds per square inch absolute (psia) and stable reservoir temperatures ranging 
from 293⁰ F to 307⁰ F (Riney, 1991). Flow testing continued for two more years, flowing 
approximately 12 million barrels of brine and 231,000 MCF of gas over the life of the well. A 
binary cycle hybrid power electrical generation system (HPS) operated at the site for several 
months and successfully demonstrated that geopressured geothermal reservoirs could be used to 
generate electricity (John et al., 1998). After this successful demonstration, the Pleasant Bayou #2 
well was plugged and abandoned in 1994. In the final report of this project, it was concluded that 
developing these resources was not commercially profitable at the time but a rapid advance in 
different technologies used in this project could make these resources more attractive in the future 
(John et al., 1998). While the Pleasant Bayou operations were being conducted, the BEG was also 
investigating the geothermal potential of the Wilcox and Vicksburg formations and identified 
seven additional geothermal fairways across the Texas Gulf Coast (Figure 2) (Loucks et al., 1978; 
Bebout et al., 1982). Each one of these geopressured zones contains thick, porous, permeable 
sandstones with reservoir temperatures that exceed 300⁰ F. 

2.2 Previous Temperature at Depth Mapping  

In 2010, the Geothermal Lab at Southern Methodist University (SMU) constructed a series of 
regional temperature at depth maps for the Texas Gulf Coast. Maps produced from this study used 
9,549 corrected bottom hole temperature (BHT) measurements to determine reservoir 
temperatures at 1,000 ft depth increments from 7,000 ft to 14,000 ft across the entire Texas Gulf 
Coast (Blackwell et al., 2010). Based on these maps, in both east and south Texas, 250⁰ F occurs 
at an approximate depth of 9,000 ft. However, across the rest of the Texas Gulf Coast, 250⁰ F is 
encountered at a depth of approximately 10,000 ft (Figure 4). Focusing on the areas in south and 
east Texas where 250⁰ F is encountered at a shallower depth will ensure that more subsurface data 
is available for this study, as the amount of subsurface data decreases with depth across the basin. 
For this project, 250 ⁰ F was chosen as the minimum temperature use to identify geothermal play 
types across the Texas Gulf Coast because it is approximately the minimum temperature required 
for generating electricity with binary cycle power plants. 

2.3 Paleogeographic Shelf Margins  

The location of paleogeographic-shelf margins are also important geologic features in the Western 
Gulf Basin (Figure 4). In particular, the Lower Cretaceous (Aptian and Albian) Sligo and 
Edwards/Stuart City shelf margins extend from Mexico to Florida and represent the southern and 
down-dip depositional limit of widespread, porous, and permeable reservoirs during Lower 
Cretaceous (Ewing et al., 1991). These shelf margins also divide the region into a Mesozoic 
geothermal study area to the north and a Paleogene geothermal study area to the south (Figure 5). 
North of the shelf margins, Paleogene formations are too cool for geothermal energy development 
and south of the shelf margins the Mesozoic formations are very deep (>18,000 ft), making them 
a challenge to develop economically. 
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Figure 4: The location of key geologic features for geothermal exploration on the Texas Gulf Coast. 250⁰ F 
occurs at a depth of approximately 9,000 ft in both east and south Texas and at approximately 10,000 ft 
across the rest of the region. Salt diapirs are mainly located in south Texas, the southeastern coast near 
Houston, and in the East Texas Salt Basin. Over pressured Paleogene sandstones extend across the 
Western Gulf Basin as northeast-southwest trending pressure cells that roughly follow strike of these 
systems. Map elements are from Blackwell et al., 2010; Bebout et al., 1982; Condon and Dyman, 2006; 
and Ewing, 1991.  

 

2.4 Salt Diapirs  

Salt diapirs were first considered as a geothermal resource in the 1970s and are important geologic 
features for sedimentary geothermal exploration in this region. The high thermal conductivity of 
halite (4.250 W/m-K at 250⁰ F), which is the main constituent of these diapirs, causes thermal 
anomalies in the reservoirs adjacent and above them and it was suggested that salt domes could be 
a virtually inexhaustible source of geothermal energy (Jensen, 1990; Petersen and Lerche, 1995; 
Urquhart and Bauer, 2015; Daniilidis and Herber, 2017). Consequently, elevated reservoir 
temperatures in the reservoirs above salt diapirs could be a source of geothermal energy and a play 
type not yet identified or characterized. Another sedimentary geothermal play type associated with 
salt diapirs is the diapir itself. Higher than normal temperatures based on reservoirs at similar 
depths have been documented inside salt diapirs and closed loop wells could be drilled directly 
into the salt to extract heat for electrical power generation. Only a few studies have considered this 
play type before, but no geothermal resource estimates have been calculated for salt diapirs (Jacoby 
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and Paul, 1975; Hickerson and Hickerson, 1997). Understanding the geothermal potential from 
salt diapirs and the heat anomalies associated with them will be an important part of geothermal 
exploration in the Western Gulf Basin. The location of salt diapirs on the Texas Gulf Coast is 
shown in Figure 4 and their location in south Texas is shown in Figure 5.  

 

Figure 5: Location of the South Texas Geothermal AOI for this project which covers parts of 10 different 
counties and overlies the Eagle Ford, Austin Chalk, and Paleogene oil and gas trends. This area contains 
all the major sedimentary geothermal play types present in the Western Gulf Basin including Paleogene 
geopressured-geothermal reservoirs, salt diapirs, and porous Cretaceous formations. The location of 
vertical wells with digital logs used in this project are displayed in red, green, and black well symbols. 
Map elements are from Blackwell et al., 2010; Bebout et al., 1982; Condon and Dyman, 2006; and Ewing, 
1991. 

 

2.6. South Texas Geothermal Research Area 

Combining these geologic elements together shows four main geothermal exploration areas across 
the Texas Gulf Coast. However, the South Texas Geothermal Area of Interest (AOI) is the only 
one that contain all four key geologic elements: the shallowest depth to 250⁰ F, multiple salt 
diapirs, over-pressure fairways in the Wilcox Formation, and Cretaceous formations north of the 
shelf margins with reservoir temperatures greater than 250⁰ F (Figure 5). Like the South Texas 
AOI, 250⁰ F is encountered at a depth of 9,000 ft in the Sabine Uplift AOI but no geopressured 
zones or salt diapirs are present in this area. The East Texas AOI contains numerous salt diapirs in 
the East Texas Salt Basin but the depth to 250⁰ F occurs at 10,000 ft and this area does not contain 
any geopressured zones. The North Houston AOI contains a large geopressured zone in the Wilcox 
Formation but 250⁰ F is not encountered until depths greater than 10,000 ft, and this area is south 
of both Lower Cretaceous shelf margins. Consequently, this project is focused on identifying 
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geothermal play types in the South Texas Geothermal AOI because of the diversity of geothermal 
elements in this area. However, more geothermal research needs to be completed within the other 
AOIs and across the entire Western Gulf Basin. 

3. Data and Methods 
Oil and gas exploration and development over the past century has led to a robust subsurface 
dataset across the basin that can be used for geothermal exploration. Within the South Texas 
Geothermal AOI, over 93,000 vertical, deviated, and horizontal wells have been drilled in search 
for hydrocarbons, with close to 50,000 of these wells containing some form of digital log data. For 
this project, 3,407 vertical wells with digital log data below 9,000 ft were provided by TGS for the 
purpose of identifying and characterizing hot sedimentary aquifers associated with the different 
sedimentary geothermal play types within the research area (Figure 5 and Figure 6). Digital well 
log data ranges from wells with Quad Combo and specialty logs to wells with only spontaneous 
potential (SP) and resistivity logs. Log interpretation, log correlation, and subsurface mapping 
using this dataset has been completed using Petra.  

 

Figure 6: Cross plots showing the distribution of vertical wells with digital log data versus depth for the South 
Texas Geothermal AOI.  

Digital log data were used to create a stratigraphic framework across the South Texas Geothermal 
AOI that spans from the Lower Cretaceous Sligo Formation to the Oligocene Frio Formation 
(Figure 7). The major formation tops were defined by gamma ray, resistivity, and bulk density log 
characteristics and petrophysical relationships. Eight major formation tops were picked and used 
to make regional structure maps across the AOI which from deepest to shallowest include: 1) the 
Sligo Formation, 2) the Pearsall Formation, 3) the Glen Rose Formation, 4) Edwards Limestone, 
5) Buda Limestone, 6) the Austin Chalk, 7) the Olmos Formation, and 8) the Wilcox Formation 
(Figure 7). Regional depth structure maps were then compared to the depth to 250⁰ F maps created 
by SMU (Blackwell et al., 2010) to determine the spatial distribution of formations with reservoir 
temperatures greater than 250⁰ F. Combining these two sets of maps demonstrates that the Wilcox, 
Georgetown, Edwards, Glen Rose, Pearsall, and Sligo formations are the shallowest reservoirs 
across the research area that have reservoir temperatures capable of electrical power generation 
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(Figure 8). Consequently, multiple different geothermal play types are present across the South 
Texas Geothermal AOI based on the depositional trends within each of these formations. 

 

Figure 7: Stratigraphic column and type log for the South Texas Geothermal AOI showing the major formation 
tops that were correlated and mapped for the purpose of identifying what formations have reservoir 
temperatures greater than 250⁰ F. Track 1 of the log display shows the gamma ray curve displayed from 
0-100 API, where dark blue and green are lower API and yellow and gray are higher API. Track 2 shows 
the deep resistivity log on a logarithmic scale from 0.2-2000 ohms and shaded red for values greater than 
50 ohms. Track 3 is the bulk density (RHOB) log scaled from 1.95-2.95 g/cm3 where green and yellow 
are lower density formations (<2.65 g/cm3) and blue, purple, and pink are high density formations (>2.71 
g/cm3). Stratigraphic column is modified from Swanson et al., 2013. 

4. Geothermal Play Types of South Texas 

Reservoir temperatures greater than 250⁰ F, regional depth structure, and porosity greater than 10% 
are the three main geologic elements used to identify geothermal play types within the South Texas 
Geothermal AOI. Based on these three geologic elements, six geothermal play types were 
identified within the South Texas Geothermal AOI that span from the Early Jurassic strata through 
the Paleogene. Details of each geothermal play type are discussed below.  
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4.1 Aptian and Albian Shelf Margin Carbonates 

The Lower Cretaceous of the Western Gulf Basin is dominated by multiple episodes of carbonate 
platform development that span across the entire basin leading to the deposition of the Albian 
Edwards and Glen Rose formations and the Aptian Sligo Formation. Carbonate platform 
morphology is one of the main controls on the spatial and temporal distribution of porous facies 
in these formations and the current depth of each formation controls the reservoir temperature. The 
shelf margin for the Edwards, Glen Rose, and Sligo are buried at depths of approximately 9,000 
ft, 12,000 ft, and 16,000 ft, respectively and all have reservoir temperatures above 250⁰ F. 
Additionally, density porosity calculations in each of these formations at their respective shelf 
margins show multiple intervals with porosity greater than 10% porosity, with some intervals 
approaching 20%. Consequently, the shelf margins for each of these formations contain the 
necessary requirements to be a potential geothermal target across the South Texas Geothermal 
AOI (Figure 9).  

There are three key advantages to the Aptian and Albian shelf margin geothermal play types that 
will assist in exploring for prospects within these play fairways. First, the shelf margins follow 
well documented linear trends that have been defined by decades of oil and gas exploration across 
the research area (Ewing, 1991; Scott, 1990). Additionally, these shelf margin reefs and shoals 
have potential to have high permeability based on the types of lithologies deposited at the shelf 
margin. Lastly, these three shelf margins are all at temperatures above 250⁰ F so brine production 
from each formation can be used for electrical power generation. However, some disadvantages 
exist to this geothermal play type, one of which is the unpredictable porosity and permeability 
relationships in shelf margin reefs and shoals that might be exacerbated based on diagenesis at the 
depths the shelf margins are buried at. For example, the top of the Sligo shelf margin is buried at 
a depth of approximately 16,000 ft across the research area, leading to challenges from both a 
drilling and economic standpoint. Despite these disadvantages, the Aptian and Albian shelf 
margins should be considered geothermal play types both within the research area and across the 
Western Gulf Basin. 

4.2 Aptian and Albian Platform Interior Shoals  

Also within the Aptian and Albian carbonate formations, platform interior shoals have the potential 
to be a geothermal target across the South Texas Geothermal AOI (Figure 9). Like the shelf margin 
facies, the spatial distribution of these depositional facies is controlled by the carbonate platform 
morphology and the reservoir temperatures are controlled by depth. The top of the platform interior 
facies of the Edwards, Glen Rose, and Sligo formations range in depths of approximately 5,900-
9,000 ft, 7,400-11,800 ft, and 9,200-16,500 ft, respectively. Reservoir temperatures are greater 
than 250⁰ F in both the Glen Rose and Sligo platform interior facies but are less than 250⁰ F in the 
Edwards platform interior facies.  
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Figure 8: Geothermal play fairway map for the South Texas Geothermal AOI showing the location where the 
top of Cretaceous and early Paleogene formations first reach reservoir temperatures of 250⁰ F based on 
the intersection between depth structure maps and the depth to the 250⁰ F isotherm. The northern limit 
of each fairway denotes when that formation first intersects the 250⁰ F isotherm. Location of salt diapirs 
from Condon and Dyman, 2006. Paleocene to Eocene geopressured fairways from Bebout et al., 1982. 
Aptian and Albian shelf margins from Ewing, 1991. 

Density porosity calculations in these facies show multiple intervals with greater than 10% 
porosity, with some intervals approaching 20%. However, there are multiple intervals with 
wellbore washout in these facies so careful petrophysical analysis is needed here to correctly 
calculate porosity. Despite this, there are still multiple intervals in both the Glen Rose and Sligo 
formations that have reservoir temperatures and porosities suitable for electrical power generation. 
However, the Edwards platform interior is too shallow and cool across the research area to be used 
for electrical power generation but could still be considered a potential direct use application.  

Similar advantages exist in this play type as in the shelf margin play type. The nature of platform 
interior shoals can lead to high permeability facies here and across most of the research area and 
the platform interiors of these formations exceeds 250⁰ F. Also, the platform interior of the Aptian 
and Albian carbonates are at shallower depths as compared to their respective shelf margins, which 
will be favorable for drilling and economics. However, unlike the shelf margins, the spatial and 
temporal distribution of platform interior shoals is less predictable and unlikely to follow specific 
linear trends.  Determining the location and areal extent of platform interior shoals is more 
challenging and they are likely to have unpredictable porosity and permeability trends. Despite 
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these disadvantages, Aptian and Albian platform interior shoals should be considered a geothermal 
play type across both the South Texas Geothermal AOI and the Western Gulf Basin. 

4.3 Maastrichtian Deltaic Sandstones  

Depositional trends of the Upper Cretaceous Maastrichtian in south Texas are dominated by deltaic 
and marine sandstones of the Olmos Formation. In parts of the research area, the Olmos Formation 
has reservoir temperatures between 250⁰ F and 280⁰ F (uncorrected BHTs) and is buried at depths 
between 9,000 and 12,000 ft. Density porosity calculations show that some locations have over 
100 ft of porosity greater than 10% and those areas are shown on Figure 9. Depositional facies 
described by Hamilton and Gottardi (2017) show that oil and gas production in the Olmos 
Formation within the research area mainly comes from delta front and slope deposits which 
suggests that off structure and along trend from these fields could have geothermal potential where 
temperature is greater than 250⁰ F and porosities are greater than 10%. The main advantages of 
this play type are that it is buried shallower than the Aptian and Albian carbonates and the 
sandstones are likely to have more predictable porosity and permeability relationships. However, 
reservoir temperatures barely reach 250⁰ F across most of the research area which might cause 
challenges for electrical power production. 

4.4 Paleocene-Eocene Geopressured-Geothermal Systems  

As discussed previously, the Paleocene geopressured-geothermal systems are important 
geothermal play types across the Texas Gulf Coast and the entire Western Gulf Basin. In the South 
Texas Geothermal AOI, two Wilcox geopressured-geothermal areas were identified by the BEG 
in the late 1970s and early 1980s (Bebout et al., 1982). The Wilcox Formation here was deposited 
across the entire research area and ranges in thickness from 450 ft to over 4,000 ft thick, where 
sandstones and shales were deposited on the downthrown side of large growth faults. In the 
northern part of the AOI, the Wilcox is buried at depths between 2,000 and 8,000 ft. However, 
south of the main Wilcox Fault Zone (Figure 9) the Wilcox is buried at depths from 9,000 to 15,000 
ft and has reservoir temperatures over 300⁰ F. Density porosity calculations show that most of the 
sandstone beds have porosities greater than 10%, with some beds close to 20%. For these reasons 
and the reasons defined by the BEG, the Wilcox geopressured-geothermal reservoirs are important 
geothermal play types both within the research area and across the Western Gulf Basin. 

4.5 Salt Diapirs  

Another important geothermal play type across the Western Gulf Basin and within the South Texas 
Geothermal AOI are salt diapirs because of their high thermal conductivity (4.250 W/m-K at 250⁰ 
F) (Urquhart and Bauer, 2015). There are over 85 salt diapirs across the Texas Gulf Coast alone 
(Seni et al., 1985) and six within the research area (Figure 5 and Figure 9). Within the AOI, the 
depth to the crest of each diapir ranges from only 900 ft below the surface to over 7,000 ft. 
According to Jacoby and Paul (1975), the internal temperatures of Gulf Coast diapirs can range 
from 300⁰ F to 580⁰ F however, further research needs to be completed to determine the actual 
internal temperatures of diapirs within the AOI. However, the high thermal conductivity of halite 
suggests that salt diapirs could be a source of geothermal energy from two different play types. 
The first play type would be the diapir itself if closed loop wells could be used to extract heat 
directly from the diapir. Additionally, the second play type associated with salt diapirs would be 
targeting any heat anomalies in the reservoirs above them because of the high thermal conductivity 
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of the diapir. Salt diapirs are complex structural and stratigraphic features, thus more research 
needs to be completed to understand their geothermal resource potential.  

4.6 Repurposing Existing Oil and Gas Fields 

Oil and gas fields that produce from formations south of the Albian (Edwards) shelf margins have 
potential to be repurposed for geothermal energy based on their reservoir properties, reservoir 
temperatures, and depths. Along the Edwards shelf margin, multiple gas fields are nearing the end 
of their production life and have repurposing potential for either electrical power generation or 
direct use applications (Figure 9). Additionally, AWP Field is the largest vertical oil and gas field 
within the research area and produces mainly from the Olmos Formation. This field contains over 
1,000 wells that are nearing the end of their production life and could be repurposed for geothermal 
energy based on their reservoir characteristics, reservoir temperatures, and depths.  

 

Figure 9: Geothermal play type map for the South Texas Geothermal AOI showing the location of different 
play types based on the criteria defined above. Temperature at depth contours from Blackwell et al., 
2010. Location of salt diapirs from Condon and Dyman, 2006. Paleocene to Eocene geopressured 
fairways from Bebout et al., 1982. Aptian and Albian shelf margins from Ewing, 1991. 

Lastly, numerous Wilcox fields south of the Aptian shelf margin also have hundreds of gas wells 
that are nearing the end of their production life and the necessary reservoir properties and 
temperatures for geothermal energy. However, extensive research needs to be completed in all 
these fields to determine what wells could be viable for geothermal energy based on wellbore 
integrity, fluid production, temperature, depth, and other variables. Wells within these fields could 
be converted to closed loop well designs, co-produced brine might be an option for geothermal 
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energy, or some wells may even be able to be deepened to target geothermal play types in the 
Aptian and Albian carbonate systems.  

5. Conclusions and Future Work 
Based on previous research and subsurface data from this project, south Texas contains more 
geothermal play types than previously considered. Two Wilcox geopressured-geothermal systems 
are in close proximity to six salt diapirs and four Cretaceous formations with reservoir properties 
and temperatures capable of electrical power generation (Figure 10). Along with the play types 
associated with the Cretaceous and Paleogene formations, multiple oil and gas fields also have the 
potential to be repurposed for geothermal energy, either for electrical power generation or direct 
use applications. For these reasons, the Rio Grande Embayment subdivision of the Western Gulf 
Basin is an important research area for understanding what geothermal play types exist across the 
rest of the Texas Gulf Coast and the entire Western Gulf Basin. Beyond electrical power 
generation, the geothermal play types here also have direct use applications that range from 
assisting heavy oil extraction (Seni et al., 1994)) and refining, to providing power for green 
hydrogen production, or residential and commercial heating and cooling where markets overlap 
with the different play types (Figure 10). For these reasons, the geothermal energy potential of the 
Western Gulf Basin is only barely beginning to be understood.  

5.1 Future Work 

Now that these sedimentary geothermal play types have been identified, the next phase of this 
research project is to characterize a hot sedimentary aquifer associated with each play type. This 
will include petrophysical modeling, core description, and reservoir modeling to determine fluid 
production rates along with estimating the thermal depletion and recharge of each hot sedimentary 
aquifer. The final phase of this project will be combining all these elements into a techno-economic 
evaluation to determine the economic feasibility of developing these geothermal resources. These 
results will help to reduce some of the key risks associated with exploring for and developing 
geothermal resources in sedimentary basins. By identifying and characterizing the major 
geothermal play types in sedimentary basins, the geothermal energy sector becomes one step closer 
to delivering clean, renewable, baseload electricity to new regions of the United States not 
previously considered to have geothermal resources. Developing geothermal energy resources in 
these sedimentary basins will ultimately help to fight climate change by reducing greenhouse gas 
emissions from fossil fuel based electrical power generation as global energy demands continue to 
grow.  
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Figure 10: Schematic block diagram showing the distribution of sedimentary geothermal play types of the Rio 
Grande Embayment and the South Texas Geothermal AOI. 1) Aptian and Albian shelf margin reefs and 
shoals. 2) Aptian and Albian platform interior reefs and shoals. 3) Maastrichtian deltaic and marine 
sandstones. 4) Paleogene geopressured-geothermal systems. 5) Salt diapirs and heat anomalies in 
reservoirs above them. 6) Repurposing existing oil and gas fields for geothermal energy.  
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ABSTRACT 

The microscopic study of geothermal well samples (petrography) provides a window into rock 
composition, mineralogy, and texture that enhances understanding of both primary rock types and 
their hydrothermal alteration history. Integrating petrographic analysis with other data from wells 
in 3D geologic models reveals the underlying origins of permeability, its destruction and 
rejuvenation through time, and the present state of the system. Common assumptions about the 
correspondence of alteration assemblages and temperature do not always hold, and petrography 
often clarifies the reasons for such mismatches. Petrography also allows fine-tuning of 
stratigraphic and structural interpretations, identification of datable units, and clarification of key 
conceptual model elements. 

Examples of important and often neglected geologic details resolved with petrography include: 1) 
identification of sparse silicic rocks in dominantly andesitic systems that are good candidates for 
dating and sometimes have high permeability; 2) differentiation of intrusive rocks from thick lavas 
using textural and mineralogic criteria that help identify near-intrusive margins hosting permeable 
zones or pointing towards the system upflow location. Important mineralogic observations from 
petrography include: 1) epidote ± adularia ± quartz is commonly formed at fracture initiation in 
upflow zones; 2) prehnite, wairakite, and calcite are more commonly formed later and tend to 
result in permeability loss unless fractures are being reopened or new ones are being formed; 3) in 
some cases wairakite may be the most reliable indicator of reservoir top and extent; and 4) 
plagioclase is susceptible to dissolution and replacement by albite and adularia, commonly 
resulting in secondary microporosity, and movement of Ca+2 and Al+3 from regions of hot upflow 
to higher levels of the system. 

Detailed studies involving fluid inclusion analysis, SEM, cathodoluminescence, and age dating 
can be coordinated with petrography and provide more detailed confirmation of mineral 
compositions and system evolution.  
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1. Introduction 
This paper is an introduction to petrography and its importance in geothermal resource evaluation 
and conceptual modeling. It highlights recent examples where petrographic study, integrated with 
other key well data, has improved understanding of primary rock types and stratigraphic 
sequences, identified the importance of shallow intrusions, and clarified alteration assemblages 
and vein filling sequences (paragenetic sequence). Petrography can provide unique insights into 
the geologic causes for temperature and permeability patterns established by other methods, 
providing added confidence in geologic conceptual models that are grounded in hard (actual rock!) 
data. 

1.1 What is petrography and how is it done? 

Petrography is the study of rocks with the polarizing microscope typically using objective lenses 
of 2x to 100x magnification, combined with additional magnification of 5 to 10x in the microscope 
oculars. This allows detailed observation of mineralogical and textural relationships at the scale of 
centimeters to a few microns. It also takes advantage of the optical properties of minerals in plane-
polarized and cross-polarized light that aid in their identification. 

1.2 How can it help identify common rock types? 

Most high-temperature geothermal systems are hosted by volcanic-sedimentary sequences cut by 
intrusive rocks (Stimac et al., 2015). Fluid flow is focused along interconnected fractures (complex 
networks) formed by the interplay of magmatic-intrusive, hydrothermal, and regional tectonic 
processes. Petrography allows rapid characterization of primary rock types based on their original 
mineral assemblages (or pseudomorphs) and well-established mineral and rock textures. It is true 
there are a bewildering array of igneous and sedimentary rock textures that may become obscured 
by hydrothermal alteration, but with training and experience it is relatively easy to spot primary 
textures, minerals, and their pseudomorphs (outline of original replaced mineral). This allows 
some “reading through” hydrothermal alteration unless all primary textures have been obliterated. 
Propylitic alteration tends to preserve and only partially overprint primary textures, whereas 
phyllic and advanced argillic alteration are more destructive to them. 

1.3 What are the common mineral assemblages observed in neutral-pH, magmatic 
hydrothermal (geothermal) systems? 

Many reviews of alteration associated with hydrothermal ore deposits (e.g., Thompson and 
Thompson, 1996; Simmons et al., 2005; Sillitoe, 2010) and geothermal systems (Bird et al., 1983; 
Browne, 1978a, b; Reyes, 1990; Moore et al., 2000, 2002) provide a sound basis for interpretation 
of commonly observed alteration assemblages and paragenetic relationships. 

Alteration formed in exploitable geothermal systems with neutral-chloride fluid compositions 
closely resembles that associated with low-sulfidation epithermal ore deposits, but subordinate 
high sulfidation alteration is also common (Simmons et al., 2005). The classic alteration 
assemblages of neutral-chloride (commercial) intrusion-related geothermal systems are propylitic 
alteration in the reservoir (epidote-chlorite-quartz-pyrite ± wairakite ± prehnite), with an overlying 
transition zone (mixed-layer clays, chlorite, pyrite) and clay cap (smectite-zeolites-pyrite) that by 
virtue of its low permeability largely isolates the reservoir from overlying groundwater regime 
(Reyes, 1990; Stimac et al., 2015). Calcite and anhydrite are also common in all zones, but calcite 
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tends to be more abundant in shallow zones, and anhydrite at deeper levels (Reyes, 1990). Deeper 
wells in some systems reveal alteration assemblages like those documented from porphyry ore 
deposits (Sillitoe, 2010). These include potassic, phyllic, and so-called high-T propylitic alteration 
zones (Reyes, 1990), among others. Thus studies of ore-forming systems provide useful analogs 
for geothermal systems, with the added advantage that knowledge of ore-forming systems have 
generally been refined to a greater degree by application of sophisticated analytical methods. 

Phyllic alteration (sericite/illite-quartz-pyrite ± anhydrite) is also common in intrusive related 
geothermal systems, especially if the system is hosted by silicic rocks. Silicic rock composition 
tends to favor formation of illite and quartz as the main alteration minerals rather than chlorite and 
epidote which are usually also present in small amounts. Strongly phyllic alteration zones, 
especially with abundant anhydrite and pyrite and grading locally into advanced argillic zones, 
tend to have lower permeability and poor fracture interconnection even though temperatures may 
be high. 

1.4 How can petrography help reveal geothermal system evolution and current status? 

Minerals and mineral assemblages form (in equilibrium or as the system moves toward a new 
equilibrium state) in response to fluid composition and temperature, and thus can be used to deduce 
past and present states of the system. Early minerals and textures occur in older, often deformed, 
or crosscut veins, and infilled by younger mineral growth. Subhedral to euhedral mineral growth 
in open space is usually preserved in recently or currently active fracture pathways and reveal the 
mineral assemblage currently in equilibrium with fluid compositions. Significant permeable zones 
often produce cuttings with a large percentage of euhedral or subhedral hydrothermal minerals 
such as epidote, quartz, or wairakite. 

1.5 Why is petrography not commonly done nowadays? 

Many hallmark scientific studies were done in the first few decades of large-scale geothermal 
exploitation (e.g., Bird et al., 1983; Browne, 1978a, b; Reyes, 1990, 1991; Moore et al., 1998, 
2000, 2004a, b; Hulen et al., 1997, 1999; Simmons and Christenson, 1993). Since the fundamentals 
have been established, fewer and fewer research studies have been published in recent years. 
Government funded research has been shifted to the application of new analytical methods and 
analysis of unconventional systems (e.g., EGS). During the same period much of the conventional 
geothermal industry has moved to the application of a few simple tools to keep costs of well 
characterization to a minimum. Still, when petrography has been applied by well-funded or 
forward-thinking companies or research partners, it has continued to establish key geologic 
controls on geothermal systems and their evolution. Some notable additions to the literature 
include alteration studies at Tiwi and Karaha Telaga Bodes (Moore et al., 2000, 2002, 2004a, b, 
2008), the Geysers (Jones et al., 2017); Reykjanes (Libbey and William-Jones, 2013, 2015, 2016a, 
b), Kawerau (Milicich et al., 2018) and Muara Laboh (Stimac et al., 2019), to mention a few. 

Wellsite geologic description has remained the relatively cheap and easy standard that is applied 
to rock type and alteration mineral identification in most geothermal projects. Making thin sections 
of selected samples for detailed petrographic analysis has a lag-time and additional expense. 
Rudimentary characterization of the minerals present adds little to wellsite analysis that can’t be 
gleaned from traditional XRD or a new generation of portable SWIR, XRD and XRF systems. 
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However these bulk rock data do not provide any textural context such vein filling assemblages 
and the order vein filling.  

Unfortunately as analysis of well data has moved progressively into digital compilation and 
analysis, fewer and fewer geothermalists are learning the art of petrography, or even what to do 
with the information it provides. 

1.6 Who usually does petrography and why is it not done more widely? 

For the uninitiated, petrography of geothermal samples is as much an art as a science. It is true you 
that one has to learn to identify all the primary and secondary minerals common to geothermal 
systems, but one also has to be able to recognize primary rock textures, patterns of alteration 
assemblages, and typical paragenetic sequences. This is not a simple task, and the beginner can 
quickly become lost.  Therefore petrography is done by a small cadre of experts who by some twist 
of fate, enjoy peering down a tube into the microscopic world. The “10,000-hour rule” applies here 
as in many other skillsets.  However, once one reaches a reasonable level of competency, it is easy 
to make significant contributions to the understanding of the geology of geothermal systems, both 
in terms of the primary rock types making up the stratigraphy, and in determining the alteration 
minerals assemblages present and what they reveal about geologic controls on permeability. 

Perhaps the main reason that petrography is not more widely applied is that most geothermal 
companies do not maintain (are not willing to pay for) the internal expertise to do this work, and 
hiring an outside expert also requires time, effort, and funds. They must see a direct “payoff” from 
this investment, rather than receiving a report that is difficult to understand and cannot easily be 
integrated with other well data without extra effort. Thus making petrographic data more 
accessible and relevant to answering key questions is critical. Finding an expert who understands 
how petrographic data can be integrated with other geoscience and reservoir engineering data to 
build geothermal conceptual models can have a far greater impact on geothermal development 
decisions (W. Cumming, pers. communication). 

2. The Approach of Conceptual Model Integration 
The approach advocated here is to make petrographic data more accessible and focused on the 
issues most relevant to a field developer or manager in the age of 3D model construction. This 
makes the insights gained more useful to non-experts in establishing reservoir stratigraphy and 
alteration and permeability patterns through integration with other critical data. Integration of 
petrography with results from image logs and reservoir engineering interpretation of permeable 
zones provides a means of better understanding geologic controls on permeability and the 
reservoir’s evolution to its current state. For example, as described in Section 4.2, the top of the 
permeable geothermal reservoir in SW Muara Laboh is much deeper than the base of the low 
resistivity cap detected by MT and much deeper than smectite detected using Methylene Blue. The 
conceptual model for this area was revised based on integration of petrography showing that 
infilling of early epidote veins that originally did define the top of the reservoir was the underlying 
cause (see Baroek et al., 2018; Sihotang et al., 2021). It has been proposed that a sector collapse 
of the nearby Patah Sembilan volcano may have triggered boiling and cooling leading to this 
condition (Stimac et al., 2019). 
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The main data that can be collected from petrography are: 

1. Sample type and depth; 
2. Primary rock type(s), compositions, and primary minerals and characteristic textures; 
3. Abundances of alteration minerals; 
4. Alteration assemblage(s); 
5. Abundance of vein/vug/vesicle filling fragments; 
6. Alteration mineral paragenesis and most recently formed mineral(s); 
7. Indications of open space and overall sample permeability; 
8. Indications of faulting, shearing, and brecciation; 
9. Indications of unstable formations; and 
10. Sample quality (cuttings size, correct thin section thickness) 

 
Documenting these data in a spreadsheet, with numerical values even if semi-quantitative, is much 
more useful than narrative descriptions, since depth-referenced tabulated data can be directly input 
to databases, searched, re-organized, compared with other data, and plotted in graphic logs and in 
2D and 3D visualizations using appropriate software. The judicious import of a combination of 
wellsite and petrographic data to 3D models allows for rapid improvement in stratigraphic and 
alteration models, and comparison of alteration patterns to measured well temperatures and depths 
of permeable zones. The ability to map the distribution of alteration mineral assemblages or 
paragenetic sequences in 3D relative to other key data such as temperature and chemistry can help 
reveal the underlying reasons for permeability and temperature trends in the system that are 
fundamental to building the field conceptual model (e.g., Baroek et al., 2018; Mussofan et al., 
2019). 

Since petrography is a visual science, some documentation of the key takeaways of petrographic 
analysis should also be made for each sample. This allows quality assurance of the petrographic 
interpretations, and comparison of key features to other wells. If this data is archived, it can be 
referred to later when issues arise that may not have been considered at the time of the original 
work. 

Digital photographs can be taken of dominant rock types, textures, alteration minerals and 
paragenetic relationships that provide the “proof” of the observations assembled in spreadsheets.  
This is important in case new evidence leads to changes in the interpretations made. For each well, 
I advocate documenting a “summary and highlights” that provide the key takeaways of 
petrography, including inferences on well temperature and permeability patterns. In my opinion, 
the photos are very useful and provide the main evidence for any interpreted rock types and vein 
filling sequences. They will allow other integrators to make their own interpretations compared to 
the original petrographer. Photos should be documented in both plane-polarized (PPL) and cross-
polarized light (XPL) to make optical aspects of mineral identification clearer. 

2.1 Taking Microscopy to the Next Level 

While cuttings are the standard well sample, such small fragments do not easily preserve large-
scale textures or crosscutting relationships that prove hydrothermal breccias or sheared veins.  
These features must be “pieced back together” Humpty Dumpty-style by an experienced observer, 
with some attached uncertainty. Larger-scale textures may be directly observable in core, making 
this the best approach to unraveling system details. That is why core is the gold standard for 
paragenetic interpretation. It is worth taking cores at key points in at least one well per pad if total 
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circulation losses are experienced. This is particularly important in the first exploration and 
development wells, when learning curves are steep and new revelations can have the most 
profound impact on project plans and directions. 

Image-analysis software can be useful in developing more quantitative percentage data for 
minerals or open space, but this methodology is probably best implemented using SEM images 
that are more clearly related to mineral composition rather than traditional petrography. 

Detailed studies involving fluid inclusion analysis, age dating, SEM or cathodoluminescence can 
be coordinated with petrography and provide more quantitative confirmation of mineral 
compositions, paragenesis and system evolution. Integrated studies applying multiple methods 
provide stronger constraints than petrography alone. Electron microprobe, ion probe, or induced 
coupled plasma mass spectrometry (ICP-MS) analysis of minerals for major and trace elements, 
stable isotopes or isotope-based geochronology have all been applied and can reveal details that 
cannot be determined by other methods. However, these tools are typically applied in the research 
setting and are not commonly available to industry professionals unless they have established 
collaborative research relationships. Even further, petrography supports petrophysical studies done 
on core that illuminate the textural and mineralogic nature of porosity and permeability patterns 
(e.g, Baroek et al., 2018). 

3. Examples of Key Issues 
3.1 Primary rock types and mineral assemblages 

Recognition of rock types that provide insight into fieldwide permeability patterns and possible 
heat source locations are particularly important. Here we provide examples of the importance of 
silicic volcanic formations in dominantly andesitic sequences, as well as the under-recognized 
importance of intrusive rocks in volcanic packages. 

Recognition of silicic rock intervals within dominantly andesitic arc sequences may be a challenge 
for those unfamiliar with distinctive primary textures such as flow banding and devitrification that 
are characteristics of such highly viscose magmas. Primary devitrification is the crystallization of 
glassy erupted material in the presence of magmatic vapor during slow cooling of thick, well 
insulated deposits such as ash-flow tuffs and lava flows and dome interiors.   

Wellsite descriptions commonly mistake more silicic rocks for zones of hydrothermal silicification 
of the dominant andesitic rock sequence. Petrography can easily differentiate distinctive primary 
silicic volcanic textures and mineralogies (quartz, biotite, or alkali feldspar phenocrysts, flow 
banding, spherulitic devitrification, etc.) from hydrothermal silicification, essentially an increase 
in quartz content through dissolution, reaction, and infilling of vugs and veins. 

Two dominantly andesitic fields with interbedded silicic sequences that were first identified by 
detailed petrography are Bulalo (Vicedo et al., 2008) and Salak (Stimac et al., 2008; Drestanta et 
al., 2017). In both cases silicic formations are dominated by devitrified lavas/domes and ash-flow 
tuffs with flattened pumice fragments and glass shards indicating welding (Figure 1 and 2). 
Spherulites, formed during primary devitrification of silicic volcanic glass are a uniquely  
identifiable texture. Phenocrysts of quartz and biotite also indicate silicic rock compositions. 
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Figure 1: Bulalo Spherulitic Rhyolite Formation. A) Core sample of rhyolite lava with spherulites from Bul-93 
(3496 ft MD). B) Spherulites (blue stain indicates microporosity) in plane-polarized light (long dimension 
about 2 mm), and C) crossed polarized light. 

Gamma-ray logs provide further confirmation of these silicic units and allow accurate correlation 
of them from well to well (Drestanta et al., 2017; Estrella, 2019). It is worth noting that both in 
Bulalo (SR1 & SR2 units) and Salak (RDM unit) that the silicic packages are relatively high in 
fracture permeability. Their distribution (moderate thickness and large extent) is consistent with 
including ignimbrite outflow sheets (Drestanta et al., 2017). Vertical pseudo-columnar jointing of 
such extensive outflow sheets commonly occurs during cooling and devitrification. Along with 
their unusual stratigraphic continuity and relatively high strength due to welding, re-activation of 
such polygonal joint systems may explain why these units behave as aquifers that may channel 
either hot or cool fluid (e.g., Vicedo et al., 2008; Sunio et al., 2015). 

Silicic rock sequences provide evidence of changing magmatic sources, and in some cases may be 
associated with episodes of caldera collapse that can be used to formulate volcanic facies models. 
Holocene to Plio-Pleistocene silicic formations are even more prevalent in Sumatra compared to 
Java, where they are commonly an important component of reservoir geology (Mussofan et al., 
2019, 2021). Petrography (along with zircon dating) helps constrain the timing of reservoir rock 
formation and locations of major stratigraphic discontinuities (Stimac et al., 2019). 
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Figure 2: The Salak Rhyodacite Marker (RDM).  A) Partially welded rhyodacite ash-flow tuff with plagioclase 
(Plag), biotite (Bt) and quartz (Qtz) phenocrysts in plane-polarized light (PPL, left) and cross-polarized 
light (XPL, right). Welded flattened glass shards (Sh) are visible. B) Plag partially dissolved (V) and 
replaced by Cc in XPL, and C) Less welded bubble wall and shard textures in XPL. Long dimension of 
photos is about 2 mm in A) and B), and 0.5 mm in C). 

 

3.2 Identification of shallow intrusions versus lava flows 

Another challenge for wellsite geologists is determining whether relatively coarse crystalline rocks 
represent thick lava flow sequences or fine-grained hypabyssal intrusives. These rocks have similar 
textures that may be further obscured by hydrothermal alteration. This applies across the 
compositional spectrum from basalt (microgabbro) to rhyolite (granitoid). Field geologists know 
that dikes and sills commonly cut volcanic sequences, especially as the volcanic package thickens 
over its lifetime, and these rocks have a variety of distinctive textural attributes. Petrography 
provides information on grain size and microfabric of the rock that addresses this issue more 
directly than other methods. 

Intrusive rocks tend to be holocrystalline (no interstitial glass/devitrification textures), mostly non-
fragmental, mostly non-vesicular, and consistently coarser grained than lavas. They also contain 
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late-stage crystallization of trace-phase crystal intergrowths and/or late-stage hydrous mineral 
crystallization/replacement, and metasomatism by late-stage magmatic fluids.  Sometimes mineral 
exsolution (unmixing) textures may be preserved. 

The location and abundance of intrusive rocks is important because they often crosscut formations 
and may intrude zones of structural weakness that fail repeatedly. Such zones may have enhanced 
vertical permeability. The youngest generation of intrusives is likely to provide insight into the 
location of the field’s main heat source and identify possible upflow zones. 

From detailed petrographic studies of several fields, it is clear that shallow intrusions are more 
prevalent than commonly assumed based on wellsite geology, and as wells are drilled to 
progressively greater depth in mature fields, the likelihood of encountering intrusions increases. 
Some such rocks are strongly altered, but others are relatively fresh, leaving open the possibility 
that some intrusions post-date the bulk of hydrothermal alteration present in their host rocks, and 
are associated with the magmatic heat source for the current hydrothermal system. While it cannot 
always be proven whether a given interval is intrusive or extrusive, the weight of evidence based 
on common intrusive textures points to young intrusion in many cases (Estrella et al., this volume).  

Within the caldera setting at Rantau Dedap, intrusives are very common at or near the bottom of 
most deep wells (Mussofan et al., 2021). Some are fresh whereas others show extensive alteration. 
Dating of zircon from intrusions and the hosting volcanics indicates that most intrusions overlap 
in age with prominent ash-flow tuff sequences. 

Petrography on deep samples by Moore (2007) and others, from Darajat (Indonesia) gradually 
revealed that the reservoir hosted by the “Andesite Lava Complex” likely included abundant 
microdioritic intrusions (Rejeki et al., 2010) and it was eventually renamed the “Andesite-Intrusive 
Complex” (Intani et al., 2019).  Abundance of matrix amphibole and quartz and lack of fragmental 
textures were common indicators of microdiorite. 

In another example, fine-grained shallow mafic intrusives appear very common in the Fiale section 
based on F1, F2, and F3 well cuttings, especially below 1400 m depth.  These intrusive rocks 
consist primarily of subpoikilitic intergrowths of plagioclase, pyroxene, rare olivine and FeTiOs 
variably altered to epidote-amphibole-biotite-adularia-albite-pyrite (Figure 3). Due to their high 
content of fresh plagioclase (producing lighter color and glassy mineral grains), they may have 
been mistaken for more silicic volcanics containing quartz in wellsite descriptions.  Their coarse-
grained holocrystalline texture, and occurrences of spotted hornfels typical of contact metamorphic 
zones support this interpretation. Weak alteration in many samples interspersed with more altered 
rocks suggests that some intrusions may be relatively young, post-dating some alteration.  The 
occurrence is consistent with a sheet dike and sill complex. 
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Figure 3: Intrusive rocks from Fiale, Djibouti, all in PPL (left) and XPL (right). A) F3 1801 m – Mafic intrusives, 
possible contact metamorphic rocks (spotted fn. gr. clasts), and basaltic rocks. B) F2 2689 m – Med gr. 
gabbroic intrusive w/ some fresh Cpx. C) F3 2052 m – Med. gr. deuterically altered gabbroic intrusive 
with Plag-Amp-FeTiOs; D) F2 2212 m – Fibrous hydrothermal amphibole with late-stage Biotite (Bt). 

 

Knowing the location of intrusions may help in targeting deep wells in established fields. For 
example, the Geysers is spatially associated with a felsic intrusion (Geysers Plutonic Complex or 
GPC). This intrusive complex was only recognized through detailed petrography and core samples 
with chemical analyses (Schriener and Suemnicht, 1981; Hulen and Walters, 1993; Hulen et al., 
1997). The dated intrusions are too old to represent the heat source but are spatially associated 
with permeability in their contact regions and above but more recent underlying intrusion is very 
likely (Hulen et al., 1997). 

Petrography, dating and mineral compositions and textures indicate that at least one phase of the 
GPC represents a feeder to the adjacent Cobb Mountain silicic volcanics (Hulen et al., 1997; 
Schmitt et al., 2006).  Recent detailed study of zircon trace element and isotopic patterns from both 
the GPC and Cobb Mountain sequence has confirmed that they formed under similar condition 
and from a common source magma (Angeles-De La Torre et al., 2023). 

Similarly at Larderello (Italy) an extensive deep reservoir zone is associated with NW-SE trending 
metamorphic high that is probably related to a shallow granitic intrusion (Bertani et al. 2005). 
Seismic surveys show two seismic reflectors interpreted as the metamorphic contact aureole of the 
old (2-3 my) granitic intrusion. It normally coincides with the deep reservoir. 

3.3 Identification of weak and chemically sensitive formations 

Weak or chemically sensitive formations are a major cause of stuck pipe.  Recognizing the 
composition, location and depth of these formations early allows for improving mud programs and 
drilling practices to reduce the risk of such costly events. The most common cause of drilling 
problems in volcanic-hosted geothermal fields is clay-rich volcanic and volcaniclastic rocks that 
were converted to low-temperature clays at or near the surface and have compacted and failed to 
re-equilibrate during deeper burial. They commonly include mixed-layer clays that are water 
sensitive and expand unevenly when exposed to water (Figure 4). In thin section, cuttings from 
weak formations display cracking along clay partings and plucking of grains during the thin section 
making process.  

Chemically sensitive clays tend to swell, disaggregate and slough into the open hole when exposed 
to water. Fault zones also tend to be weak because they are intensively fractured and rocks are 
ground to clay-size particles referred to as cataclasite or gouge. Poorly consolidated fault breccias 
easily shed larger clasts into the hole. Sensitive clay-rich formations also tend to smear into fault 
zones and add to their instability. At Sorik Marapi wells drilled from one pad experienced many 
instances of stuck pipe related to formation instability. Review of cuttings from the problematic 
horizons showed that there was evidence for both clay-rich tuffs and cataclasite related to faulting 
(Figure 4). 
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Figure 4. Examples of textures indicating water sensitive formations, in PPL (left) and XPL (right). A) AA-
01ST 1971 m. Andesite lava (lower left), fn gr tuff (middle) and volcaniclastic (upper right). Tuff shows 
some plucking (P) typical of reactive clays which slough off thin section glass during grinding in water. 
B) AA-EXT-06OH 1813 m – Decrepitating partially welded and sheared tuff coming apart along clay 
partings. 

3.4 Strategy for sampling core for veins 

Core samples are ideal for evaluating vein paragenesis and aid with interpretation of heterogeneous 
lithologies or structures. The most revealing sample is one that exposes an entire vein and its wall 
rock. If the vein has open space there is a reasonable chance that the fluid was flowing through it 
or stored within it before sampling. Veins with significant open space and euhedral crystals provide 
information about the current and recent mineral assemblage growing from reservoir fluid. 

Preserving delicate euhedral crystals in open space is difficult, and some destruction of vein 
mineral textures is common during coring and sampling. Care should be taken to preserve open-
space textures. This is best done by flooding the open space with epoxy prior to cutting the thin 
section blank. First the sample should be photographed and described in the core.  Then the sample 
area should be flooded with epoxy to lock crystals in place and preserve textural relationships.  
Once this is done, the sample can be safely cut from the core, and shaped to fit on a thin section 
blank. 

Thin sections prepared by typical vendors come in two sizes: 24 x 46 mm (standard) and 2 x 3” 
(large). The size of the thin section selected depends on the size of the vein textures of interest.  
Since veins are commonly 0.5 to 2 cm in width, the larger size is warranted.  But for thin veinlets 
<0.5 mm standard thin section may suffice.  Large thin sections are also helpful for heterogeneous 
rock types, contacts, or structural features of interest. 
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Use of blue epoxy helps with identification and quantification of porosity. For samples 
impregnated under vacuum at above ambient temperature epoxy typically penetrates even tiny 
pores that are either interconnected or exposed on the cut face. Staining of calcite aids in quick 
assessment of the abundance of this mineral and may also help differentiate different carbonate 
minerals. Staining for alkali feldspar is helpful in identification of adularia, which may be difficult 
to identify if anhedral or fine-grained. 

4. Alteration Assemblages, Paragenesis, and Dissolution 
4.1 Common paragenetic sequences 

In typical high-temperature neutral-chloride geothermal systems, the first minerals to form upon 
fracture initiation and upflow of heated meteoric water circulation are epidote ± adularia ± quartz. 
As temperatures decline, prehnite ± quartz commonly form. Wairakite ± calcite ± anhydrite are 
more commonly formed later as temperature declines or pH declines due to admixture with steam 
condensate. Quartz and calcite are commonly the main hydrothermal minerals in lower-
temperature systems, and toward the tops of shallow boiling zones in hotter systems. Calcite ± 
anhydrite may also form from descending peripheral steam-heated waters as system temperatures 
and pressures wane. Later mineral growth tends to result in permeability loss unless fractures are 
being reopened or new ones are being formed. Progressive infilling of veins tracks the life of the 
system, although rejuvenation and repeated paragenetic cycles are possible.  

Although epidote is typically used to define high-temperature geothermal reservoir volumes, in 
some cases wairakite may be the most reliable indicator of the reservoir top and extent. Wairakite 
is common in high-temperature geothermal systems (>230°C) dominated by propylitic alteration 
(Moore et al., 2004). They observed wairakite forming after epidote ± prehnite and either before 
or after later anhydrite ± calcite.  They interpret this sequence of deposition to indicate evolution 
from system initiation and upflow (epidote), minor cooling (prehnite), mixing with descending 
steam condensates (wairakite), and descent of sulfate and bicarbonate-rich steam heated waters 
(anhydrite and calcite). This general sequence, or variations on it, is extremely common, especially 
in the upper portions of geothermal reservoirs. Wairakite is stable at relatively low concentrations 
of dissolved CO2. At higher concentrations of CO2 it is replaced by calcite (Thompson and 
Thompson, 1996; Moore et al., 2004). 

At Sorik Marapi wairakite is commonly the most abundant calc-silicate mineral (Figure 5). It is 
found partially filling late-stage veins that appear to have formed at or near current system 
conditions. It is particularly useful in determining the top of the reservoir since epidote is sparse 
to absent. It sometimes encapsulates needles of earlier formed epidote or prehnite, and it is found 
in close association with quartz, calcite, and anhydrite. Geochemical data from wells indicate that 
the Sorik Marapi reservoir fluid is a dilute (TDS ~1500-1900 mg/kg) neutral Na-Cl brine (Hinz et 
al., 2021) with low non-condensable gas (up to 0.1 wt% total NCG) primarily composed of CO2, 
with minor portions of H2S and trace amounts of NH3, N2, CH4, and H2. These characteristics are 
permissive for the main reservoir being connected to a source of steam condensate or mildly acidic 
descending fluid. However, wairakite is found deeper in the reservoir at high temperature as well 
as at shallow levels. 
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Alternating episodes of boiling, rupture, and influx of overlying steam-heated waters might explain 
the association of wairakite with quartz and bladed calcite or anhydrite. This may be related to the 
close spatial relationship of the reservoir to active splays of the Great Sumatran Fault system. 

 

 

 

Wai

Py

Tit

Ep-Qtz
Wai

Metamorphic 
host rock

A

1618



Stimac 

 
Figure 5. Wairakite at Sorik Marapi. A) Wairakite (Wai) infilling open veins with early quartz (Qtz). B) Wai 

encapsulating earlier prehnite (Prh). C) Euhedral Wai indicating growth in an open vein, possibly 
encapsulating minor calcite and epidote. D) Intergrown bladed calcite (Cc) and Wai suggesting boiling 
conditions. 

4.2 Open space textures 

Numerous petrographic studies of cuttings and core indicate that well permeability is more likely 
when open space textures such as euhedral or subhedral intergrowths of common vein minerals 
are observed. Conversely completely filled vein samples may signal that system permeability has 
declined in that area. For example, in southwestern Muara Laboh, early epidote at what was 
expected to be the top of the reservoir is invariably encapsulated in later calcite, prehnite, and 
quartz. The interval of completely filled veins corresponds with a lack of permeability, and it 
eventually gives way to highly permeable zones where epidote-adularia-quartz intergrowths with 
abundant open space are observed. Thus the current top of the permeable reservoir in this area 
does not match expectations based on either the presence of epidote, resistivity patterns, or 
smectite based on Methylene Blue. Onset of significant open space in veins and reduction in 
minerals that are typically late and infilling corresponds with the top of the deep reservoir. 
Integration of petrographic observations with image log interpretation in this area indicates the 
association of permeable zones with late silicic dikes that have same trend as one set of major 
fractures (see Baroek et al., 2018; Stimac et al., 2019). 

4.3 Hydrothermal breccias 

Hydrothermal breccias are a common feature of geothermal systems that are difficult to identify 
from cuttings examination under the binocular microscope. With core it is possible to identify such 
breccias and characterize their textures, mineralogy and likely conditions of formation (Hulen and 
Nielson, 1988; Hulen et al., 1999). 

Sillitoe (1985) described several mechanisms for hydrothermal breccia formation, including 
release of magmatic-hydrothermal fluids from shallow magma bodies, and magmatic heating and 
expansion of pore fluids. Such breccias also form at shallow levels coupled fluid overpressure and 
episodic structural failure that allow decompression and boiling of hydrothermal fluid (Sibson, 
1992). 
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In some porphyry mining districts including some confined to sizable plutons, small volumes of 
fine-grained porphyritic intrusive rock are temporally, spatially, and probably genetically 
associated with the brecciation process (Sillitoe, 1985). The intrusive rock may occur as dikes and 
small bodies, angular breccia fragments, and irregular, partly disaggregated masses within the 
breccia pipes. The last type of occurrence provides evidence that the magma was still plastic during 
brecciation.  

Most hydrothermal breccias described from geothermal systems contain only hydrothermal 
minerals, consistent with their shallow source regions. However in rare cases, quenched magma 
may be observed within the breccia, indicating a deeply rooted magmatic source. Such an example 
can be seen in Figures 6 to 8, where irregular blobs of chilled hornblende dacite magma are found 
as clasts in the breccia. Related veins and vuggy parts of the hydrothermal breccia matrix show a 
paragenesis with initial epidote-garnet-amphibole, followed by prehnite and wairakite, and finally 
late infillings of calcite in some veins. The breccia texture and mineralogy suggests that brecciation 
was driven by magma intrusion into an existing hydrothermal system. 

In this example the breccia is located at about 5500 ft MD. The well is located near a dacite dome 
with the same phenocryst assemblage as fragments in the breccia. The dome is too old to be directly 
associated with a heat source for the system, and the well temperatures indicate the breccia was 
formed prior to the current thermal regime. There is essentially no open space associated with the 
breccia and related veins. 

 
Figure 6. Quenched hornblende dacite magma “enclaves” within rock flour matrix of hydrothermal breccia. 

A) two adjacent blobs of porphyritic dacite magma with irregular crenulate margins (PPL). B & C) 
Irregular crenulate blobs of dacite magma in PPL and XPL. 
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Figure 7.  Early vug filling with Ep, followed by Prh, and later infilling of Wai. PPL (left) and XPL (right). 

 
Figure 8. Late vein filled with Prh, Wai, and finally sealed by stained (pink) calcite (Cc). A) full vein and wall 

rock; vein is about 5 mm wide in PPL. B) Wai and Prh encapsulated in late Cc infilling in PPL (left) and 
XPL (right); contact between Wai and Cc was opened during sample preparation and filled with blue 
epoxy. 

 

4.4 Plagioclase dissolution 

Mineral dissolution is an underappreciated component of secondary porosity formation and 
maintenance in the hotter parts of geothermal systems. Perhaps the most important mineral in 
andesitic volcanic sequences is plagioclase, often comprising 30-60% of the rock. More calcic 
compositions of this mineral are generally out of equilibrium with hydrothermal fluid 
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compositions and it typically succumbs to dissolution and diffusion mediated reactions to form a 
variety of Ca-bearing silicates or calcite. Petrographic examination of many samples indicates that 
there is commonly a net loss of plagioclase by dissolution, with the dissolved cations being 
transported away by hydrothermal fluid. This is most obvious in parts of the system that could be 
characterized as upflow based on high temperature but occurs more broadly (e.g., Fig. 2).   

For example, the central Bulalo reservoir is well established as the main upflow zone of the system 
(Clemente and Abrigo, 1993; Estrella et al., this volume). High measured temperatures and the 
prevalence of epidote and adularia-rich propylitic alteration are consistent with this.  Selvages with 
pronounced plagioclase dissolution around open veins indicate that regions of hot upflow are 
partially maintained by dissolution of plagioclase, creating vuggy microporosity in and around 
major fractures. In particular the more calcic cores of plagioclase phenocrysts are susceptible to 
extensive dissolution and replacement by albite and adularia formed from ascending fluid with 
more abundant Na+ and K+. Based purely on textural observations, this appears to be one of the 
main sources of secondary porosity in the deeper and hotter parts of volcanic-intrusive sequences 
in geothermal systems. Dissolution of more calcic plagioclase is consistent with studies of bulk 
rock composition and mineralogy of the Reykjanes upflow that show Ca+2 was preferentially 
removed from the upflow zone, and, along with other soluble components, is redeposited at 
shallower levels (Libbey and Williams-Jones, 2015, 2016). 
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Figure 9. Plagioclase (Plag) dissolution textures in PPL and XPL. A) Bul-115 8400 ft. Fn. gr. porphyritic 

intrusive with Plag showing extensive dissolution and conversion to albite creating secondary porosity. 
B) Bul-115 10600 ft. Intergrowth of Ep-Ad-Ab w/abundant open space typical of upflow zones. Two 
generations of epidote are evident. C) Bul-124 8400 ft. Epidote veins and replacement of andesite lava 
adjacent to partially dissolved Plag phenocrysts. 
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ABSTRACT 

Taiwan is an island nation resided in east Asia that mostly depends on imports for its power 
generation. The search for domestic energy resources often became a crucial task during the global 
oil crises, and geothermal exploration has started since the 1960s at places with hot springs and 
geysers around the island. With the development of advanced concepts and new technologies, a 
multi-year national energy program initiated by the government in the 2010s began with a 
thorough inventory of geothermal resources surveys and chose the Yilan area with a slew of 
exploration activities in search of targets for the hidden and/or enhanced geothermal systems 
(EGS).  

Topics in characteristics of geothermal resources, deep drilling surveys, reservoir engineering, and 
promotion of geothermal energy power plants were proposed and analyzed in full swing at Yilan 
Plain, the rifting basin setting at the western tip of Okinawa trough, in northeastern Taiwan. The 
project has systematically used methods in geology (such as field works and stratigraphy/structure 
mapping), geophysics (such as gravity, magnetic, seismic, and magnetotellurics surveys), and 
geochemistry (such as isotope, geothermometer calculation using groundwater ions concentration 
and temperature measures in shallow wells) in four sub-areas to compile an overall survey result 
and construct geological and geothermal conceptual models, along with geothermal probability 
map out of play fairway analysis, for selecting potential drilling sites and performing production 
capacity test and reservoir simulation.  

Firsthand domestic knowledge in geothermal exploration at Yilan Plain has been earned from the 
usages and interpretations of different geophysical surveying data over the metamorphic rock 
terrain to the verification of deep borehole drilling for hot fluid through thick quaternary sediment 
layers. This study provides a review of the performed activities, executed processes, and results 
during the last decade that revamped the weighting of various geothermal exploration procedures 
and attached better means over the unique geological settings locally in Northeast Taiwan. Such 
invaluable experiences will significantly benefit the growth of geothermal development in Taiwan. 
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1. Introduction 
Geothermal is one of the most important indigenous energy resources in Taiwan. After World War 
II, Taiwan government has been conducting pilot projects in exploration, development, and multi-
utilization research for many years. The systematic and large-scaled geothermal exploration work 
including geological survey, geochemistry, geophysics, and drilling exploration began in the 
Datun volcano area in 1966, and from 1973 onwards, shifted to the Yilan region (Ching-shui, Tu-
chang, etc.) and other mountainous areas (Lushan, Ruisui, Jinlun, Zhiben, etc.) that exhibit 
geothermal indications. (Chen, 1975; Cheng, 1985; Hwang and Cheng, 1981)  

Due to the global attention on carbon emissions and climate change issues, an increased focus on 
renewable energy development has arisen to substitute traditional fossil fuels. In Taiwan, this led 
to the launch of the National Energy Program—Phase I (NEP-I) in 2009 as a series of multi-year 
projects initiated by the Ministry of Science and Technology. The program was based on the 
sustainable energy policy framework and aimed to promote energy security, reduce greenhouse 
gas emissions, and transform the energy industry. Then the Phase II program (NEP-II) was 
followed in 2014, and one of the initiatives was to develop geothermal energy explorations 
utilizing the concept of Enhanced Geothermal System (EGS), with estimated exploitable potential 
of about 33.6 GW (for elevation under 1000m and less than 4000m below surface). (Song et al., 
2014, 2019) 

In Taiwan, geothermal resource surveys usually relied on fieldwork and focused on areas with 
surface manifestations such as hot springs or geysers. As a result, the surveying areas were limited 
to such a premise. Inspired by the EGS concept from the FORGE project by U.S. Department of 
Energy, we have ushered geothermal exploration into a new era by proactively searching for 
locations with a high probability of geothermal development opportunities, even in cases with a 
blind geothermal system. 

Beneficial to the geological characteristics associated with the rapid uplifting of plate collision and 
the mountain-building process, the development of geothermal resources has been recognized as 
one of the important alternatives in the key strategic and forward-thinking research programs for 
various sustainable energy choices. The NEP-II energy program not only successfully created a 
pilot project at Yilan Plain for deep geothermal exploration by gathering experts from geology, 
geophysics, and geochemistry fields, but also revealed encouraging results of above average 
underground heat, abundant groundwater systems, and mapping of geothermal potentials, among 
others. 

However, owing to the uncertainty risk, high upfront cost of exploration, related technical 
advancements, and regulatory support, further geothermal activity has been put into the backseat 
after NEP-II without immediate breakthroughs. Other sustainable energy choices, solar and wind 
farms, prevailed with available measured data for cost calculation fitting our government’s urgent 
solution and roadmap planning of energy policies in the early stage.  

While the topic of net zero CO2 emissions is continuously campaigned globally and advanced 
technologies are consistently developed, along with the lagging progress of the planned sustainable 
transition in Taiwan from the past couple years, geothermal exploration has been reconsidered as 
a crucial area in the government’s re-apt policies.  
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This review archives the geothermal exploration activities done in the past decade in the Yilan 
area, and hands over a warm welcome to the renewed exploration effort smoothly. Through the 
help of the continuing improved technologies, domestic experiences related to the exploration and 
drilling methods, and government policy and funding support, geothermal power should soon 
become one of the indispensable green power options in Taiwan. 

2. Background 
Taiwan is located at the western Pacific rim of fire and between the convergence of Eurasian and 
Philippine Sea Plates and has many surface geothermal indications in hot springs and geysers 
(Fig.1). Those visible surface manifestations and adjacent area, exhibited higher geothermal 
potential, typically have elevated heat flow, fractured rock formations, and the potential for 
geothermal reservoirs, and hence, offer promising opportunities for geothermal energy 
development. (Liu, 1995; Teng, 1996) 

 

Figure 1: The geologic framework of Taiwan. (modified from Song and Lu, 2018) 
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Based on geological structures, origins, and international categorizations (Moeck, 2014), two 
major types of geothermal resources in Taiwan are Magmatic-Volcanic Field Type and Orogenic 
Belt / Foreland Basin Type. The energy is generated from the heat of molten rock or magma within 
the Earth’s crust, or associated with the tectonic processes that create mountain ranges or the 
adjacent sedimentary basins, respectively. The Tatun Volcano area in the north of Taiwan and hot 
springs in the river valleys of the Central Range and Xueshan Mountain are the best examples. 

The third is Extensional Domain Type that geothermal systems are in the fault-controlled extension 
or rifting area with openings from fractures and faults providing pathways for the circulation of 
hot fluids. The Yilan area resided in the northeastern Taiwan and the southwestern end of the 
Okinawa Trough, is a typical case of such a geothermal type. (Song and Lu, 2018) 

The Niudou Fault is a major fault system parallel to Lanyang River cut through Yilan Plain 
downstream, and is believed to be a boundary fault between the two different stratigraphic systems 
in Xueshan Mountain at the northwest and Central Range at the southeast, respectively. In the 
macro-scale tectonic structure, the western side of the fault is dominated by the Xicun Anticline 
with right-side up layers. Structures at the eastern side of the fault are primarily by isoclinal or 
closely spaced minor folds. Rock layers are slightly metamorphic sandstone and slate and (Chen, 
2016; Ho, 1975; Lin and Lin, 1995a, 1995b) 

Under the rifting condition with thick Quaternary sediments covered on top of slaty formations 
and meta-sandstone layers in low-graded metamorphic environment, the NEP-II program selected 
Yilan Plain as the research target and aimed to utilize advanced exploration techniques, drilling 
technologies, reservoir characterization methods, and power generation systems tailored to 
geothermal energy. (Song et al., 2014) 

3. Approach and Outcome 
3.1 Project Components and Work Flow 

Exploration and drilling sections proposed for the geothermal energy development and utilization 
in NEP were led by a team consisting of geology, geophysics, and geochemistry experts, together 
with drilling professional partners. Main methods for academic researches include regional 
geothermal and geology surveys, measurement of regional heat flow and temperature gradients, 
mineral and geochemistry analysis, geophysical surveys, hydrology analysis of geothermal fluids, 
geo-mechanical investigation, development of fracking technology, and constructing subsurface 
3D geologic structures. (Song et al., 2014, 2019) 

The principal of selecting proper locations for exploration wells are two folded; one was more of 
filling the gap within a given area to collect extra data, and the other was meant to be more 
precisely for getting critical information with better geothermal potential and geological 
information. Play fairway methodology, among other feasibility constraints, was used to select 
locations with higher probability of contributing favorable environment for the geothermal 
resource. Also, socio-economic factors were considered as a viability element for selecting wells 
in a populated region. As for the drilling part, the major executing items included working with 
the drilling company on timetable/milestones, borehole core analyses, well logging information, 

1630



Wang and Song 

etc. And then the afterwork was centered around the feedback process for iterating data 
modification for more analysis.  

To gain a deeper understanding of the overall distribution of geothermal potentials, and the 
characteristics of heat sources and upwelling fluid pathway in the Yilan area, other than collecting 
previous works, this project employed various methods to obtain data from seismic reflection 
profiles, natural earthquakes, airborne magnetic surveys, magnetotellurics (MT), carbon and 
helium isotopes in hot spring gas, sulfur isotopes in hot spring water, and fusion track dating. The 
information was combined with the geologic data to elucidate the potential heat sources in the 
Yilan area. 

The most crucial task in geothermal exploration is the integration of geological, geophysical, and 
geochemical data to create a 3D geological and geothermal conceptual maps. Drilling is then 
conducted to test the accuracy of the conceptual models and gather additional data for model 
reconstruction. This iterative process aims to reduce the risks associated with geothermal 
development. Ultimately, the refined models serve as the basis of selecting sites for deep 
production and injection wells, minimizing the potential risks involved in geothermal exploitation. 

To further mitigate exploration risks after establishing the 3D conceptual models, the common 
practice is to select geothermal fields with similar geological backgrounds and successful 
development as modern analogs. This approach provides valuable insights into potential 
challenges, optimal exploration techniques, reservoir characterization methods, and efficient 
development strategies, while significantly reducing overall risks. (Fig. 2) 

 

Figure 2. Project components and work flow. 
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After the conceptual models were completed based on the overall analysis, another pilot project of 
deep drilling was performed on two separated sites to establish self-owned geothermal 
development techniques. By conducting capacity testing and analyzing fluid samples, the project 
aimed to assess the viability of geothermal energy generation and gather the necessary information 
for the design and operation of a 1MWe geothermal power plant. It served as a stepping stone 
towards further geothermal development in Taiwan.  

3.2 Methods and Results 

We chose certain typical figures that used in various group meetings during the NEP programs, 
and showcased them in the following sections for the displaying purpose. The decision criteria of 
the crucial data integration process and discussion are not presented here for the privilege of 
individual owners.  

3.2.1 Geological Data 

Geological data in lithology division and distribution was defined by the geological map published 
by the Central Geological Survey (CGSMOEA, 2012, 2014). The map also includes the 
distribution and demonstration of geological structures. Extra field works, borehole cores from 
several exploration wells and two deep drillings throughout the Yilan Plain help to correlate the 
basement depth and lithologies from different layers with outcrops information from the 
surrounding mountain areas. The correlation of subsurface formations between the two different 
mountain stratigraphic systems from the current regional geological framework was discussed with 
at least two possible situations (Teng et al., 2013). (Fig. 3) 

 

Figure 3. Geological map with basement depths and two color-coded stratigraphic systems. (NEP-II, 2019) 

 

In-situ stress measurement were performed for understanding the relationship between in-situ 
stress and permeable fractures zones, based on composite focal mechanisms, surface outcrops and 
borehole cores, and revealed a strike-slip stress field in the Sanshing area. The horizontal 
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maximum compression axis was approximately oriented in a north-northeast to south-southwest 
direction. Field investigations were carried out on fault traces in the vicinity of the Sanshing area. 
The results of paleostress field inversion showed the occurrence of both normal faults and strike-
slip faults in the Qingshui River area. Additionally, there was a phenomenon of alternating 
orientations between north-south and east-west for the horizontal minimum stress axis. (Fig. 4) 

 

Figure 4. Examples of figures and diagrams of fracture orientations and stress fields. (NEP-II, 2019) 

 

3.2.2 Temperature, Geochemical and Geophysical Data 

Temperature and geochemical data mainly collected for heat information from different 
temperature measures. Direct bottom well temperature measurement from twenty shallow 
groundwater wells with depth from 35m to 179m were completed. Temperature profiles were 
measured by 10m interval on each well for temperature gradients. SiO2 geothermometry was used 
to estimate fluid temperatures at the geothermal reservoir from nineteen wells (Liu et al., 2011). 
Other activities included the research for the characteristics of subsurface geothermal fluids (Kuo 
et al., 2017), chemical composition and possible scaling condition when explored, and isotopic 
index in hot water and gases for the history of heat sources, fluid source and its circulation rate 
(Yang et al., 2015). (Fig. 5) 

 

Figure 5. Examples of figures and diagrams from various geochemical data. (NEP-II, 2019) 
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Geophysical methods for analyzing deep geothermal structures included gravity, magnetic survey, 
seismic reflection data, joint imaging, and micro-earthquake data (Kang et al., 2015; Shih et al., 
2018). From the gravity and magnetic surveys covering plain and mountain area with radius of 
20km, a 3D subsurface density structure model should be obtained through the distribution of 
Bouguer anomaly. Seismic reflection method with 9 seismic lines deployed in the area, reflection 
profiles were processed and analyzed. Earthquake receivers were placed under shallow dry wells 
to collect data for analysis and detecting possible fluid movements. (Fig. 6; Fig. 7) 

 

Figure 6. Examples of figures and models from various geophysical surveys. (NEP-II, 2019) 

 

 

Figure 7. Represented maps showing distribution of MT stations and interpreted resistivity maps. (NEP-II, 
2019) 

 

3.2.3 Play Fairway Analysis and Geothermal Potential Mapping 

Play fairway analysis was used to predict geothermal potential through quantitative and statistical 
methods by overlapping important element layers into a composite favorability map. Other than 
the major layers in heat sources and permeable fracture network, human aspect was added for 
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heavy population. An easy-to-read composite map indicating potential targets for the early stage 
of the geothermal development project is shown in Fig. 8. (Wang et al., 2017, 2018) 

 

Figure 8. Favorability map of geological aspect with lesser probability areas from the socioeconomic 
perspective, using by play fairway methodology. (Wang et. al., 2018) 

 

3.2.4 Conceptual Model and Two Deep Wells 

The project compiled three years worth of data under limited funding and produced a 3D 
geological conceptual model (Fig. 9). Two deep wells were drilled based on the geological and 
geothermal models with precious core data obtained. However, first deep well reaching 2200 
meters in depth was a dry well with bottom temperature at 80 degree Celsius. Second deep well 
was drilled at about 1.5 km west of the first one, with the upwelling water reaching bottom 
temperature at around 120 degree Celsius at the depth of 2800 meters.  

The preliminary conceptual model created by the strong weighting based on the MT profiles was 
unsuccessful to fully explain the geothermal condition under the Yilan area because the two deep 
wells were drilled without expected outcome in heat and water content, and no meaningful 
explanation could be reached after thorough review and discussions. The final conceptual model 
was modified with the core and cutting data from the two deep wells, and the project was stopped 
short of making the two wells into the production/injection ones. 
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Figure 9. Subsurface geological 3D conceptual models with exaggerated vertical scale. The south-facing profile 
from the model to the right revealing the locations of tow deep wells in the long red vertical lines.  (NEP-
II,2019) 

 

4. Discussions and Conclusions  
4.1 Play Fairway Analysis with Feasibility Addition 

Geothermal play fairway analysis usually uses major data elements at each layer for its strong 
geological implication for the favor condition. It’s a fair analysis for the places such as Basin and 
Range area in the western United States. As for the dense populated area in Taiwan, it is unrealistic 
to overlook human factors for drilling and/or power plant construction projects. (Wang et al., 2021) 

When considering different focuses through the many stages in the entire development project, 
various factors may kick into place at certain stage. For academic geothermal analysis, heat and 
permeability may be the two major elements, the viable business plan should be free to add 
human/socio-economic factors when needed. (Lautze et al., 2017) 

 

4.2 MT Application for geothermal exploration 

Among various geophysical surveying methodologies, MT has been widely used for geothermal 
exploration, especially around the volcanic type of plays. Using the characteristics of electrical 
conductivity in different earth materials, MT method allows to differentiate certain important 
elements of the geothermal system such as cap rock layers, heat source, underground structures or 
layers conducting fluid flow etc. Certain geothermal conceptual models seem fitting well with MT 
profiles under the volcanic geological settings in some practical applications. However, how to 
interpret the MT model with other geological conditions, such as in the low-grade metamorphic 
region, to construct a conceptual geothermal model is still in the early stage with few research 
reports and application results. 

The NEP-II project had encountered this situation first handed. We have chosen MT data to map 
the electrical resistivity distribution to around 3-5 km deep under Yilan Plain, and use the MT 
profile as one of the critical information to identify potential hot fluid areas and determine drilling 
locations. However, the outcome was disappointed without any reasonable explanation, as the first 
deep well produced no heat and no water content. 
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Following efforts were conducted to improve collection and processing methods for more accurate 
data, such as using extended duration for each setup, filtering out locations with high background 
noises, and so on. More practical field works has been done for accumulating experiences in data 
tuning and geological interpretation. Other academic researches were carried out and future 
exercises or experiments are needed for correlating MT values with geothermal sensitive 
information in temperatures and/or rock types (Guo et al., 2018; Ho et al., 2014; Jiang et al., 2021). 

 

4.3 Data Quality and Interpretation of Seismicity Data 

Even though the images of the seismic profiles were continuously improved over the years, the 
quality of the seismic image obtained from metamorphic rock remains inferior to those from 
sediments. Because of the similarity from physical properties between slate and argillite, it was 
difficult to distinguish structures without the existence of key beds.  

In this studied area, other than the clear boundary between the basement layers and overlaying 
sediments was clear to tell, it is difficult to draw the lines without well-defined stratigraphic 
controls and geologic structures in mind. Add that the similar lithology distribution from the two 
stratigraphic systems in Xueshan Mountain and Central Range, more than one geological models 
were proposed, and high uncertainty is inevitable. 

 

4.4 Never Ending Effort on Geological Application 

One professor once described what a geologist is about at freshman class, saying that a geologist 
is like an inspector attempting to reconstruct the sequence of events at the crime scene based on 
the available clues and evidence left behind. Many times, we keep coming back the same battle 
field, supported with advanced technologies for more evidence, to rebuild a better model in such 
a never-ending sequel. One small hiccup from the lack of enough evidence for geothermal 
exploration in the Yilan area did not stop geothermal projects from other locations continuously 
charging ahead in Taiwan.  
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ABSTRACT  

Until now, the majority of geothermal projects in Germany have focused on deep geothermal 
systems, while resources at intermediate depths have been little explored. However, intermediate-
depth geothermal systems possess a high potential for heat generation, even in areas previously 
considered less favorable for geothermal energy utilization, and they could significantly contribute 
to Germany’s heat generation. To accelerate the heat transition and become independent from 
fossil fuels, the ArtemIS project aims to assess medium-depth geothermal systems in Germany 
covering all play types and providing regionalized information for different geothermal 
applications. Static 3D geological models are created that serve as the basis for 2D and 3D numeric 
reservoir models to simulate the regional heat potential and different geothermal use scenarios, 
including the performance of hydrothermal doublets. Deep-learning algorithms are applied to 
improve borehole data extraction and analysis, as well as to improve reservoir assessment and 
economic forecasting, particularly in areas with low data density. The results will be integrated 
into the publicly available internet platform “Geothermal Information System – GeotIS” which 
provides general information, data, and modelling results in a user-friendly manner, especially to 
local communities and municipal energy suppliers. GeotIS itself will be enhanced by a new profile 
feature which provides location-specific subsurface information required for preliminary 
geothermal assessments, such as geological descriptions of potential geothermal reservoirs, 
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reservoir thickness, hydraulic and thermal rock properties, as well as fluid chemistry. Here, we 
present the current status and first results from the ArtemIS project. 

1. Introduction  
About half of Germany’s final energy consumption is used for heat generation, which is mainly 
provided by fossil fuels and to a lesser extent by renewable energies (200.5 TWh or 17.4% in 2022; 
Umweltbundesamt, 2023). The latter is mainly generated from biomass production (~84%), while 
geothermal energy accounts for 11% (shallow systems: 10.2% and deep systems: 0.8%). To 
achieve the goals of the German Renewable Energy Act (Erneuerbare-Energien-Wärmegesetz, 
EEWärmeG, 2009), the share of renewable energies used for heat production is to be expanded 
rapidly. Biomass requires a large amount of land and therefore has very limited expansion 
potential. Geothermal applications, on the other hand, could provide baseload-capable and reliable 
energy generation. Medium-depth geothermal systems show high potential for heat generation, 
even in areas previously considered less favorable for geothermal energy production (e.g., where 
reservoir temperatures are not sufficient for electricity generation), and thus could contribute 
significantly to Germany's heat production. Although not yet clearly defined, the term “medium- 

depth geothermal energy” in Germany is commonly referred to geothermal reservoirs between 
400 m and 1000 −2000 m depth and reservoir temperatures of about 25 to 60 °C (Stober and 
Bucher, 2022; Sass, 2013). Both open systems (e.g., hydrothermal doublets) and closed systems 
(e.g., borehole heat exchangers) are applied to extract the energy in the subsurface. Furthermore, 
medium-depth reservoirs are considered potential targets for heat-storage systems. However, they 
are still largely unexplored, and only a few projects have been realized to date (e.g., in Heubach; 
HLNUG, 2023). In addition, most municipal energy suppliers are unaware of the potential 
applications of medium-depth reservoirs and their geothermal use. In order to ensure that 
Germany's communities are supplied with heat from reliable and renewable energy sources in the 
near future (and thus become independent of fossil fuels), this problem must be tackled on two 
fronts. On one hand, these reservoirs must be intensively explored, and their geothermal potential 
must be determined on a regional level in order to be able to carry out further local studies. On the 
other hand, extensive public relations work is needed to raise awareness among decision-makers 
and the general public. For this reason, the Geothermal Information System (also called GeotIS, 
www.geotis.de) was developed under the leadership of the Leibniz Institute for Applied 
Geophysics (LIAG) and its project partners. 

GeotIS is a free-to-use, interactive internet platform (Figure 1) containing general information on 
geothermal energy applications (e-learning), data on geothermal installations, and information on 
the geothermal potential in Germany (Agemar et al., 2014). The platform is designed to provide, 
a first introduction to geothermal energy utilization to, for instance, municipal energy suppliers 
and non-experts and to provide important data for future geothermal assessment studies. GeotIS is 
based on data from more than 30,000 wells (mainly from the hydrocarbon industry but also from 
geothermal, mining, and other projects), as well as hydraulic (e.g., porosity and permeability), 
temperature, geophysical, and structural data compiled from various databases and sources. GeotIS 
also includes geological profiles, geothermal maps, and 3D subsurface models. The platform’s 
interface allows the user to create interactive maps or cross-sections, where specialized 
information is combined with topographical or statistical/technical data as well as subsurface 
temperature data in the form of contour lines at the top or base of a stratigraphic unit. The catalog 
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of geothermal installations contains data from all installations currently in operation or under 
construction in Germany, and it is constantly updated. Here, the user can dive deep into production 
data or create different maps displaying e.g., energy consumption in combination with population 
density. With a focus on deep geothermal aquifers in the North German Basin, the Upper Rhine  

 
Figure 1: Examples of the GeotIS platform and the available web features: (a) subsurface temperature at 1000 

m depth below ground and current geothermal installations, thematic maps showing (b) hydrothermal 
and (c) petrothermal resources in Germany, (d) energy statistics, (e) cross-sections and geological models, 
and (f) e-learning modules. 

Graben, and the South German Molasse Basin, the GeotIS project started in 2006, and it was 
launched on an internet platform in 2009. Since then, the platform has been further developed in 
the course of a number of projects with various objectives. Focal points have been the acquisition 
of structural, hydraulic, and hydrochemical data of target reservoirs (GeoTool), the creation of 3D 
structural and temperature models (GeotisII), the potential competition between CO2 storage and 
deep geothermal energy (Geothermal Atlas), and the influence of deep fault systems (StörTief), 
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boundary layers, and joint faces (GeoFaces) on the performance of deep geothermal systems. Since 
the majority of geothermal projects in Germany so far have focused on deep geothermal reservoirs, 
the Artemis project (reference number 03EE4024) aims to extend the GeotIS platform to an 
internet portal for the so-called “heat transition” in Germany by including medium-depth 
geothermal resources. While previous investigations were mainly limited to the North German 
Basin, the Upper Rhine Graben, and the Molasse Basin, the ArtemIS project aims to extend its 
reach and explore the geothermal potential at medium depths on a region-wide basis, covering all 
existing play types in Germany. The different steps to achieve this goal are presented below. 

2. Project Framework and Methods 
The ArtemIS project is based on four pillars that will ensure a thorough geothermal assessment, 
an updated IT infrastructure for the GeotIS platform, knowledge transfer, and public relations, as 
shown in Figure 2.  

 
Figure 2: The ArtemIS project is based on four pillars including the development of dynamic heat-transition 

profiles on the GeotIS platform, the geothermal and economic assessment of different geological settings 
in Germany, the extension and update of the GeotIS platform, and public education. 

The first pillar includes the definition of so-called “profile regions” in Germany based on the play-
type concept (Moeck, 2014; Moeck et al., 2019) to create interactive and dynamic “heat transition 
profiles” on the GeotIS platform. This task includes extensive literature research and data 
collection of geophysical, geological, and hydrochemical data in order to describe and characterize 
the different target reservoirs and the potential geothermal applications for each region. The results 
will allow the user to click on any region on the interactive map of Germany and to see all available 
information on potential geothermal reservoirs, such as reservoir thickness, lithology, hydraulic 
and thermal rock properties, hydrochemical fluid properties, or technical data. The reservoir data 
will be classified regarding their geothermal potential, and suggestions for possible geothermal 
applications will be provided. This data will be complemented with information on existing 
infrastructure data (heat networks or power plants) and heat demand (e.g., industry, urban areas, 
agriculture). 

The second pillar, “geothermal assessment”, entails the creation of static 3D models (Petrel/Gocad 
SKUA) of the different profile regions to improve the geological understanding and to identify 
data gaps. The static 3D models also serve as the basis for 2D and 3D reservoir models (using the 
software COMSOL Multiphysics) to simulate the regional heat extraction potential and different 
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geothermal use scenarios. The aim is to generate multiple numeric subsurface models that cover a 
wide range of geological frameworks and structural settings to represent all play types. In addition, 
deep-learning algorithms (a type of machine learning) on the KNIME platform are used to speed 
up drilling data extraction and analysis, as well as to improve reservoir assessment and economic 
forecasting, particularly in areas with low data density. 

The third pillar, “public relations”, comprises the update and implementation of production data 
and energy statistics on the GeotIS platform. The user will get insights into important key 
parameters of the geothermal installations, such as total installed capacity, annual production, 
reservoir temperature, or flow rate. To support knowledge transfer, the e-learning modules on 
GeotIS will be updated and complemented, also including video clips and brochures. Each profile 
region, the different play types, and the potential applications of geothermal energy will be 
explained in detail, making it easy for non-experts, political decision-makers, and municipal 
utilities to understand. All e-learning modules will be made available both in German and English 
to reach a wider audience. Exchange within the international geothermal community and 
collaborations with IEA Geothermal, EERA-JPGE, and ETIP-DG are intended to ensure uniform 
assessment standards for medium-depth geothermal reservoirs. 

The fourth pillar includes updating and adapting the IT infrastructure of the GeotIS platform and 
implementing new features, such as the dynamic heat-transition profiles. The user interface will 
be made more intuitive and user-friendly by implementing a new navigation system. The 
maintainability of the platform, the integration of new data, and cyber security will also play an 
important role. Furthermore, a GeotIS Web-App will be developed to improve the use of the 
GeotIS platform on mobile devices. 

3. Preliminary Results 
For defining profile regions, the different geological settings in Germany were classified regarding 
their geothermal play type (Moeck, 2014), a new concept to group geothermal resources with 
respect to their geological setting and dominant heat-transport mechanism. In Germany, a 
distinction is made between four play types (Figure 3; Moeck et al., 2019): namely CD1-
intracratonic basins (e.g., Saar-Nahe Basin); CD2 (Fold-and-Thrust-belts), which is further divided 
into CD2a-foreland basins (South German Molasse Basin) and CD2b-adjacent orogenic fold-belt 
plays (e.g., Harz-Mountain Belt); CD3-basement/hard rock plays (e.g., Black Forest); and CV3-
extensional terrain plays (Lower Rhine Graben and Upper Rhine Graben). In this framework, CD 
stands for conductive heat transport, and CV represents convective heat transport. The play-type 
concept considers different scales of investigation, which are “geosystem focus”, “play focus”, 
and “prospect focus”. Exploration starts with the geosystem focus, describing the large-scale 
geological constraints of a geothermal play type (e.g., tectonostratigraphic framework, rocks, and 
fluids). It classifies the geosystem into one of the geothermal play-type categories (e.g., orogenic 
belt type, volcanic type, basement type) presented in Moeck (2014). The second step includes a 
closer look at the identified plays and their regional geological controls (e.g., porosity and 
permeability) to identify exploration targets and prospect areas. The third step consists of a detailed 
analysis of those prospect areas on a local scale. For a more precise characterization and depending 
on the amount of available data, the different plays (e.g., specific formations within a play type) 
can be further differentiated into play segments (e.g., a subdivision of a play with similar 
geological controls), play levels (e.g., the stratigraphic or structural levels within a play that portray 
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plays at different depths), or play elements (e.g., geological controls within a play segment bound 
by a change in the depositional environment; Moeck et al., 2019).  

 
Figure 3: Overview of the different geological settings in Germany and adjacent countries (a) and the respective 

play types (b) based on Moeck et al. (2019). The geological map of Germany is modified from Gretarsson 
CC-BY-SA 4.0 and based on Freudenberger and Schwerd (1996), Pawlewicz et al. (2003), Henningsen 
and Katzung (2006), and BGR (2008). 

Based on comprehensive literature research and the compilation of geophysical, geological, and 
hydrochemical data, the first profile texts and templates for the dynamic heat transition profiles on 
the GeotIS platform were developed. The user can click on a play type and select a depth range, 
and the available associated geological and technical parameters are automatically generated and 
displayed in the heat-transition profile. Short descriptions of the regional geological settings and 
potential geothermal reservoirs are complemented with (simplified) geological maps and cross-
sections for a better understanding. Figure 4 shows the example of the North German Basin for 
the selected depth range which includes the Upper Bajocian (Middle Jurassic). Based on the 
available data, reservoir parameters, the estimated geothermal power, and stored energy are shown 
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for the “play focus” (data displayed in grey) and for the “prospect focus” (data presented in 
orange). 

 
Figure 4: Extract of the newly developed heat-transition profile of the North German Basin. Data in grey 

represents the “play focus” and data in orange represents the “prospect focus”. 

In Figure 5, panel 5b shows the preliminary fault model of the play type “Upper Rhine Graben”, 
which has been the focus of various studies in the past (most recently Frey et al., 2022). Thus, data 
and 3D models from previous research projects like DGE Rollout (van der Vaart et al., 2021), 
Hessen 3D (Bär et al., 2021), and GeORG (www.geopotenziale.org) were combined and merged 
using Petrel. The previous models showed overlap discrepancies and/or contained different model 
unit classifications. Therefore, the data sets were first homogenized. In the second step, available 
3D seismic data sets were used to update and validate the preliminary fault model. Lithological 
and geophysical well logs provided by the geological surveys are being digitized and used to define 
the model horizons. Laboratory-measured rock property data obtained from core and outcrop 
samples (see summary in Frey et al., 2022) were compiled from literature and provided by the 
geological survey of Hesse (Hessian Agency for Nature Conservation, Environment and Geology, 
HLNUG) for a profound model parametrization. This data set will be complemented by further 
outcrop analogue studies that are currently in progress in the Upper Rhine Graben area to fill 
existing data gaps. The first deep-learning models were created to predict reservoir temperature 
using data from geothermal wells in the Upper Rhine Graben area. The results highlight the impact 
of data quantity and quality on the accuracy of the output model. Extensive and complete data sets 
are necessary for the creation of robust deep-learning models for accurate parameter predictions. 
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Figure 5: Geological setting of south-western Germany (modified from Frey et al., 2022) with the Upper Rhine 

Graben in the center (a). The blue lines represent the model contours from the DGE Rollout, Hessen 3D, 
and GeORG projects. (b) shows the preliminary fault model of the Upper Rhine Graben created in 
Petrel. 

The data for the “Energy Statistics” feature on the GeotIS platform is obtained directly from the 
energy companies or operators of the various geothermal installations. The platform was recently 
updated, and it now provides the annual geothermal electricity and heat production data for 
Germany, as well as the respective installed capacities from 1999 to 2021 (Figure 6). The user can 
choose between different ways of displaying the data (e.g., selecting individual data sets) and can 
also download the corresponding data tables. In addition to the annual production data for 
Germany, the user can view data for individual power plants or by federal state. The data can also 
be displayed as a 2D map including geothermal installations.  

The histograms in Figure 6 show a steady increase in geothermal electricity and heat production 
over recent years. In 2021, the annual heat production reached about 1800 GWh/a 
(www.geotis.de), whereby district heating accounted for 73,1% (1315 GWh/a) followed by 
thermal spas with 26,4% (474,6 GWh/a) and space heating with 0,5% (10 GWh/a). The amount of 
geothermal electricity production in Germany is significantly lower in comparison but still 
increased to ~208 GWh/a in 2021 with ten geothermal power plants currently in operation.  
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Figure 6: Histograms of annual electricity (a) and heat production in Germany and their installed capacities 

from 1999 to 2021 (www.geotis.de). 
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4. Conclusions and Outlook 
GeotIS provides up-to-date information on a wide range of topics related to geothermal energy in 
Germany (e.g., geothermal potential estimates, geothermal installations, energy statistics, and 
e-learning modules), and it forms an important basis for the planning and early investigation of 
new geothermal projects. The ArtemIS project complements and updates the internet portal by 
assessing the geothermal potential of medium-depth reservoirs in Germany and providing 
regionalized information (in the form of heat-transition profiles and modelling results) to the 
general public in an interactive, user-friendly, and easy-to-understand manner. As a first step, 
geological, geophysical, and hydrochemical data relevant to geothermal assessments were 
collected and evaluated, and the first static 3D models were created. Future steps will include 
updating and completing the 3D models and using them to generate generic, play-type specific 
reservoir models in COMSOL Multiphysics to simulate the regional heat-extraction potential and 
different geothermal-use scenarios. The developed deep-learning models will be tested in different 
geological settings and areas, and they will be used to fill data gaps in areas with lower data 
densities. While the GeotIS platform already contains e-learning modules including a general 
introduction to geothermal energy and topics relevant to deep geothermal systems (e.g., fluid 
properties and thermal rock properties of deep geothermal reservoirs), information on shallow to 
medium-depth systems is lacking. For this reason, e-learning modules, brochures and videos are 
currently being prepared that explain medium-deep geothermal reservoirs, the different play types 
in Germany (as shown in Figure 3b) and their potential geothermal use. 

The newly developed content, profile features, and e-learning modules on the GeotIS platform will 
make it easier for municipal utilities and stakeholders to understand and evaluate the regional 
medium-depth geothermal potential and its potential use, thus accelerating the heat transition in 
Germany. The ArtemIS project will contribute to a better understanding of medium-depth 
geothermal reservoirs in general and to the establishment of international standards for their 
characterization and assessment. 
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ABSTRACT 

In September 1977, LeSchack and Lewis carried out a 2-meter temperature probe (2mtp) survey 
at the Coso Geothermal Field (CGF) with results published in a 1983 Geophysics paper. The Navy 
Geothermal Program Office (GPO) set out to replicate this survey to determine if heat anomaly 
signatures had changed over time. The GPO 2mtp survey was collected in 3 phases between 
summer 2019 and fall 2020, primarily due to the Covid-19 pandemic. Following this survey, GPO 
also collected seasonal 2mtp measurements from September 2021 to November 2022. The 
combination of information ultimately led to a process of data correction and normalization in 
order for the GPO 3-phase survey to be compared to the LeSchack and Lewis survey. On average, 
the GPO data are ~0.68°C warmer than the LeSchack and Lewis data. Overall, the difference 
between the LeSchack and Lewis survey and the GPO survey showed a slight decrease in 
temperature east of Sugarloaf in the Main Flank near the Navy I power plant and an increase in 
the southern Main Flank between the BLM East and BLM West power plants while a heat anomaly 
present in the East Flank was apparent in both surveys. When both 2mtp surveys are compared to 
the existing downhole static temperature data, the LeSchack and Lewis survey generally matches 
the downhole temperatures collected prior to geothermal production. However, recent downhole 
static temperatures, collected between 1995 and 2007, show a heat anomaly near the center of the 
geothermal field, southeast of Sugarloaf, which is not apparent in the recent GPO 2mtp survey. In 
addition, the north-northwestern area of the field shows an increase in temperature according to 
the comparison between the LeSchack and Lewis and GPO 2mtp surveys. However, there are no 
wells in this area to assist in explaining this change and therefore, more analysis is needed. 
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1. Introduction 
Shallow temperature (1-2 m) surveys have been used to detect geothermal anomalies beginning 
around 1956 with a study by Kintzinger of hot ground near Lordsburg, NM. Since then, the tools, 
overall collection process, and data corrections have been refined (e.g. Noble and Ojiambo, 1975; 
Olmsted, 1977; Trexler et al., 1982; LeSchack and Lewis, 1983; Coolbaugh et al., 2007; Sladek et 
al., 2007; Sladek and Coolbaugh, 2013; Coolbaugh et al., 2014). A typical 2mtp survey in the 
Basin and Range consists of hammering 2 m long 14 mm diameter steel probes into the ground 
and inserting a Pt RTD (Resistance Temperature Detector) into each probe. The RTDs are given 
time to equilibrate (about an hour) then the temperatures at 0.5 m, 1 m, and 2 m are obtained 
(Coolbaugh et al., 2007; Sladek et al., 2007).  

LeSchack and Lewis, 1983 carried out the first 2-meter temperature probe (2mtp) survey at the 
Coso Geothermal Field (CGF) in September 1977. The CGF is located in the Mojave Desert in 
southern California within the boundary of Naval Air Weapons Station China Lake. The goal of 
this 1983 study was to develop a technique for using shallow temperature surveys for geothermal 
reconnaissance and exploration. In their 1983 study, LeSchack and Lewis collected 102 2mtp point 
measurements in and around the CGF (Fig. 1). Criteria for selecting point locations included road 
access and confirmation of a geothermal anomaly from previous drilling.  

The Navy Geothermal Program Office (GPO) formed in 1978 and was tasked with management 
and oversight of the resource at the CGF. Understanding how the CGF has changed over time is 
an important part of managing the resource. This is what motivated GPO to reproduce the 
LeSchack and Lewis 2mtp survey as closely as possible in 2019. GPO collected 133 points as close 
as possible to the LeSchack and Lewis points (Fig. 1). However, many roads have changed or have 
become impassable with time, so some points required relocation. To fill in data gaps in the 
LeSchack and Lewis survey, GPO added extra points, primarily in the northwest and eastern areas 
of the CGF. The GPO survey was carried out in 3 phases spanning from summer 2019 to fall 2020, 
making seasonal variations within the GPO data a concern. Seasonal 2mtp data were collected 
between September 2021 and November 2022.  Ultimately, it was decided that the best approach 
for making a relative comparison between the two surveys was to normalize the datasets using an 
approached described by Sladek and Coolbaugh (2013) where the 2m temperatures are normalized 
to a background temperature. This approach provided an alternative to making seasonal corrections 
as well as correcting for other shallow temperature influences. The background temperature used 
for the GPO and LeSchack and Lewis surveys is 26.38ºC. 
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Figure 1: Map of the CGF showing the locations of the LeSchack and Lewis 2mtp survey (circles) and the GPO 

2mtp survey (diamonds). Color ramp represents 2m temperatures that have been corrected for elevation 
then normalized to a 26.38ºC background temperature.  

2. Methods 
To make a relative comparison between the GPO 2mtp survey and the LeSchack and Lewis 2mtp 
survey, the GPO 2 m temperature data would need to be corrected for seasonal variation at 
minimum since data collection covered two seasons and was acquired in 3 phases over the course 
of more than a year. The 2 m temperatures reported by LeSchack and Lewis, 1983 were corrected 
for elevation after finding that a significant negative correlation existed between temperature and 
elevation. Using the adiabatic lapse rate of −1.0ºC/100 m elevation change, LeSchack and Lewis 
corrected the 2 m temperature data to an arbitrarily chosen datum of 1036.3 m. Because of this, 
the GPO 2 m temperature data were first corrected to the same datum. Like the LeSchack and 
Lewis survey, GPO made every attempt to place probes such that slope of the terrain was close to 
zero and therefore unnecessary to correct for later. GPO also performed an albedo correction on 
the data, but the correlation was weak. In addition, the reported LeSchack and Lewis 2 m 
temperature data was not corrected for albedo. Therefore, it was determined that an albedo 
correction was neither sufficient nor necessary. From this point, the remaining concerns for the 
relative comparison were the seasonal variation within the GPO 2mtp dataset and the seasonal and 
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temporal difference from the LeSchack and Lewis 2mtp dataset. Though the GPO collected 
seasonal data for over a year, the decision was made to normalize the datasets, which would 
account for both the seasonal and temporal changes between GPO and LeSchack and Lewis 2mtp 
surveys (Sladek and Coolbaugh, 2013). 

3. Seasonal Data 
The best time of year to conduct 2mtp surveys is late summer to fall (Sladek et al., 2012). The 
GPO 2mtp survey was collected during summer and fall, but it required more than a year to collect. 
This prompted GPO to study seasonal 2mtp variations at the CGF with the initial intent of using 
that information to correct the 2mtp survey for seasonal changes. What we learned from the 
seasonal survey was that the same seasons from different years could vary by as much as 9ºC with 
an average of 4ºC (Table 1). 

Point Diff Seasons Stats 
13 -4.16 Fall21-Fall22 Stdev 
22 -3.72 Fall21-Fall22 1.72 
23 -4.88 Fall21-Fall22 

 

27 -4.55 Fall21-Fall22 Mean 
28 -4.77 Fall21-Fall22 -4.33 
30 -5.22 Fall21-Fall22 

 

44 -2.33 Fall21-Fall22 
 

46 -1.33 Fall21-Fall22 
 

48 -9.16 Fall21-Fall22 
 

50 -5.5 Fall21-Fall22 
 

63 -4.83 Fall21-Fall22 
 

71 -4.72 Fall21-Fall22 
 

74 -4.05 Fall21-Fall22 
 

87 -2.5 Fall21-Fall22 
 

89 -3.27 Fall21-Fall22   
Table 1: Data showing the difference between 2-meter temperature measurements taken at the same point 

during the same season, one year apart along with the standard deviation and mean of the data. 

Not surprisingly, the largest average difference in seasons is between winter and summer at about 
11ºC with the smallest average difference being between spring and fall at about 2ºC (Table 2).  

Average Variations 2022 
Spring22-Summer22 -6.8 
Summer22-Fall22 4.16 
Winter22-Spring22 -4.77 
Winter22-Summer22 -11.17 
Winter22-Fall22 -6.39 
Spring22-Fall22 -1.96 

Table 2: Average seasonal variations for 2mtp measurements collected in 2022. 
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The results of the seasonal data collection for each point measured are shown in Figure 2. The 
anomalously hot temperatures measured at points 28 and 89 were located in an area containing 
fumaroles. For fitting a curve to the data, point 46 was also removed for its high temperature 
readings. Two functions were fit to the data: a polynomial and a sine function, both with acceptable 
R-squared values (Fig. 3). 

 
Figure 2: Temperatures for all points measured during the seasonal analysis in degrees Celsius over time. 

Points 28, 89, and 46 are hotter than the rest of the points measured, with point 28 being the hottest due 
to its proximity to a fumarole. 
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Figure 3: A) Graph of the cooler seasonal 2-meter temperatures over time in degrees Celsius with a best-fit 

polynomial function and associated R2 value of 0.7979. B) Graph of the cooler seasonal 2-meter 
temperatures over time in degrees Celsius with a best-fit sine function and associated R2 value of 0.5382. 

Steps have also been taken to use a non-linear least squares solver using SciPy tools to find the 
best function to fit the data. Regardless of model function used, additional seasonal data would 
improve them. 

4. Elevation Correction 
As mentioned above, the GPO 2mtp data were corrected for elevation in order to meet the same 
correction standards as the data reported by LeSchack and Lewis, 1983 in order to obtain a 
reasonable comparison between the two datasets. The GPO data were corrected to the same 
arbitrary datum used by LeSchack and Lewis of 1036.3 m using the adiabatic lapse rate of 
−1.0ºC/100 m elevation change. Outliers from each of the 3 phases of GPO 2mtp data were 
removed based on the z-score test method. Then, the elevation correction for each point was 
determined by the following equation 

Yt = (1036.3m − Xz)(−1°C/100m)                (1) 

Where Yt is the elevation correction factor and Xz is the elevation of each 2mtp point.  

5. Normalization of Datasets 
The final step before comparing the LeSchack and Lewis data to the GPO data was to normalize 
both datasets. The method used was presented in Sladek and Coolbaugh, 2013 and involves 
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normalizing the values to a background temperature so that relative comparisons can be made and 
provides an alternative to making seasonal corrections, which was determined to be ideal until 
GPO can collect more seasonal data to improve the models. To determine the mean background 
temperature for CGF, both the LeSchack and Lewis data and the GPO data were plotted by 
increasing temperature (Fig.4). All of the temperatures less than 35.028ºC were used to calculate 
the mean background temperature of 26.38ºC. 

 
Figure 4: Graph of GPO and LeSchack and Lewis elevation corrected 2mtp data by increasing temperature. 

The orange oval is highlighting the background temperatures, while the values outside the oval represent 
thermal anomalies. 

The next step is to calculate the mean background temperature of each phase of data collection, 
including the LeSchack and Lewis data. Graphs like the one in Figure 4 were made for each phase 
of GPO data collection and the LeSchack and Lewis data in order to estimate the background 
temperature of each dataset (Fig. 5). The normalization factor for each phase is determined by the 
equation 

N = Bt – Bpt                   (2) 

Where N is the normalization factor (or correction factor) for each phase, Bt is the overall mean 
background temperature of all of the phases combined (26.38ºC), and Bpt is the mean background 
temp of each phase. The values for Bpt and N are shown in Table 3. For GPO phase 3, the 
background is considered to be all temperatures less than the first inflection, or sudden increase in 
temperature, in the dataset seen in Figure 5A (< 23.43ºC). The value N is then added to each 
elevation corrected temperature within that phase to obtain the normalized temperature in degrees 
Celsius.  
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Phase Background TempC 
Range 

Bpt N 

GPO1 19.33 to 23.3 21.73 4.65 
GPO2 25.745 to 35.03 29.09 -2.71 
GPO3 19.58 to 23.43 21.43 4.95 
L&L 23.1 to 27.00 25.64 0.74 

Table 3: Mean background temperatures of each phase (Bpt) along with the normalization factor (N). 
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Figure 5: A) Graph of each phase of GPO 2mtp data by increasing temperature in Celsius. From left to right 

is phase 1, phase 2, and phase 3 displayed with increasing temperatures. Elevation corrected datasets are 
in shades of blue, while their normalized counterparts are in shades of orange. B) Graph of LeSchack 
and Lewis elevation corrected 2mtp data (blue) and normalized data (orange) by increasing temperature 
in Celsius. 

 

 

 

The results of applying the normalization factor to each phase were first visualized in ArcGIS® 
using the inverse distance weighted interpolation (Fig. 6). These maps are not colored on the same 
scale in order to emphasize where the heat anomalies are located. In general, both maps show heat 
anomalies around Navy I, and east of the Navy II plants (East Flank).  

 

 

 

B) 
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Figure 6: A) A map of the GPO 2mtp data after the data were elevation corrected and normalized. B) A map 

of the LeSchack and Lewis 2mtp data after the reported elevation corrected data was normalized. Both 
maps are colored by temperature in degrees Celsius. The maps are not colored on the same scale in order 
to better visualize the location of heat anomalies. 

 

 

 

To check that these heat anomaly maps are reasonable, they were compared to the downhole 
temperature data available, which was modeled using the radial basis function interpolation in 
Leapfrog®. The LeSchack and Lewis 2mtp data were collected prior to start-up of the geothermal 
plant at Coso. Therefore, only pre-start-up downhole static temperatures collected after drilling 
were used in the model (Fig. 7A). Conversely, the GPO 2mtp data were collected after start-up of 
the Coso geothermal plant, so only the post-start-up downhole temperatures were used in the model 
(Fig. 7B). 

B) 
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A) 
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Figure 7: A) An oblique Leapfrog model of downhole temperatures in degrees Celsius using only data collected 

before the geothermal power plants came online. The data show a prominent heat anomaly in the area 
near Navy I, east of Sugarloaf, which is similar in location and extent to the anomaly seen in the 2mtp 
data collected by LeSchack and Lewis around the same time. B) An oblique Leapfrog model of downhole 
temperatures in degrees Celsius using only data collected after the geothermal power plants came online. 
This dataset includes downhole temperatures from the area known as the East Flank, which were 
collected after the geothermal plants came online. The data show heat anomalies in the Main Flank (east 
of Sugarloaf) as well as the East Flank, which are similar in location and extent to the anomalies seen in 
the 2mtp data collected by GPO in 2019-2020. 

The pre-start-up downhole temperatures were only collected in the Main Flank of the CGF (area 
around the existing power plants, east of Sugarloaf), whereas the post-start-up temperatures 
include data from the East Flank. This is why the two models have different extents. Still, the 
comparison between 2mtp data and the downhole temperatures show that the location of heat 
anomalies are similar. Both the downhole pre-start-up temperature model and the 2mtp LeSchack 
and Lewis data show a heat anomaly in the area around Navy I, east of Sugarloaf (Figs. 7A and 
6B, respectively). The GPO 2mtp heat anomalies (Fig. 6A) compared to the heat anomalies seen 
in the downhole temperature model in Figure 7B show that these anomalies are also similar in 
location. However, the extent of the heat anomaly located in the southern part of the Main Flank 
is much more pronounced and extensive in the downhole temperature model, than it is in the GPO 
2mtp data.  

B) 
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6. Comparing GPO to LeSchack and Lewis 2mtp Data 
Once the normalization factors were applied to each phase of 2mtp data collection, a relative 
comparison could reasonably be made between the GPO dataset and the LeSchack and Lewis 
dataset. First, the difference between the two datasets were calculated using only GPO 2mtp points 
that were < 200 m away from LeSchack and Lewis 2mtp points, a total of 41 points. From this 
process, the GPO 2mtp data were calculated to be 0.68ºC hotter on average than the LeSchack and 
Lewis 2mtp data. The difference between the GPO and LeSchack and Lewis 2mtp data was first 
calculated using the raster math tool in ArcGIS® (Fig. 8). The result does not appear to be much 
different from the Figure 6A map of the GPO 2mtp data. However, Figure 8 does show some 
temperature changes between the LeSchack and Lewis data and GPO data. For example, 
temperatures around Navy I and southern East Flank have decreased over time with slight 
increases in temperature in the northwest CGF.  

 
Figure 8: An ArcGIS map of the difference between the GPO 2mtp normalized raster and the LeSchack and 

Lewis 2mtp normalized raster in degrees Celsius calculated using the raster math tool in ArcGIS®.  

In order to better highlight the changes between the LeSchack and Lewis 2mtp data and the GPO 
2mtp data, the differences calculated as described above were assigned to the corresponding GPO 
2mtp points and an inverse distance weighted interpolation raster was generated from those 
difference values (Fig. 9). 
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Figure 9: An ArcGIS map of the difference in degrees Celsius between the GPO 2mtp normalized raster and 

the LeSchack and Lewis 2mtp normalized raster in degrees Celsius using the difference values that were 
calculated using the 41 GPO 2mtp points that were < 200 m away from LeSchack and Lewis 2mtp points. 
See text for discussion. 

The map in Figure 9 better illustrates the changes in temperature that have occurred since the 
LeSchack and Lewis 2mtp survey. It is much easier to see that the Main Flank area between Navy 
I and BLM West has generally gotten cooler and that the northwest area of the CGF seems to have 
experienced a temperature increase. In addition, the northern East Flank and the area northwest of 
BLM East have also experienced temperature increases of nearly 9ºC since the LeSchack and 
Lewis 2mtp survey. We suggest that the increase in the East Flank shallow temperature is due to 
increased activity in surface manifestations in that area, which is likely the result of changes in 
permeability at depth over the length of production in this area. There are no obvious surface 
manifestations in the area northwest of BLM East, but a possible explanation for the temperature 
increase is that it is due to changes in fluid flow through the subsurface in this portion of the 
reservoir. 

The raster math approach seems to suffer from the fact that the GPO 2mtp survey and the LeSchack 
and Lewis 2mtp survey do not overlap, the GPO survey has more points to the east and the 
LeSchack and Lewis 2mtp survey has more points to the west, causing the resulting interpolations 
of each of the datasets to be quite different. Interpolation errors then become compounded using 
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the raster math approach because another interpolation must be made from the two input 
interpolations. In contrast, the manual difference calculation approach only goes through one 
round of interpolation to generate the raster, and the results are constrained to the area of where 
the 41 calculated points are located, rather than interpolated beyond points where the two surveys 
do not overlap (Fig. 9). Since the goal was to make a relative comparison between the GPO and 
LeSchack and Lewis 2mtp surveys, this approach includes enough values to be a reasonable 
estimate, and visualization, of temperature changes. 

7. Conclusions 
Even though the current functions describing seasonal 2-meter temperatures are reasonable, 
seasonal 2mtp data collection should continue at the CGF in order to improve those temperature 
models. Moving forward, Python tools can be used to make better models of the data. 

The approach of normalizing background temperatures to a standard temperature allows for a 
relative comparison between 2mtp surveys collected at different times and during different seasons 
without making seasonal corrections. The relative comparison between the recent GPO 2mtp 
survey and the LeSchack and Lewis 2mtp survey in 1977 shows that 2-meter temperatures may be 
decreasing in the Main Flank, but increasing in the northern East Flank, the area around BLM East 
and in the northwestern part of the CGF. The northwestern area requires additional study to 
confirm these results and determine if the area is suited for further exploration. 
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APPENDIX 1 

GPO 2mtp survey data for all phases including elevation corrected temperatures and normalized 
temperatures in degrees Celsius. 

Label Phase 2mt_C ElevCorr_C Norm_C x y z 
55 2 26 28.489 25.779 422890 3990381 1285.2 
51 2 21.83333 26.05833 23.34833 423632 3994883 1458.8 
3 2 27.05556 27.55956 24.84956 423534 3985885 1086.7 
6 2 26.94444 27.50444 24.79444 422354 3984790 1092.3 
7 2 26.5 26.448 23.738 420135 3985449 1031.1 
8 2 24 26.25 23.54 426408 3986605 1261.3 
10 2 29.16667 31.27467 28.56467 427413 3986864 1247.1 
11 2 27 29.116 26.406 427133 3986505 1247.9 
12 2 25.66667 27.91667 25.20667 426408 3986605 1261.3 
14 2 25.83333 28.00833 25.29833 426884 3984994 1253.8 
16 2 29.05556 31.34256 28.63256 427682 3985510 1265 
17 2 43 45.2 42.49 427682 3985012 1256.3 
19 2 31.16667 33.05767 30.34767 428312 3985031 1225.4 
20 2 26.16667 28.44967 25.73967 426271 3985552 1264.6 
23 2 24.94444 28.01744 25.30744 426915 3983564 1343.6 
25 2 28.66667 30.28067 27.57067 428466 3986081 1197.7 
27 2 26.72222 28.35922 25.64922 429615 3986834 1200 
28 2 34.33333 35.02833 32.31833 430580 3986238 1105.8 
29 2 29.66667 31.26267 28.55267 430045 3988110 1195.9 
30 2 46.38889 49.36189 46.65189 427849 3987670 1333.6 
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31 2 26.94444 29.70344 26.99344 427481 3989505 1312.2 
32 2 24.77778 27.69878 24.98878 427131 3990432 1328.4 
33 2 26.88889 29.88289 27.17289 426020 3990515 1335.7 
34 2 26.44444 30.00944 27.29944 425784 3991372 1392.8 
35 2 24.22222 26.27922 23.56922 424826 3988764 1242 
36 2 23.66667 28.12067 25.41067 426063 3992602 1481.7 
39 2 22.5 27.635 24.925 428665 3991660 1549.8 
40 2 25.55556 27.13856 24.42856 432474 3992586 1194.6 
41 2 25.83333 28.02533 25.31533 432243 3993687 1255.5 
43 2 38.44444 39.05244 36.34244 431048 3990126 1097.1 
44 2 26.44444 27.29644 24.58644 433033 3989292 1121.5 
45 2 26.94444 27.55644 24.84644 433019 3988197 1097.5 
48 2 22.11111 26.20311 23.49311 423591 3993635 1445.5 
52 2 23.61111 27.37611 24.66611 424301 3991776 1412.8 
54 2 26 27.62 24.91 421216 3991499 1198.3 
57 2 26.05556 28.01656 25.30656 422066 3991072 1232.4 
58 2 24.88889 27.47789 24.76789 421236 3993662 1295.2 
59 2 23.88889 26.96789 24.25789 421738 3994435 1344.2 
60 2 23.27778 27.76478 25.05478 426771 3992280 1485 
61 2 25.77778 25.87678 23.16678 420661 3983597 1046.2 
62 2 25.94444 26.01444 23.30444 420429 3987145 1043.3 
67 2 26.77778 27.73378 25.02378 423458 3987466 1131.9 
68 2 30.16667 33.27467 30.56467 424939 3987178 1347.1 
69 2 26.77778 30.27878 27.56878 424185 3987840 1386.4 
72 2 28.11111 31.00711 28.29711 424429 3987602 1325.9 
74 2 25.38889 28.54889 25.83889 425015 3987579 1352.3 
77 2 28.38889 30.78589 28.07589 426897 3988457 1276 
78 2 28.22222 30.53422 27.82422 427325 3988644 1267.5 
79 2 32.44444 34.48344 31.77344 428207 3988700 1240.2 
80 2 43.05556 45.62556 42.91556 428270 3988219 1293.3 
81 2 49.61111 51.35811 48.64811 428629 3988712 1211 
82 2 25.05556 27.30156 24.59156 425402 3989305 1260.9 
83 2 29 31.883 29.173 428607 3987658 1324.6 
84 2 25.27778 25.75678 23.04678 432034 3988538 1084.2 
85 2 27 29.012 26.302 428489 3986934 1237.5 
86 2 27.27778 27.95578 25.24578 432652 3988996 1104.1 
87 2 27.05556 29.30656 26.59656 424727 3989531 1261.4 
90 2 22.05556 25.74556 23.03556 422685 3995209 1405.3 
91 2 59.27778 59.96778 57.25778 430718 3989839 1105.3 
92 2 46.05556 46.86656 44.15656 430350 3989306 1117.4 
93 2 33.77778 34.47378 31.76378 430580 3989660 1105.9 
95 2 46.88889 47.64689 44.93689 431527 3990864 1112.1 
96 2 29.22222 29.93422 27.22422 431861 3990482 1107.5 
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97 2 27.27778 27.95478 25.24478 432158 3990125 1104 
101 2 52.05556 52.77756 50.06756 430602 3989155 1108.5 
102 2 46.72222 47.43022 44.72022 430481 3989469 1107.1 
103 2 27.38889 27.97389 25.26389 431114 3988902 1094.8 
104 2 64.66667 65.40067 62.69067 430683 3986647 1109.7 
107 2 29.55556 30.52756 27.81756 430496 3987222 1133.5 
108 2 41.27778 42.19978 39.48978 430414 3986808 1128.5 
109 2 30.33333 31.59533 28.88533 430118 3987595 1162.5 
111 2 33.38889 33.70589 30.99589 430850 3985206 1068 
112 2 33.61111 34.50811 31.79811 430185 3985895 1126 
113 2 31.72222 32.22622 29.51622 430774 3985985 1086.7 
6 3 19.94444 21.39544 26.34544 431621 3992202 1181.4 
7 3 16.83333 22.21133 27.16133 426824 3993022 1574.1 
8 3 18.22222 22.61422 27.56422 426498 3992229 1475.5 
10 3 17.27778 20.88778 25.83778 425871 3991427 1397.3 
13 3 19.94444 22.89944 27.84944 424945 3990742 1331.8 
15 3 18.16667 21.05567 26.00567 425596 3990625 1325.2 
16 3 18.77778 21.53978 26.48978 423548 3990022 1312.5 
17 3 27.38889 30.02789 34.97789 425183 3990371 1300.2 
18 3 24.22222 27.19122 32.14122 427168 3990557 1333.2 
19 3 20.05556 22.58856 27.53856 425300 3990170 1289.6 
20 3 27.16667 29.74267 34.69267 425009 3990197 1293.9 
22 3 22.16667 25.04567 29.99567 428247 3990107 1324.2 
23 3 22.55556 25.44456 30.39456 427311 3989779 1325.2 
24 3 26.77778 29.62578 34.57578 426739 3990059 1321.1 
25 3 24.05556 26.57556 31.52556 426722 3989160 1288.3 
27 3 26.55556 27.67456 32.62456 429688 3988982 1148.2 
29 3 23.33333 25.58233 30.53233 427668 3988925 1261.2 
30 3 19.88889 22.07389 27.02389 427605 3988690 1254.8 
31 3 18.38889 20.56089 25.51089 425759 3989188 1253.5 
44 3 18.88889 20.94389 25.89389 424741 3988354 1241.8 
46 3 29.16667 31.76867 36.71867 426963 3987872 1296.5 
47 3 20.33333 22.46133 27.41133 427052 3987135 1249.1 
48 3 20.5 22.543 27.493 427427 3986665 1240.6 
50 3 21.11111 23.42711 28.37711 425992 3986468 1267.9 
51 3 18.77778 20.80278 25.75278 425522 3986398 1238.8 
54 3 19.5 19.937 24.887 422909 3985963 1080 
56 3 19.88889 21.55489 26.50489 428443 3986208 1202.9 
57 3 18.88889 20.35489 25.30489 428773 3985878 1182.9 
59 3 19.05556 21.22956 26.17956 426036 3985579 1253.7 
60 3 17.38889 19.58489 24.53489 427167 3985249 1255.9 
61 3 26.44444 28.30944 33.25944 428519 3984995 1222.8 
62 3 17.94444 20.25744 25.20744 426875 3984417 1267.6 
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63 3 19.44444 21.46044 26.41044 429021 3984265 1237.9 
65 3 25.77778 26.18078 31.13078 422286 3985786 1076.6 
66 3 17.72222 20.85222 25.80222 425522 3984462 1349.3 
71 3 21.44444 21.89844 26.84844 431809 3987383 1081.7 
74 3 20.05556 20.58256 25.53256 431459 3988697 1089 
87 3 27.27778 29.91678 34.86678 428858 3987778 1300.2 
88 3 27.11111 28.70211 33.65211 429378 3986798 1195.4 
89 3 38.22222 38.98122 43.93122 430504 3986309 1112.2 
20 1 21.16667 23.30167 27.95167 429249 3984325 1249.8 
22 1 17.11111 19.77411 24.42411 424900 3988059 1302.6 
21 1 20 22.562 27.212 426385 3986167 1292.5 
0 1 20.72222 22.13422 26.78422 431453 3992160 1177.5 
1 1 20.55556 21.49756 26.14756 431676 3991271 1130.5 
2 1 19.94444 20.49644 25.14644 431736 3988121 1091.5 
5 1 27.05556 27.96856 32.61856 430150 3989166 1127.6 
6 1 18.5 20.818 25.468 427115 3984584 1268.1 
7 1 21 22.378 27.028 423797 3987542 1174.1 
9 1 20.05556 22.45156 27.10156 427364 3985919 1275.9 
10 1 18.94444 19.33244 23.98244 432207 3987310 1075.1 
11 1 28.94444 29.62244 34.27244 430797 3986605 1104.1 
12 1 20.83333 23.17533 27.82533 427494 3988250 1270.5 
13 1 31.66667 31.93367 36.58367 430936 3985207 1063 
14 1 20.05556 22.05156 26.70156 427789 3986676 1235.9 
15 1 19.16667 21.52567 26.17567 424492 3989786 1272.2 
16 1 18.94444 21.75144 26.40144 431190 3994490 1317 
17 1 18 22.493 27.143 428098 3992603 1485.6 
18 1 20.55556 21.88456 26.53456 429544 3986059 1169.2 
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ABSTRACT 

Selecting negative training sites is an important challenge to resolve when utilizing machine 
learning (ML) for predicting hydrothermal resource favorability because ideal models discriminate 
between hydrothermal systems (positives) and all types of locations without hydrothermal systems 
(negatives). The Nevada Machine Learning project (NVML) fit an artificial neural network to 
identify areas favorable for hydrothermal systems by selecting 62 negative sites where the research 
team had confidence that no hydrothermal resources exist. We compare the implications of the 
expert selection of negatives (i.e., the NVML strategy) against a random sample strategy, where it 
is assumed that areas outside the favorable structural ellipses defined by NVML are negative. 
Because hydrothermal systems are sparse, it is highly probable that, in the absence of a favorable 
geological structure, hydrothermal favorability is low. We compare three training strategies using: 
1) the positive and negative labeled examples from NVML; 2) the positive examples from NVML 
with randomly selected negatives in equal frequency as NVML; and 3) the positive examples from 
NVML with randomly selected negatives reflecting the expected natural distribution of 
hydrothermal systems relative to the total area. We apply these training strategies to the NVML 
feature data (input data) using two ML algorithms (XGBoost and logistic regression) to create six 
favorability maps for hydrothermal resources. When accounting for the expected natural 
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distribution of hydrothermal systems, we find that XGBoost performs better than the NVML 
neural network and its negatives. Model validation was less reliable using F1 scores, a common 
performance metric, than comparing probability estimates at known positives, likely because of 
the extreme natural class imbalance and the lack of negatively labeled sites. This work 
demonstrates that expert selection of negatives for training in NVML likely imparted modeling 
bias. Accounting for the sparsity of hydrothermal systems and all the types of locations without 
hydrothermal systems allows us to create better models for predicting hydrothermal resource 
favorability.  

1. Introduction 
The mean electric output capacity for conventional hydrothermal resources (identified and 
undiscovered) for Nevada’s portion of the Great Basin region is estimated to be ~5.7 GWe 
(Williams et al., 2008). Challenges associated with identifying viable geothermal resources 
(Richards and Blackwell, 2002) are evidenced in that only about 10% of resources have been 
developed (Ayling, 2020) and that many of the remaining undiscovered resources are blind (i.e., 
no easily identifiable surface expression; Coolbaugh et al., 2007). Research seeking to identify 
geothermal resources in the Great Basin has advanced from methods that relied dominantly upon 
expert decisions for the Nevada Play Fairway Analyses (Nevada PFA; Faulds et al., 2015a; Faulds 
et al., 2015b; Faulds et al., 2016; Faulds et al., 2017; Faulds et al., 2021b) to more recent data-
driven approaches, like the Nevada Machine Learning Project (NVML; Brown et al., 2020; Faulds 
et al., 2020; Faulds et al., 2021a; Smith, 2021; Smith et al., 2023), though fundamental challenges 
(e.g., low number of training data for the known presence or absence of a hydrothermal system) 
are still being addressed by infusion of expert knowledge to aid in the selection and engineering 
of input features and during the careful evaluation of model results.  

The NVML research team applied machine learning (ML) techniques to the dataset compiled 
under the Nevada PFA using an artificial neural network (ANN) to identify favorable areas for 
geothermal exploration (Fig. 1). In doing so, the NVML team labeled 83 known hydrothermal 
systems as positive and recognized that they needed negative sites for the ANN to develop a model 
that could separate the two classes. Hence, the NVML team selected 62 negative sites where the 
NVML research team had confidence that no hydrothermal resources existed.  

Mordensky et al. (2023) completed a similar analysis for hydrothermal favorability of the entire 
western United States using the input features of Williams et al. (2008). Similarly, Mordensky et 
al. (2023) had known positives (278) but no known negatives. Instead of selecting known 
negatives, it was assumed that due to the sparseness of hydrothermal systems (i.e., having few 
positives with most of the area as negative), most locations other than known hydrothermal 
systems are negative. These other locations were sampled randomly and assigned as negative, then 
this process was repeated many times to make sure an unlucky random sample did not bias the 
final model. Mordensky et al. (2023) also accounted for class imbalance (i.e., the unequal 
distribution) of positive to negative hydrothermal systems. Both the random sampling of negatives 
and class imbalance problems were addressed by using a custom training strategy tailored for 
geothermal systems. The results from Mordensky et al. (2023) demonstrated that ML algorithms 
could be used to remove or minimize the need for expert decisions employed previously in 
Williams et al. (2008).  
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In the context of supervised ML classification, a lack of examples can potentially lead to overfitting 
(see generally Mordensky et al. 2022 for additional information regarding supervised ML 
classification with geoscience data). Overfitting occurs when the algorithm ‘memorizes’ the 
training data and performs poorly when faced with new, unseen testing data. Hence, we ask how 
the differences between the NVML and Mordensky et al. (2023) training strategies influence 
model predictions when using the PFA data, and we seek to identify the best strategy for detecting 
hydrothermal resources using ML techniques. 

 

Figure 1: Nevada Machine Learning project (NVML) a) study area and b) favorability map. White points are 
negative training/testing examples defined through expert decisions. Red points are the positive examples 
(i.e., known hydrothermal systems). Favorability scores from the artificial neural network (ANN) have 
been normal score transformed for easy comparison with the results below from our study. The base 
map has been made using data from Natural Earth. 
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2. Methods 
We conduct our comparison of the NVML and Mordensky et al. (2023) training strategies using 
two supervised ML algorithms: logistic regression and eXtreme Gradient Boosting (XGBoost). 
Logistic regression is a simple, linear classification algorithm that produces a probability value for 
every example and then classifies the example as positive or negative using a decision threshold 
(commonly chosen to be 0.5; Berkson, 1944; Berkson, 1951). XGBoost is a non-linear, boosted 
decision-tree approach, in which a series of decision trees (i.e., estimators) produce a probability 
for each example and then classify the example using a decision threshold (again, commonly 
chosen to be 0.5; Chen and Guestrin, 2016). Because logistic regression, XGBoost, and ANNs all 
create probabilities differently and in ways that may not be directly comparable, all favorability 
maps shown herein are the normal score transform (see generally Pyrcz and Deutsch, 2018) of the 
model-specific predicted probabilities. The post-transformed prediction values are shown as 
geothermal favorability. Because a normal score transform is a quantile-to-quantile transform, 
most and least favorable parts of a map occupy the same total area, allowing for an easy 
comparison where methods agree about the most favorable locations.  

For the remainder of this section, we briefly describe the data processing, exploratory data analysis, 
training strategies, and hyperparameter optimization. 

2.1 Data Processing and Exploratory Data Analysis 

NVML gridded 96,000 km2 of the Great Basin into 1,728,000 250-m-by-250-m cells, in which 83 
cells contain a known hydrothermal system and were labeled as positive (Smith et al., 2021); 62 
cells were labeled as negative by expert examination. The remaining cells were unlabeled. The 
labeled and unlabeled cells were populated with data from 11 features (i.e., independent input 
datasets). Ten of the 11 features were interpolated maps of the following geologic properties: strain 
rate, elevation, distance to nearest Quaternary fault, fault recency, horizontal gravity gradient, 
seismic density, heat flow, magnetic field gradient, slip rate, slip and dilation tendency (Fig. 2). 
The eleventh feature was crafted by defining ellipses that contain geologic structures deemed by 
experts to be favorable for the occurrence of hydrothermal systems (i.e., known favorable 
structural setting; Fig. 3; Faulds et al., 2016; Brown et al., 2020). 
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Figure 2: Maps of the ten Nevada Machine Learning project (NVML) input features used for analysis herein. 
Red represents high values. Blue represents low values. Positives (red dots) and negatives (white dots) 
are training data used by NVML. 
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Figure 3: Map of the eleventh Nevada Machine Learning project (NVML) feature (favorable structural setting 
ellipses [red areas]) used for the artificial neural network (ANN) model (Fig. 1), but not used as an input 
feature for analyses herein. For random negative sampling strategies, negatives were selected from areas 
outside of ellipses (i.e., blue areas). Positive (red dots) and negative (white dots) show training data used 
by NVML. 

 

To conduct a true comparison between training strategies while minimizing expert decisions, we 
use the same 10 features interpolated from maps for all models developed herein (Fig. 2). As is 
common practice in ML, standardized features are used as input for each ML model (i.e., subtract 
the mean and divide by the standard deviation of each input feature). 

As part of exploratory data analysis, we inspect the linear correlation of the standardized features 
using the Pearson correlation coefficient (see generally Lee Rodgers and Nicewander, 1988). The 
Pearson correlation is a statistical measure that quantifies the linear relationship between two 
variables by providing values between -1 and 1, where -1 indicates a strong negative correlation, 
1 indicates a strong positive correlation, and 0 indicates no correlation. 

We compare the distribution of NVML labeled data to the full range of the input features using 
cumulative distribution functions (CDFs). A CDF represents the distribution of data, so comparing 
CDFs for positive, negative, and unlabeled data allows a visual evaluation of whether most positive 
and negative data plot in discrete intervals within the larger range of the input feature. 

2.2 Training Strategies 

We compare three training strategies: 1) the NVML training strategy; 2) an intermediary strategy 
that implements random sampling with an equal number of positives and negatives to the NVML 
strategy (the Random Sampling training strategy); and 3) the training strategy from Mordensky et 
al. (2023) that implements random sampling and accounts for class imbalance (the Natural Class 
Imbalance training strategy). The NVML strategy uses the same negative and positive examples 
from NVML (i.e., 62 negative sites and 83 positive sites). The Random Sampling and Natural 
Class Imbalance strategies use the same known positives as the NVML strategy, but randomly 
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select negative sites from outside the favorable structural ellipses (blue area on Fig. 3). The 
Random Sampling strategy samples 62 negatives, and the Natural Class Imbalance strategy selects 
the number of negative sites corresponding to the expected positive-negative natural class 
imbalance (i.e., a roughly 1:5,100 positive-to-negative ratio). Following Mordensky et al. (2023), 
we estimate that one in four hydrothermal systems have already been found in the study area. 
Although this estimate is approximate, Mordensky et al. (2023) demonstrated that the 
corresponding model predictions are insensitive within the expected range of uncertainty (see 
Mordensky et al. 2023 for complete details).  

2.3 Hyperparameter Optimization 

We optimize hyperparameters using 60 80:20 train-test splits with five-fold cross-validation to 
prevent possible bias from any singular train-test split. For the Random Sampling and Natural 
Class Imbalance strategies, new sets of random negatives are selected with each train-test split.  

We optimize each model by maximizing the F1 score given in Equation 1 as: 

 𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑇𝑇𝑆𝑆𝑇𝑇𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃

𝑇𝑇𝑆𝑆𝑇𝑇𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃 + 1
2 (𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑆𝑆 𝑃𝑃𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑆𝑆 𝑁𝑁𝑆𝑆𝑁𝑁𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑆𝑆𝑃𝑃)

 (1) 

Final hyperparameters are selected by finding the set of hyperparameters that give the largest F1 
score from all of the models considered. We fit a final model using all the labeled data, the median 
optimal hyperparameters from the 60 train-test splits, and one last random sample of negative sites 
for the Random Sampling and Natural Class Imbalance strategies. 

To test and prevent overfitting with XGBoost, we impose loss-of-generalization early stopping 
(see generally Prechelt, 2002). With generalization loss, the fitting of new estimators stops 
immediately after the loss (a metric that is penalized by decreased model performance) increases. 
We train a final model for each XGBoost approach using the median estimator at which early 
stopping is engaged from the 60 train-test splits.  

2.4 Measures of Feature Importance 

For every modeling approach, we evaluate the relative importance of each input feature (Fig. 2) in 
making predictions. We use three measurements of feature importance in this study to explore the 
variability between measures: 1) sensitivity analysis using an F1 score; 2) sensitivity analysis using 
the area under the receiver operating characteristic curve (i.e., ROCAUC), and 3) Shapely Additive 
exPlanation (i.e., SHAP) values (see Mordensky et al., 2023 for a more detailed summary). To 
allow comparison between the different measures, each measure is min-max normalized to a zero-
to-one scale. 

 

3. Results 
In this section, we briefly describe the input feature data, present model performance, provide 
favorability predictions, and supply feature importance. 
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3.1 Exploratory Data Analysis 

The distribution of NVML values for NVML-labeled positive and negative sites generally serve 
as upper and lower bounds for the distribution of unlabeled data for five features (e.g., strain rate, 
seismic density, heat flow, fault distance, and slip rate; Fig. 4). However, the values for NVML 
positives and negatives do not bound the distributions of unlabeled values for five features (i.e., 
elevation, magnetics, fault recency, gravity, and slip and dilation tendency. 

In terms of the Pearson correlation coefficient, strain rate is the feature most correlated with the 
greatest number of other features (e.g., seismic event density and elevation; -0.59 and 0.33, 
respectively; Fig. 5). Fault distance and gravity are least correlated with other features (e.g., ≤ |-
0.15| and |-0.20|, respectively).  
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Figure 4: Cumulative distributions of the standardized features. The shaded blue area corresponds to the 
unlabeled examples. The red line corresponds to positive-labeled examples. The black line corresponds 
to the negative examples selected by the Nevada Machine Learning project (NVML). Separation of 
cumulative distribution functions show that distributions are markedly different, so a difference between 
the positive and negative lines implies the feature may be useful for discriminating between the positive 
and negative training sites. 
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Figure 5: Pearson correlation matrix of the different features for all examples. Brighter colors indicate a higher 
correlation between pairs. Blue indicates a negative correlation, and red indicates a positive correlation. 

 

3.2 Optimal Hyperparameter Values and Model Performance 

We provide the median optimal hyperparameter values and loss-vs-estimator relationships of the 
60 train-test splits for early stopping in Appendix A.  

The NVML training strategy has the best performance in terms of F1 scores (Fig. 6). The Natural 
Class Imbalance strategy produces the lowest F1 scores and only correctly predicts a small number 
of known positives (Table 1). By measure of the F1 score, XGBoost outperforms logistic 
regression on the NVML and Natural Class Imbalance strategies (Fig. 6), although the differences 
in the performance in F1 score is statistically significant only for the NVML strategy (p-value < 
0.002). A more detailed view of the models’ classification performance (Table 1) reveals that 
training strategies with randomized selection of negatives sites (i.e., the Random Sampling and 
Natural Class Imbalance strategies) results in a higher predicted number of false positives resulting 
in lower F1 scores (see Equation 1). 
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Figure 6: Box-and-whisker plots of F1 score for test data for each machine learning strategy with their 
corresponding algorithm across 60 train-test splits grouped by training strategy. Logistic regression is 
blue, and XGBoost is red. Boxes extend from the first quartile (Q1) to the third quartile (Q3) with a red 
line at the median. The whiskers extend 1.5 times the inter-quartile range (i.e., 1.5 × [Q3 – Q1] while F1 
score > 0). Flier points are individual points with values beyond the whiskers. Mean F1 scores are 
provided in the same column as their respective box-and-whisker plot. Abbreviations: NVML Strat: 
Nevada Machine Learning Strategy, RS Strat: Random Sampling Strategy, NCI Strat: Natural Class 
Imbalance Strategy. 

  

1682



Caraccioli et al. 

Table 1: Confusion matrices of training and testing for logistic regression and XGBoost for the three strategies 
plus/minus one standard deviation. True Positive corresponds to a positive-labeled cell predicted 
correctly by the model. True Negative corresponds to a negative-labeled cell predicted correctly by the 
model. False Negative corresponds to positive labels wrongly predicted as negatives. False Positive 
corresponds to a negative-labeled cell wrongly predicted as positive. We note that there are no True 
Negatives or False Positives with the Random Sampling and Natural Class Imbalance strategies because 
the labeled negatives are truly unlabeled examples that may contain unlabeled positives, but we refer to 
positives predicted from unlabeled cells as False Positives and negatives predicted from unlabeled cells 
as True Negatives. Abbreviations: TN: True Negative, TP: True Positive, FP: False Positive, FN: False 
Negative, NVML Strat: Nevada Machine Learning Strategy, RS Strat: Random Sampling Strategy, NCI 
Strat: Natural Class Imbalance Strategy. 

NVML Strat. Logistic Regression NVML Strat. XGBoost 
Training Training 

TN 38 ± 7 FP 13 ± 7 TN 38 ± 5 FP 13 ± 5 
FN 9 ± 5 TP 58 ± 6 FN 2 ± 1 TP 65 ± 3 

Testing Testing 
TN 9 ± 2 FP 5 ± 3 TN 8 ± 2 FP 5 ± 2 
FN 4 ± 2 TP 14 ± 2 FN 2 ± 2 TP 16 ± 3 

RS Strat. Logistic Regression RS Strat. XGBoost 
Training Training 

TN 27 ± 7 FP 23 ± 6 TN 29 ± 7 FP 22 ± 7 
FN 6 ± 3 TP 61 ± 4 FN 2 ± 2 TP 65 ± 3 

Testing Testing 
TN 5 ± 2 FP 7 ± 2 TN 5 ± 2 FP 8 ± 3 
FN 3 ± 1 TP 15 ± 2 FN 3 ± 2 TP 15 ± 3 

NCI Strat. Logistic Regression NCI Strat. XGBoost 
Training Training 

TN 1,362,217 
± 1897 

FP 5,680 ± 
1897 

TN 1,366,237 ± 
971 

FP 1659 ± 971 

FN 61 ± 2 TP 6 ± 2 FN 31 ± 26 TP 36 ± 26 
Testing Testing 

TN 86,433 ± 
126 

FP 362 ± 126 TN 86,688 ± 62 FP 107 ± 62 

FN 17 ± 1 TP 1 ± 1 FN 17 ± 1 TP 1 ± 1 
 

3.3 Model Predictions 

The maps created using the NVML training strategy with logistic regression and XGBoost exhibit 
a west-east trend in predicted geothermal favorability (Fig. 7). Both approaches show a general 
inclination to predict the west side of the study area as being more favorable to hydrothermal 
activity than the east side of the study area. When using the Random Sampling training strategy 
high predictions instead correspond to locally low elevation (i.e., basins) and low favorability 
corresponds to locally high elevation (i.e., ranges; Fig. 8). The prediction maps resulting from the 
Natural Class Imbalance strategy appear much like those from the Random Sampling strategy (Fig. 
9). 
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Figure 7: Geothermal favorability maps from using the Nevada Machine Learning training strategy (NVML 
Strategy) with a) logistic regression; and b) XGBoost with early stopping (at 13 estimators). Geothermal 
favorability is the normal score transform of probability. 
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Figure 8: Geothermal favorability maps from using the Random Sampling training strategy with a) logistic 
regression; and b) XGBoost with early stopping (at 5 estimators). Geothermal favorability is the normal 
score transform of probability. 
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Figure 9: Geothermal favorability maps from using the Natural Class Imbalance training strategy with a) 
logistic regression; and b) XGBoost with early stopping (at 50 estimators). Geothermal favorability is the 
normal score transform of probability.  

3.4 Feature Importance 

The relative ranking of feature importance by different measures (Fig. 10) depicts a strong 
inclination of all models for one of two features (elevation or strain rate). For the NVML strategy, 
strain rate is the dominant feature, whereas elevation is the dominant feature for the Random 
Sampling and Natural Class Imbalance strategies. 
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Figure 10: Median normalized feature importance values from the 60 train-test splits using the different 
strategy-algorithm approaches. Abbreviation: NVML Strat. LR (red) – Nevada Machine Learning 
strategy Logistic Regression; RS Strat. LR (orange) – Random Sampling strategy Logistic Regression; 
NCI Strat. LR (yellow) – Natural Class Imbalance strategy Logistic Regression; NVML Strat. XGB 
(green) – Nevada Machine Learning strategy XGBoost; RS Strat. XGB (blue) – Random Sampling 
strategy XGBoost; NCI Strat. XGB (purple) – Natural Class Imbalance strategy XGBoost; ROCAUC 
(triangle) – Area Under the Receiver Operating Characteristic Curve; SHAP (diamond) – Shapely 
Additive explanation. 

4. Discussion 
Although F1 scores might suggest the poorest performer is the Natural Class Imbalance training 
strategy (Fig. 6), the F1 scores may be partially misleading because the “false positives” upon 
which the metric relies (see Equation 1) may not truly be false positives in the Random Sampling 
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and Natural Class Imbalance training strategies because these “labeled negatives” may contain 
unlabeled positives. Therefore, we consider another metric of success - the map that gives the 
majority of the known hydrothermal systems the highest favorability scores implicitly associates 
known hydrothermal systems with the smallest geographical area. If the goal is to identify discrete 
areas for exploration, then this map reduces the effort to only this smaller area. This metric, first 
proposed in Faulds et al. (2016), compares the relative predictions of known positives with the 
greater distribution of the unlabeled examples (see Mordensky et al. 2023 for additional details). 
Curves for known positive and unlabeled cells with greater overlap indicate more alike 
distributions of predicted values, whereas curves for known positive cells that overlap less with 
the curve for unlabeled cells indicate better prediction of the known positive cells. Under this 
metric the Natural Class Imbalance strategy with XGBoost outperforms all other strategies (Fig. 
11) and has the narrowest zone for high favorability compared to all maps (Fig. 9) demonstrating 
that accounting for the expected natural class imbalance in randomized sites in hydrothermal 
systems leads to better predictions and results in better models for predicting geothermal 
favorability. 

The NVML ANN is the second best-performing model we consider, with its known positives (83) 
and negatives (62) outperforming all but the Natural Class Imbalance strategy with XGBoost 
approach (Fig. 11). This greater performance could be explained in part because the NVML team 
included structural information as expert-identified ellipses (Fig. 3) as an input feature to their 
ANN (Fig. 1). The structural ellipses have two functions: 1) encapsulating the positive sites (i.e., 
most NVML positive sites are within ellipses); and 2) narrowing the potential geospatial 
distribution of positives (i.e., positive sites are located within favorable structural settings). These 
two factors combined allow the ANN to better select areas for the occurrence of potential (i.e., 
undiscovered) positive sites that are consistent with the structures associated with hydrothermal 
systems in the study area (Faulds et al., 2006; Faulds et al., 2011; Faulds and Hinz, 2015). 

Overall, all resulting maps (Figs. 7, 8, 9) exhibit to some degree a west-east bias in the favorability 
prediction, regardless of the randomization of the negative sites. The analysis of feature importance 
(Fig. 10) shows that elevation and strain rate rank as the most important features. However, these 
features are correlated to each other (Fig. 5), and both have a general east-west trend (Fig. 2). The 
biased predictions may reflect, in part, the spatial distribution of positive sites being primarily in 
the west (controlled by basin-bounding faults that govern most geothermal systems in the Great 
Basin; Faulds et al., 2011; Faulds and Hinz, 2015) that result in the algorithms associating 
conditions in the west (i.e., high strain rate, low elevation) with positive predictions, and limiting 
the models’ ability to learn from other local variation in feature values.  

Another perspective to consider is the limitation of the data itself. The input data vary smoothly, 
(Fig. 2) whereas geological conditions do not exhibit this behavior. This smoothness in the input 
data may lead to inaccuracies in interpolated values, reducing their fidelity in representing true 
geological conditions. 
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Figure 11: Cumulative distribution function (CDFs) of favorability scores for known geothermal systems 
relative to most other map locations (i.e., unlabeled cells). CDFs for known hydrothermal systems that 
plot further to the right represent models that predict known systems as being in a smaller area of the 
map composed of the highest favorability scores. Shaded blue provides the cumulative distribution of 
predictions for unlabeled cells. Lines represent the cumulative distributions of predictions for positive-
labeled cells from the different approaches. Abbreviations: NVML Strat. LR (solid green line) – Nevada 
Machine Learning Strategy with Logistic Regression; NVML Strat. XGB (dashed green line) – Nevada 
Machine Learning Strategy with XGBoost; RS Strat. LR (solid black line) – Random Sampling Strategy 
with Logistic Regression; RS Strat. XGB (dashed black line) - Random Sampling Strategy with XGBoost; 
NCI Strat. LR (solid light blue line) – Natural Class Imbalance Strategy with Logistic Regression; NCI 
Strat. XGB (dashed light blue line) - Natural Class Imbalance Strategy with XGBoost; NVML ANN 
(solid yellow line) - Nevada Machine Learning Artificial Neural Network. 

5. Conclusion 

In this study, we compare the predictive performance of different models trained by randomly 
selecting negative sites for highly sparse hydrothermal systems with the Nevada Machine Learning 
Project’s artificial neural network, which used negative sites where the research team had 
confidence that no hydrothermal resources exist. In doing so, we demonstrate that the expert 
selection of negative sites imparted modeling bias to the Nevada Machine Learning Project’s 
artificial neural network. Furthermore, we demonstrate that accounting for the expected natural 
class imbalance in randomized sites leads to better performance with XGBoost emerging as the 
top-performing training approach. 
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Appendix A: Hyperparameters and Early Stopping 

The median optimal hyperparameters from the 60 train-test splits (Table A1) are used to train the 
final models using all the data. 

Table A1: Median optimal hyperparameters from the 60 train-test splits. Abbreviations: Inv. Reg. Str: Inverse 
Regularization Strength, LR: Logistic Regression, XGB: XGBoost, NVML Strat: Nevada Machine 
Learning Strategy, RS Strat: Random Sampling Strategy, NCI Strat: Natural Class Imbalance Strategy, 
GL: Early stopping using generalization loss, Est: Estimator. 

Strategy & Algorithm Class Weight Inverse Reg. Str 
NVML Strat. LR 1.5 ± 0.88 10.2 ± 24.4 
RS Strat. LR 1.9 ± 0.84 2.1 ± 3.5 
NCI Strat. LR 1700 ± 96.31 0.0001 ± 0.04 

 

Strategy & Algorithm Class Weight Learning 
Rate 

Max 
Depth 

GL Est. 

NVML Strat. XGB 1.6 ± 0.3 0.08 ± 0.06 3 ± 0.6 13 ± 9.2 
RS Strat. XGB 2.4 ± 0.7 0.11 ± 0.09 3 ± 0.8 5 ± 4 
NCI Strat. XGB 1800 ± 96.4 0.15 ± 0.03 4 ± 0.9 50 ± 27 

 

The median estimator for early stopping in the 60 train-test splits is used as the max depth in the 
final XGBoost models to prevent overfitting. We investigate one form of early stopping (loss of 
generalization), which is dependent upon loss-vs-estimator relationships. Training loss and 
validation loss generally decrease as early estimators are added (Fig. A1), but training loss 
generally decreases at a faster rate than the validation loss in the NVML and Random Sampling 
strategies. With the Natural Class Imbalance strategy, the validation and training loss decrease at 
roughly the same rate, suggesting that the larger number of selected negatives in the Natural Class 
Imbalance strategy reduces the potential for train-test splits being unrepresentative like some train-
test splits when training with the NVML and Random Sampling strategies. 
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Figure A1: Loss-vs-estimator relationships for XGBoost in the Nevada Machine Learning project (NVML), 
Random Sampling and Natural Class Imbalance training strategies. Training loss (pink) and validation 
loss (green) generally decrease as early estimators are added, but training loss decreases at a faster rate 
than the validation loss in the NVML and Random Sampling training strategies. The median estimator 
for early stopping using loss in generality (GL Est) is marked by a blue dashed line. 
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ABSTRACT 

Topography provides information about the structural controls of the Great Basin and therefore 
information that may be used to identify favorable structural settings for geothermal systems. The 
Nevada Machine Learning Project (NVML) tested the use of a digital elevation map (DEM) of 
topography as an input feature to predict geothermal system favorability. A recent study re-
examines the NVML data, identifying the DEM as the most important feature, showing a broad 
uniform pattern of high-favorability in the lower-elevation west and low-favorability in the higher 
elevation east of their study area in north-central Nevada. This regional elevation trend conflicts 
with the geologic notion that local relative topography should be used to identify geologic 
structures associated with favorable structural settings for hydrothermal upflow. Specifically, local 
relative topography gives information about position in the mountains, in the valleys, or at the 
transitions between, aiding in identification of faults and fault intersections. As part of U.S. 
Geological Survey efforts to engineer features that are useful for predicting geothermal resources, 
we construct a detrended elevation map that emphasizes local relative topography and highlights 
features that geologists use for identifying geothermal systems (i.e., providing machine learning 
algorithms with features that may improve predictive skill by emphasizing the information used 
by geologists). Herein, we describe the removal of the regional trend in elevation to emphasize the 
basin-and-range scale structural features, creating detrended elevation maps. 

Regional elevation trends were estimated using a local linear regression and subtracted from the 
actual elevation using a 30-m DEM. In an effort to optimize the detrended surface, alternate 
versions were produced with different rates of smoothness resulting in three detrended elevation 
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maps. The resulting elevation trend surfaces (a proxy for crustal thickness) are compared with 
conductive heat flow maps, and a general pattern was observed of a negative correlation between 
heat flow and regional elevation in many areas, indicating that thinner crust may be causing 
elevated heat flow in some areas and thicker crust may cause the observed heat flow lows. Because 
these detrended elevation maps emphasize geologic structure and relative displacement, these 
products may also be useful for other geologic research including mineral exploration, hydrologic 
research, and defining geologic provinces. 

1. Introduction 
The Great Basin is characterized by a series of repeating fault-bounded mountain ranges and basins 
(i.e., horsts and grabens, respectively) running roughly parallel to one another. There is typically 
around one km of vertical offset from mountain tops to adjacent valley bottoms, with smaller 
ranges having offsets generally > 600 m and some large ranges having offsets > two km. This 
repeating structural pattern of basins and ranges continues across the Great Basin with large 
regional trends in elevation. Because of the regional trends, the mountain tops of some ranges can 
be at lower elevations than valley bottoms several ranges away, making elevation a poor indicator 
of position in any single structurally controlled basin. However, geologists can use local relative 
elevation (i.e., the valley bottom is low, and the surrounding mountain peaks are high) within the 
Great Basin to postulate nearby fault locations and orientation. 

Hydrothermal systems in the Great Basin tend to form in structurally complex locations along fault 
systems within the basin, often along range front fault systems at the margins of basins (Faulds 
and Hinz, 2015). Consequently, the local relative elevation within the basin serves as an important 
indicator for predicting hydrothermal system formation; therefore, the use of digital elevation 
models (DEMs) with large regional trends creates challenges for supervised machine learning 
methods seeking to identify important patterns in local topography. This complication likely 
influenced a recent study of the region that predicted hydrothermal resources using a DEM as an 
input feature (the Nevada Machine Learning Project [NVML; Faulds et al., 2020]). Recent work 
by Caraccioli et al. (this volume) that re-examines the NVML Project data identified the DEM as 
the most important feature (i.e., a feature that controls the regional trend in predicted favorability). 
Because most known geothermal systems (positive training data) were in the lower elevation west 
of their area of interest in northern Nevada and a large fraction of locations classified as negative 
(no geothermal system) by NVML were in the higher elevation east, there was a correlation 
between elevation and positive/negative classification. This pattern is correlation, and probably 
not causation (unless crustal thickening is the most important feature controlling the occurrence of 
hydrothermal systems). Herein, we create (i.e., engineer) new features (detrended DEMs) and 
present key findings about the resulting surfaces. 

2. Methods 
A 30-m DEM of topography (Figure 1a; USGS, 2023) was used to produce detrended elevation 
surfaces by constructing trend surfaces (Figure 1b) with the same resolution and projection. Then, 
the trend surface was subtracted from the DEM to compute a 30-m DEM of detrended topography. 
The trend in regional elevation was estimated using the two-dimensional locally estimated 
scatterplot smoothing (LOESS) function, in which smoothness was controlled by varying the 
number of nearby data points used for interpolation (Cleveland et al., 1992; LOESS, 2022). Data 
points used to create the trend model were generated at the centers of 2-km grid cells, with the 
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value of each point being the average of the 30-m DEM grid of topography within each 2-km cell. 
Values for 245,767 cells were computed, spanning the entire study area plus a 100-km buffer to 
avoid edge effects in the resulting trend model. 

 
Figure 1: The surfaces used to make the detrended elevation surface (overlain on hillshade). Left (Fig. a): the 

raw DEM showing actual elevation (USGS, 2023). Right (Fig. b): the regional elevation trend surface 
that was subtracted from the DEM to produce the detrended elevation map. Geothermal system and 
power plant locations are from Faulds et al. (2021) and available through Mlawsky and Ayling (2021). 
Hillshade derived from USGS National Atlas (National Atlas of the United States, 2012). 

 

The LOESS algorithm uses a fixed number of points (controlled by the ‘span’ parameter that is a 
fraction of the total 245,767 points) to estimate regional trend in elevation using local linear 
regression (degree parameter equal to 1) and a tricube weight function giving larger weights to 
nearby input points (Cleveland et al., 1992; LOESS, 2022). Using more points (a larger span) 
results in a smoother map surface, whereas using fewer points (a smaller span) results in a map 
with greater local-scale variation.  

Span values of 0.005, 0.01, and 0.03 were used, representing 0.5%, 1.0%, and 3% of 245,767 data 
points being used to calculate the trend at every trend-map cell. The trend maps were generated on 
the 2-km grid, then re-interpolated to the 30-m grid matching the original DEM. Subtracting the 
30-m trend surface from the 30-m DEM of topography yields the 30-m detrended topography 
elevation surface. Interpolation of the smooth trend surface from 2 km to 30 m was done using the 
ArcPro ‘Resample’ tool using bilinear interpolation with output specifications set to match the 
original DEM (Esri, 2023). Maps were then clipped to the Great Basin study area extent.  
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3. Results 
Detrended elevation (Figure 2) and associated trend surfaces (Figure 1b) were produced for three 
rates of smoothness, these products are publicly available (DeAngelo et al., 2023). Trend surface 
smoothness corresponds to local-regional scale patterns being represented.  

 
Figure 2: An example detrended elevation surface (overlain on hillshade), generated by subtracting a regional 

elevation trend surface (span = 0.005) from the DEM. Geothermal system and power plant locations are 
from Faulds et al. (2021) and available through Mlawsky and Ayling (2021). Hillshade derived from 
USGS National Atlas (National Atlas of the United States, 2012). 
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4. Discussion 
The detrended elevation surfaces (Figure 2) remove regional trends in elevation to reveal only the 
relative basin/range topography, providing more information about the fundamental geologic 
structure of the region, effectively by emphasizing the rips and tears in the crust. After removing 
the regional trends, the elevation map that remains generally shows ranges as positive and basins 
as negative. The detrended elevation surfaces follow general patterns related to the trend surface 
smoothness. Models using a smaller span, or fewer data to define the trend, more closely capture 
local variation for smaller and more complex basins while smoother models may better 
characterize offsets in larger basins like the Carson Sink and Great Salt Lake basins. 

To better understand the utility of detrended elevation surfaces as a feature for geothermal 
exploration studies, elevation values of raw and detrended surfaces were sampled to convective 
geothermal well locations in the study area. Convective geothermal wells are defined as those from 
DeAngelo et al. (2022) with measured heat flow > 50 mW/m2 above estimated background 
conditions. Figure 3 shows the interquartile range (middle 50%) of elevation values at convective 
well locations for the DEM (Figure 3a) and the detrended elevation surface with a span of 0.01 
(Figure 3b). 

 
Figure 3: Interquartile range of raw (Fig. a, left) and detrended (Fig. b, right) elevation values (span 0.01 model 

shown) at convective geothermal well locations. Geothermal system and power plant locations are from 
Faulds et al. (2021) and available through Mlawsky and Ayling (2021). Hillshade derived from USGS 
National Atlas (National Atlas of the United States, 2012). 

 

Figure 3 illustrates some major differences between the DEM and detrended elevation surface. 
The DEM contains two signals: regional trends and local basin-range scale variations. The DEM, 
therefore, broadly highlights low-elevation areas and does not highlight areas that are in regional 
topographic highs. The detrended elevation surface, however, highlights areas along the margins 
of most basins, creating patterns resembling hollow rings around many basins. These rings are 
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thinnest in larger-throw, more steeply sloping basins because elevation changes rapidly over a 
short distance. In more gently sloping basins, filled polygons often exist instead of hollow rings 
because elevation is changing slowly over a long distance. This points to an area where there could 
be room for improvement. It may be possible to further engineer detrended elevation to better 
account for position within a basin by considering the slope and throw in basins. Despite this, 
Figure 3 illustrates how detrended elevation appears likely to better target the position of 
hydrothermal conditions within basins than a DEM. This demonstrates the utility of separating the 
regional and local signals within the DEM to isolate local-scale position within a basin using the 
detrended DEM. The other signal, the regional trend, may also lend insights for geothermal 
exploration studies. 

Whereas micro-scale occurrences of convective hydrothermal systems appear to be strongly 
related to detrended elevation within the basin where favorable structural settings for hydrothermal 
systems are more likely to exist, macro-scale variations of conductive heat flow appear to coincide 
with regional trends in elevation. Differences in regional elevation patterns likely reflect 
differences in crustal thickness, with increased crustal thickness being proportional to increased 
insulation and therefore lower conductive heat flow in the shallow subsurface. Figure 4 shows the 
trend map from Figure 2b overlain with contours depicting the variations of estimated background 
conductive heat flow from DeAngelo et al. (2022). A distinct region of low average elevation in 
northwest Nevada is coincident with an area predicted to have relatively high conductive heat flow. 
This elevated heat flow may be related to thinner crust in the low-elevation area. This low-
elevation region is likely in an area of current active deformation, as shown by strain rate models 
derived from geodedic measurements (Zeng, 2022). The active deformation is likely providing 
continuing opportunities for hydrothermal systems to develop more quickly than they seal. In 
addition to an elevated thermal gradient, the relatively thin crust may also be providing access to 
more individual hydrothermal systems because a shallower path exists for fault-controlled fracture 
networks to access hydrothermal systems. The opposite pattern can be observed in an area of high 
regional elevation in central and east-central Nevada. This region has historically been referred to 
as the Eureka Low, a region of anomalously low heat flow. While several ideas have been put 
forward over time to explain the relatively low heat flow in the Eureka Low, the higher average 
elevation, and therefore thicker crust could be a substantial cause of lower conductive heat flow in 
the Eureka Low simply because there is more crust (insulation) through which heat must conduct. 
The Eureka Low is not known to be currently experiencing substantial deformation, because strain 
rate models for the region generally show the area to have little to no movement detected through 
geodedic measurements (Zeng, 2022). Lower conductive heat flow and the absence of ongoing 
deformation capable of sustaining permeability required for hydrothermal systems to persist may 
contribute to the relative dearth of known hydrothermal systems (Figure 4; Faulds et al. [2021], 
Mlawsky and Ayling [2021]) in the Eureka Low. 
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Figure 4: Trend map from Figure 2b (overlain on hillshade) with heat flow isolines from DeAngelo et al. (2022). 

Geothermal system and power plant locations are from Faulds et al. (2021) and available through 
Mlawsky and Ayling (2021). Hillshade derived from USGS National Atlas (National Atlas of the United 
States, 2012). 

 

Using the detrended elevation surfaces in image-based convolutional neural network (CNN) based 
approaches could help identify favorable structural settings for hydrothermal system development. 
This approach could use convective geothermal wells to train a CNN to discover patterns in the 
fabric of the image of the detrended elevation surfaces that might be distinctive in hydrothermal 
system formation. 
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This work sought to develop a new and more useful feature for geothermal exploration studies that 
use elevation as a feature in predictive models. We have demonstrated visually that the resulting 
detrended elevation surfaces strip away regional trends in elevation to reveal only the local (e.g., 
basin-range) topography (Figures 1 & 2) and that they characterize position within basins far more 
consistently than the DEM (Figure 3). These detrended elevation surfaces appear to be well suited 
for use as features in geothermal exploration studies and appear better suited than raw elevation 
from DEMs. Detrended elevation surfaces may also lend important insights in other geologic 
fields, including mineral exploration, hydrologic research, and defining geologic provinces. 
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Abstract 
Hidden geothermal systems (i.e., hydrothermal energy reservoirs lacking typical surface 
manifestations) represent a potentially prolific energy resource that could support critical U.S. 
public and government energy priorities. The Department of Energy Geothermal Technologies 
Program’s Basin & Range Investigations for Developing Geothermal Energy (BRIDGE) project 
is part of a broader initiative to advance the exploration of hidden geothermal resources in the 
Basin & Range Province of the western U.S. Although the focus is on U.S. Department of Defense 
(DoD) lands, the project includes adjacent lands and geothermal fields that provide validation 
cases. The three-year effort is halfway to completion and organized into six phases: 1) identify and 
initially rank prospects based on existing geoscience datasets and a newly-acquired airborne 
geophysics survey, and identify priority data gaps that, if closed, will advance a prospect forward; 
2) conduct reconnaissance-level surface exploration studies to close high-priority data gaps; 3) 
develop conceptual models, rank prospects, and design temperature gradient hole (TGH) 
campaigns; 4) drill TGHs and update conceptual models to identify top prospects; 5) complete 
detailed surface studies; and 6) verify resources with targeted deep slim wells. The final deliverable 
is a “hidden systems playbook” based on a strategy to integrate geoscience data sets, to be used as 
a template for geothermal exploration and development in the U.S. 
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This paper presents key findings from Phase 1 and an overview of the project’s iterative progress 
in Phases 2 and 3. Phase 1 involved compilation of geoscience data from maps and drilling, 
geochemistry and temperature data from springs and wells, and geophysics data from public 
sources. This information was used to design a 3,000 km2 helicopter time-domain electromagnetic 
(HTEM) survey that imaged resistivity to ~300 m depth. Of the 24 prospects initially identified, 
10 advanced to Phase 2. Additionally, four sites serve as control studies where power plants have 
been developed or previous geothermal reservoirs were proved out. 

Phases 2 and 3 are concurrently underway as preliminary conceptual models have been built in 
some prospects while data acquisition is pending in others, particularly magnetotellurics (MT) 
surveys, 2-meter temperature measurements, water chemistry analysis, and analysis of newly 
published 1-meter resolution LiDAR to identify follow-up areas for structural geologic mapping. 
Conceptual models will be updated iteratively as new information is available. During Phase 4, 
TGHs will be drilled where they may access the impermeable smectite cap at locations where an 
elevated linear temperature gradient is anticipated, which will then be extrapolated to the base of 
the cap resolved in HTEM and MT data. To proceed to Phase 5, new TGH profiles must imply the 
existence of a geothermal system that has a good potential for power generation or industrial scale 
direct-use (>100 °C). 

1. Introduction 

Geothermal energy today goes beyond traditional, surface-identified hydrothermal systems to 
include hidden (or “blind”) systems, enhanced geothermal systems and low-temperature systems. 
Hidden geothermal systems— hydrothermal energy reservoirs lacking typical surface 
manifestations— represent a potentially prolific energy resource that could support critical U.S. 
public and government energy priorities.  The search for hidden systems, however, is often time- 
and resource-intensive. Play Fairway Analysis (PFA), adapted from other exploration (petroleum, 
mining) industries, identifies potential locations of hidden hydrothermal systems, and qualify 
geothermal opportunities by incorporating regional or basin‐wide distributions of known factors 
other than heat flow (i.e., geochemical, geophysical, and geological) that indicate a favorable 
intersection of heat, permeability, and fluid characteristics. Thus, reducing explorations costs can 
finance drilling. 

Briefly, the Nevada PFA focused on analysis of model grids with the favorable characteristics, 
heat, permeability, and fluid, with the primary focus on modeling permeability and combining data 
with regional heat flow data (Faulds et al., 2018). The models were generated by integrating 
geological and geophysical datasets to build out multi-scale permeability patterns. The Nevada 
PFA has proved successful in discovering hidden systems in the Basin & Range. In this paper we 
present an update to the Basin & Range Investigations for Developing Geothermal Energy 
(BRIDGE) project, which builds off geothermal PFA successes by striving to further drive down 
exploration costs and risks associated specifically with hidden system discovery (Schwering et al., 
2022). To be clear, system development, in the industry sense, is not in BRIDGE’s scope. Rather, 
the project is focused on conceptual modeling to guide the exploration of prospects (e.g., 
Cummings, 2009). 
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BRIDGE is funded by the Department of Energy’s Geothermal Technologies Program and is part 
of a broader initiative to advance the exploration of hidden geothermal resources in the Basin & 
Range Province of the western U.S. The BRIDGE team is a collaboration led by Sandia National 
Laboratories with partners from Geologica Geothermal Group, the US Navy Geothermal Program 
Office, and consultants Steven Sewell (Australis Geoscience Ltd) and William Cumming 
(Cumming Geoscience). The project’s study areas are based off priority areas of interest in the 
southwestern portion of the Nevada Play Fairway map, distribution across tectonic provinces, 
accessibility, the project team’s extensive experience in the region (Figure 1). Study areas cover 
about a dozen basins that include unexplored prospects, partially explored prospects, and some 
developed analogue resources that provide validation cases. Many unexplored and partially 
explored prospects are on U.S. Department of Defense (DoD) land, though adjacent lands are 
included as well. 
The project’s main objective is to develop exploration methodology that reduces risk and increases 
success for hidden geothermal system exploration and development. This includes demonstrating 
the utility of airborne and surface methods in hidden system identification, demonstrating joint 
inversion of geophysical datasets, developing a ranking system; building a hidden systems 
portfolio complete with conceptual models, resource capacity estimates, and recommended next 
steps, and developing a hidden system ‘playbook’ that relies heavily on conceptual model-based 
decision points supported by integrated geology, geochemistry, geophysics, and drilling data. The 
final deliverable, a portfolio and playbook, will be published to the GTO’s Geothermal Data 
Repository and serve as a template for geothermal exploration and development in the U.S. and in 
analogous regions abroad. 

The project’s workflow can be characterized by reconnaissance, exploration, modeling, and testing 
steps.  In more detail, we organize the workflow into four (4) phases (Figure 2): 1) identify and 
initially rank prospects based on existing geoscience datasets and a newly-acquired airborne 
geophysics survey; (2) based on preliminary conceptual models identify priority data gaps 
(geologic mapping, geochemical sampling, 2-m temperature surveys, gravity and magnetotellurics 
(MT) surveys) that, if closed, will advance a prospect forward; 3) conduct reconnaissance-level 
surface exploration studies to close high-priority data gaps; 4) develop conceptual models, rank 
prospects, and design temperature gradient hole (TGH) campaigns; and 5) rank prospects and 
verify resource(s) with targeted deep slim wells and update conceptual models. 
 

2. Phase 1 

In Phase 1, 24 prospects were identified and ranked relative to being confirmed or possible power 
capable resources.  As an initial step, the team compiled geology data from maps and drilling, 
geochemistry and temperature data from springs and wells, and geophysics data from public 
sources. Prospects were then identified based on these data, previous play fairway studies, and a 
mid-scale (3,000 km2) helicopter-borne time-domain electromagnetic (HTEM) survey specifically 
designed to cover these prospects that imaged subsurface resistivity patterns ~300 meters, on 
average, below ground surface. 
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2.1 Airborne Geophysics 

In the Basin & Range, smectite clay is found in low permeability sedimentary deposits and 
hydrothermal alteration zones overlying and adjacent to geothermal reservoirs (e.g., Cumming et 
al., 2022, Folsom et al., 2018, Siler et al., 2016). This clay caps the buoyant hot water and steam 
flow of geothermal reservoirs that are >100°C and yet remain “hidden” with no active thermal 
manifestations at the surface. Though often complicated by Nevada’s very low-resistivity 
evaporites, understanding the extent and thickness of low resistivity clay through geophysical 
imaging is an important factor in characterizing (and ranking) prospects and designing temperature 
gradient hole (TGH) campaigns (e.g., identifying possible up-dip flow of hot formation-hosted 
aquifers). The depth to the top of the low resistivity clay (ToC) is the minimum required for a well 
to penetrate surface aquifers cooled by meteoric water and detect the high temperature gradient 
due to an underlying geothermal system. The depth to the base of the low resistivity clay (BoC) is 
the shallowest at which a geothermal upflow or outflow might be discovered (Cumming, 2009). 
An HTEM survey is well-suited to map low resistivity clay throughout a study area (e.g., Hope et 
al., 2015).  

HTEM is widely used for mapping near-surface (0-500 m depth) resistivity patterns in 
groundwater mapping and mineral exploration. Like ground-based surveys, active-source time-
domain electromagnetic (EM) surveys run in a central loop configuration. An electric current along 
the transmitter coil induces primary electrical and magnetic fields which in turn induce current 
(eddy currents) in the ground. These eddy currents induce secondary fields whose potential 
(voltage) is recorded by the receiver coil. As the eddy currents decay additional eddy currents are 
induced at increasing depth. As the method’s name implies, the transmitting current is time-
varying, and the receiving voltage is recorded multiple times over a predetermined period to record 
the amplitude of decaying voltage as a function of time. This decay rate is proportional to the 
ground’s apparent resistivity (data must be inverted to resolve true resistivity). 

The BRIDGE HTEM survey was performed in Spring 2022 by Xcalibur Multiphysics with the 
HeliTEM™ system. A total of 1,877 line-kilometers collected at, on average, 2-km line spacing 
covered about 3,000 km2. The HeliTEM™ uses a square wave transmitted signal at a maximum 
7.5 Hz for an estimated 30 to 300-meter depth of investigation though this range is dependent on 
ground resistivity. Low resistivity features in the shallow subsurface can make it difficult to resolve 
deeper material, thus reducing the depth of investigation. Our HTEM survey resolved resistivity 
from 50 to 500-meter depth with an average of ~300 m. In selected prospective areas where deeper 
resistivity imaging is needed to, for example, image the BoC, MT stations have been or may be 
acquired. Aeromagnetic data was acquired concurrently with the HTEM data and the project is 
just beginning to dive into that data set. We refer the reader to Sewell et al. (this volume) for a 
detailed report of the project’s use of geophysical data to target temperature gradient wells and 
discover hidden geothermal systems. 

2.2 Existing Data 

The BRIDGE workflow involves ongoing and iterative integration of HTEM resistivity with 
existing geoscience data to guide the acquisition of new data. Well temperature and depth, 
temperature gradient, spring temperature, geochemistry, well logs come from the South Methodist 
University’s node of the National Geothermal Data System, Great Basin Center for Geothermal 
Energy, Nevada Division of Water Resources. Records and data for geothermal and oil & gas wells 
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come from the Nevada Division of Mines and Geology. Geologic maps come from the USGS’s 
National Geologic Map Database. Two-meter temperature data come from published studies, the 
U.S. Navy Geothermal Program, and the U.S. Department of Energy’s Geothermal Data 
Repository. Potential fields and MT datasets and maps come from the Navy (not public), GDR, 
and published studies. 

3. Phase 2 & 3 
Once a reasonable number of prospects were clear candidates for Phase 2 and beyond, the 
remaining prospects, which may still have power capable potential worthy of further exploration, 
were set aside in Phase 1. Of the initial 24 prospects, eleven (11) of these were advanced for Phase 
2 based on possible resource temperatures and land access inputs.  In addition to advancing 
prospects, an additional four (4) sites— Salt Wells, Don A. Campbell, Petrified Springs, and West 
Hawthorne— were designated as control studies where power plants have been developed or 
previous exploration efforts have proved a reservoir exists in the area. Control studies will not be 
discussed in this paper other than as points of comparison. Since this initial advancement of 
prospects from Phase 1 to 2, two more prospects — Pirouette Mountain and Elevenmile Canyon 
— are designated as controls and three (3) prospects have been eliminated due to land access 
restrictions. This leaves us with six (6) prospects (Table 1), which we summarize our to-date 
understanding of below.  

Surface explorations, including geologic mapping informed by LiDAR analysis, geochemical 
sampling of springs and existing wells, in-fill 2-meter temperature and MT surveys, and focused 
gravity surveys, are underway to many prospects and, in doing so, advances them to Phase 3. The 
novelty here is not in the exploration tools themselves but the way in which our data gap analysis 
and ranking guides our targeted approach. 

Geologic mapping is needed to provide better characterization of structural settings that could host 
upflow-outflow pathways and provide a basis for planning and interpreting other surface 
exploration.  Prior to field mapping, a LiDAR analysis was completed for some of the active 
prospect areas using the Geophysical Data Acquisition on Western Nevada (GeoDAWN’s) 
recently published, 1-meter resolution LiDAR data (USGS, 2023). These analyses identified 
possible structural targets that mapping campaigns can confirm or reject. 

The 2-meter temperature surveys are an effective approach for identifying thermal anomalies in 
areas that are otherwise all or mostly unexplored (Coolbaugh et al., 2007). Many prospects have 
limited surface temperature data, but what does exist often suggests a thermal anomaly. Infill or 
new 2-m temperature measurements is a low-cost tool for further defining thermal anomalies, 
adding context to HTEM interpretations, and informing TGH placement.  

MT surveying is done for high-ranking prospects to provide resistivity imaging below the depth 
of investigation of the HTEM. Station layouts are based on initial conceptual modeling and HTEM 
data. Initial analysis and interpretation of the MT data has been based on 1D inversions; however, 
data from at least one prospect will be jointly inverted with the HTEM data— an approach not yet 
carried out in Basin and Range systems. Joint inversion will provide superior imaging of both the 
shallow and deep resistivity and play an important role in targeting deeper slim wells in Phase 5 
of the BRIDGE project. 
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3.1 Gabbs Valley 

Gabbs Valley contains multiple structural target areas some with associated shallow thermal 
anomalies. To the north, the Monte Cristo Range-Front fault is a primary suspect for upflow. South 
Gabbs is a complex and tectonically active structural basin that reflects the transition between 
dextral shear along the Walker Lane fault and extension with the Basin & Range provinces. To the 
east, the Paradise Range-Front fault system exhibits Pleistocene and Holocene fault scarps and 
multiple stepovers. In the center, a dextral-normal fault system exhibits extensional stepovers. We 
are working with three active prospects in Gabbs Valley: Rawhide Spring-North Gabbs, Cobble 
Cuesta, and East Gabbs. 

Rawhide Springs-North Gabbs 

Rawhide Springs-North Gabbs is a composite prospect with a flowing hot spring (Rawhide Hot 
Springs) and a 2-m anomaly (North Gabbs) about 5 km to the north. Silica geothermometry from 
the hot spring is in the 135-160 °C range and the water type is sulfate near the sulfate-bicarbonate 
boundary. The 2-m anomaly is relatively broad with maximum temperature of 21°C. The 
maximum well water temperature comes from a 104-meter-deep stock well to the north end of the 
anomaly at 60°C, which matches hot spring temperatures (56-62 °C). A series of warm (about 
29°C) wells are found west of the hot springs (based on NDWIS data) and fieldwork by the 
BRIDGE team in the area identified several cold springs (12-23°C) to the north of the hot spring.  

The Monte Cristo Range is about 23 km long with evidence for Quaternary activity extending 
about 14 km from the northern extent of the fault system, where there is a fault termination, to just 
north of Rawhide Hot Springs, where there are stepovers identified in our field mapping. Gravity 
data suggest a right stepover south of the springs (Earney et al., 2018). A possible Quaternary fault 
scarp is observed at the south end of the range though range-front morphology (e.g., faceted spurs, 
contact pattern of alluvial fans onlapping bedrock), but our Lidar analysis indicates little 
Quaternary fault activity south of Rawhide Hot Springs. 

HTEM shows a northwest-dipping, thick conductor coming from Rawhide Hot Springs and a thin 
(<50 m) near-surface conductor that extends from Rawhide to the north-northwest where the warm 
spring and thermal anomaly are (Figure 3). This suggests the thermal anomaly could be at the end 
of a shallow outflow. Infill 2-m measurements on the east side and NW of the area will further 
refine the extent of the thermal anomaly. Additionally, reconnaissance MT should help in 
determining whether the 2-m anomaly is an outflow from Rawhide Springs. With our LiDAR 
analysis and review of existing geologic data (e.g., Payne, 2013) complete, both surveys are 
currently in the planning and permitting stages. 

Cobble Cuesta 

Cobble Cuesta is characterized by a reported warm spring along a Quaternary active fault zone, a 
2-m temperature anomaly (21 °C, Payne, 2013), and a TGH anomaly.  

The Cobble Cuesta dextral-normal fault system strikes NNE extends about 30 km from the 
Petrified Springs geothermal area to the south, along the west side of Cobble Cuesta crest and to 
the Kaiser mine vicinity (NE side of the Monte Cristo Range) to the north. Deformation (e.g., 
abrupt thickness and dip changes across fault segments) in basin sediments are consistent with 
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strike-slip faulting. Fault segments are narrowly distributed at the south end of the Cobble Cuesta 
geothermal area and become more widely distributed to the south. Quaternary fault activity of 
varying ages is observed along the entire length of the fault system. Some additional fault segments 
were identified through our LiDAR analysis, but much of our field mapping confirmed Payne 
(2013) characterizations. 

Near the two temperature anomalies (2-m and TGH) there is a double right-step in the dextral fault 
system (apparent in LiDAR), effectively forming a releasing bend or step and likely functioning 
as a small-scale pull-apart basin. Further north, there is a left-step (restraining bend) and two major 
horsetail splays to ENE-striking normal faults. It is uncertain if there are additional thermal 
anomalies associated with these displacement transfer zones. 

Shallow lithologic units in the area are very conductive which prevented HTEM data from 
adequately resolving the base of an observed conductor, interpreted as a possible clay cap, with an 
apparent dip to the southeast under the crest (Figure 4). Nevertheless, the end of this conductor 
coincides with the 2-m temperature anomaly possibly indicating the anomaly could be the end of 
the resource where fluids are closest to the surface. On the other hand, the warm spring is over 
what appears to be a shallow, thin conductor and underlying resistive body. Reconnaissance MT 
would resolve what we are interpreting at the BoC. Wells logs from two petroleum exploration 
wells on the west side of Cobble Questa offer some generic lithological information that will be 
further examined. 

We currently lack any geochemistry information, which makes it a Phase 2 priority. The warm 
spring was a top candidate for water sampling as is an agriculture well to the NW of the 2-m 
anomaly. The warm spring has sulphate water with 112°C quartz geochemistry. Agriculture wells 
to SW are warm and have anomalous chemistry (water type is sulfate and “has concentrations of 
fertilizer”).  

East Gabbs 

The Paradise Range-Front fault system is about 16 km long with a fault termination or bend at the 
north end, two stepovers along its length and a fault termination at the south end. There is evidence 
for Quaternary fault activity (e.g., Pleistocene and Holocene scarps) throughout. The southern end 
of the system dismembers an earlier stage of middle-late Miocene detachment faulting, and, as a 
result, the Tertiary sediments are tilted at high angles on both sides of the modern-day range-front 
fault system. 

Warm wells with maximum measured temperatures of 60-70°C run north and south fault system. 
Water types are sulfate with silica geothermometers of 72 °C (chalcedony) to 117 °C (quartz). If 
fluids are highly mixed and/or conductively heated, then the geothermometry could be much 
cooler than the upflow and there is some evidence for this in the HTEM profiles through the 
prospect. The area of warm wells is within the possible range of size distribution for a single large 
but may not represent a single system considering the number of favorable structural targets in the 
area. 2-meter surveys, which are currently in the planning and permitting stages, may help 
differentiate the number of systems in East Gabbs. Our data limitations preclude detailing specific 
conceptual models at this point. 
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3.2 Grover Point 

Grover Point is an example of a potentially promising prospect with limited existing data. Grover 
Point is in Dixie Valley near the right stepover along the Clan Alpine range front. Volcanic layers 
along the range margin dip to the west and become more flay-lying going into the Clan Alpine 
Range. Grover Point advanced to Phase 2 because of a known thermal anomaly. SMU data 
recorded 72 °C at 88 meters depth. Additionally wells closer to Grover Point are a few degrees 
warmer (18 – 22 °C measured range) versus those closer to the center of Dixie Valley. These cool 
artesian wells have quartz geothermometers of 112 °C and are bicarbonate waters with slightly 
elevated sulphate, indicating the potential for a high degree of mixing with a higher temperature 
resource.  

HTEM shows a conductor with apparent dips to the south and west underlying a resistive structure 
with the same apparent orientation (Figure 5). This indicates normal faulting that coincides with 
faults identified from LiDAR analysis and confirmed with field mapping. This is especially 
interesting as the conductor also coincides with the thermal anomaly. 

Currently, 2-meter temperature measurements are planned for Grover Point. There are additional 
Navy well records and USGS water reports to review. Geochemistry provides key indirect 
temperature data through geothermometry as inputs to conceptual model options.  The MT and 
HTEM data help characterize and map the smectite caps that are common over these types of 
resources. These data will next be used to update conceptual models and identify TGH targets for 
the next stage of exploration. 

3.3 Lee Allen 

Lee Allen is initially defined by a small outcrop of Mesozoic granite, known as Allen Ridge, and 
the Lee “Hot Spring” which is the result of a blown-out well from the 1930’s. post-blow out 2-
meter temperature measurements show a maximum temperature of 67.9 °C centered closely 
around the “hot spring”. North of Lee “Hot Spring” is the cold Allen Spring. Tufa and silica-
cemented sands mapped mostly occurring in Lee but also in an area north of Allen Ridge (Hinz et 
al., 2010). Quartz geothermometers suggest geothermal fluids around 165°C (e.g., Mariner, 1974) 
which is the strongest geothermometry indicator we have seen in our portfolio. Geothermal 
exploration wells in close vicinity to Lee “Hot Spring” encountered hot or boiling water. 

A northeast-striking, west-dipping normal fault cuts through the Lee Allen area and is highlighted 
in gravity data as a “saddle”. It is intersected by a series of northwest-striking dextral faults. The 
reservoir rock for this system is likely limestone and possibly other Mesozoic formations. The only 
other limestone reservoir in Nevada is Star Peak. Other analogs can be found in Utah and Turkey. 

Our solid handle of the stratigraphy and structures at Lee Allen affords us the ability to make 
geological interpretations of HTEM data. Resistive features in the east half of the area are 
metamorphic and crystalline basement rock with just a thin section of Cenozoic volcanics and 
sediments. A faulted package of volcanics and sediments dip west in the west of the area. Some 
sediments include evaporites. HTEM coverage in the southwest corner captures Tertiary strata 
where the very low resistivity is due to evaporite-rich sediments that thicken to the south (this is a 
deep southwest-tilted half-graben bounded by the Terrill Mountains Fault. 
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The conductive features captured in the west, southwest, and south portions of the HTEM data 
(Figure 6) could have a relatively shallow base with outflow beneath it, which would suggest a 
significant resource is present. MT can provide resolution at these depths. Thus, a 3D MT survey 
in addition to infill 2-meter temperature measurements are data priorities for Lee Allen. 

4. Phase 4 
East Hawthorne is a prospect in the Hawthorne Army Depot that has advanced to Phase 4 and? 
BRIDGE has begun designing and permitting a TGH drilling program. East Hawthorne is a blind 
geothermal system with a known thermal anomaly defined through 2-meter measurements, 
temperature gradient holes, and a slim well. Although 100 °C outflow is proven through TGH 
maximum temperatures the breadth of it and the upflow is unknown. There is no geochemistry, 
and existing 2-meter temperature measurements is sparse making these data gaps high priority.  

The infill 2-m survey confirmed a temperature anomaly (28°C maximum) in the northeast quadrant 
of the prospect area. Its location coincides with the existing TGH thermal anomaly. Both HTEM 
and new MT data show a conductor that extends almost the east-west length of the prospect area 
(Figure 4). This is interpreted to be the clay cap with variable thickness, although the BoC is not 
always confidently resolved in HTEM. Profiles that intersect wells with temperature and lithology 
data confirm smectite at the depth range of the conductor and a temperature gradient that, when 
linearly extrapolated to depth, suggest a power capable reservoir beneath the clay cap (Figure 7). 

A 300-meter TGH is being targeted southeast of the 2-meter anomaly where it is expected to 
intersect the clay cap but not drill through it. Another TGH is targeted to the west where tufa 
mounds are located and where the imaged clay cap comes close to the surface and it’s relatively 
thin (though BoC may not be fully resolved). 

5. Moving Forward 
The BRIDGE project considers prospects identified in the Nevada PFA map and previous 
exploration as potential hidden systems. Phase 1 of the project included a study area wide HTEM 
survey and dataset compilation to rank prospects and identify data gaps. Phases 2 and 3 are 
concurrently underway as preliminary conceptual models have been built in some prospects while 
data acquisition is underway or pending in others. Data acquisition included MT surveys, 2-meter 
temperature measurements, water chemistry analysis, and LiDAR followed-up with focused 
structural geologic mapping. Conceptual models will be updated iteratively as new information is 
available. During Phase 4, TGHs will be drilled where they may access the impermeable smectite 
cap at locations where an elevated linear temperature gradient is anticipated, that will then be 
extrapolated to the base of the cap as resolved in HTEM and MT data. Prospects where new TGH 
profiles imply the existence of an economic geothermal resource will advance to Phase 5 and deep 
slim well drilling will verify resources. Ultimately, BRIDGE aims to provide a workflow that 
emphasizes conceptual modeling and data integration to reduce exploration costs that can be 
redirected to drilling efforts. 
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Figure 1 Map of hidden prospects under BRIDGE consideration and HTEM transects overlaying Nevada Play 
Fairway Analysis and Quaternary faults. 

 

 

Figure 2 Simplified workflow for advancing prospects from possible hidden system to drilling a slim well. Phase 
1: identify and initially rank prospects based on existing geoscience datasets and a new airborne 
geophysics survey. Phase 2: based on preliminary conceptual models identify priority data gaps (geologic 
mapping, geochemical sampling, 2-m temperature surveys, gravity, and MT surveys) that, if closed, will 
advance a prospect forward. Phase 3: conduct reconnaissance-level surface exploration studies to close 
high-priority data gaps. Phase 4: develop conceptual models, rank prospects, and design temperature 
gradient hole (TGH) campaigns. Phase 5: rank prospects and verify resource(s) with targeted deep slim 
wells and update conceptual models. 
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Table 1 Current prospect ranking and stages. Green shading indicates active prospects and exploratory status 
in the context of our workflow. Grey shading indicates prospects that did not advance past a given phase. 
Red shading indicates stopping points due to restrictive or unsafe access. Blue shading indicates control 
studies of either power plants have been developed or previous exploration efforts have proved out parts 
of reservoirs. 

 

 Prospect Known 
Anomalies 

Structural/ 
geophysical 

target 

Max 
Temperature Phase 1 Phase 2 Phase 3 Phase 4 

 
 

Carson Lake & 
Fallon Mainside Y  >200 °C X    

BR-16 N Y  X    
Lee-Allen   154-190 °C  3D MT   
Salt Wells Y  180 °C Developed Control 

D
ix

ie
/F

ai
rv

ie
w

 V
al

le
y 

Pirouette Mountain   87 °C at 609 
m  Control   

Eleven-Mile 
Canyon Y  81.5 °C at 

274 m 
 Control   

Chalk Mountain N Y  X    

The Bend Y Y   Inaccessible 
(WSA) 

  

Grover Point Y  72 °C at 88 
m 

 LiDAR analysis, 
2-m, MT 

  

Middlegate N Y  X    
Bell Flat Hot Spring Y    Unsafe (DOD)   
Big Kasock N Y  X    
Labou Flat N Y   Unsafe (DOD)   

G
ab

bs
 V

al
le

y 

Don A. Campbell Y  126 °C Developed Control 
Finger Rock N Y  X    
Benton Springs N Y  X    

Rawhide Springs - 
North Gabbs Y  135-160 °C  

LiDAR analysis, 
geochem, infill 

2-m, MT 
 

 

Kaiser Y   X    
Cobble Cuesta Y    Geochem   
Petrified Springs Y  125 °C Control    

East Gabbs Areas Y  72-117 °C  LiDAR analysis, 
geochem 

  

H
aw

t    

East Hawthorne   100 °C  Geochem   
West Hawthorne Y  120 °C Control    

B
el

l F
la

t Bell Flat North N Y  X    
Bell Flat Central N Y  X    
Bell Flat East N Y  X    
Bell Flat South N Y  X    
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Figure 3 Temperature data and HTEM profiles intersecting Rawhide Hot Springs and North Gabbs prospects. 
Rawhide Hot Springs characterized in HTEM data as a broad, flat conductor (reds and oranges) that 
appears to intersection the surface in the vicinity of the hot spring.  White shading in profiles indicates 
depths beyond the depth of investigation (a.k.a. poor resolution). 
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Figure 4 Temperature data and HTEM profiles intersection Cobble Cuesta. A conductor (reds and oranges in 
profiles) of variable thickness is interpreted as clay with an apparent southeast dip. The end of this 
conductor coincides with the 2-m temperature anomaly. White shading in profiles indicates depths 
beyond the depth of investigation (a.k.a. poor resolution). 
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Figure 5 TGH and well data and HTEM profiles that intersect the Grover Point thermal anomaly. These 
profiles show a conductor (reds and oranges) with an apparent dip to the west. A shallower resistive 
feature has a similar orientation. LiDAR shows a fault scarp where these features intersect the surface. 
White shading in profiles indicates depths beyond the depth of investigation (a.k.a. poor resolution). 
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Figure 6 Surface temperatures, planned exploration, and HTEM profiles south of Lee "Hot Spring". Current 

exploratory plans (2-m, MT, and eventual TGH drilling) are focused on the apparent south-dipping 
conductors (reds and oranges in profiles). White shading in profiles indicates depths beyond the depth 
of investigation (a.k.a. poor resolution). 

1717



Downs et al. 

 

Figure 7 Surface temperature, TGH temperature maxima, lithology logs, and east-west HTEM profile at East 
Hawthorne. HTEM shows laterally continuous conductor (reds and oranges) with variable thickness. 
Logged wells just north of the profile support the interpretation of this conductor as a clay cap. Where 
the conductor is shallowest (x = 8100 m), a 2-meter temperature anomaly of 28 °C was measured. 
BRIDGE is planned a TGH in this area as well as to the west where the conductor is also close to the 
surface. (x = ~950). White shading in profiles indicates depths beyond the depth of investigation (a.k.a. 
poor resolution). 
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ABSTRACT 

The Great Basin Center for Geothermal Energy at the University of Nevada, Reno, is leading the 
INGENIOUS (INnovative Geothermal Exploration through Novel Investigations Of Undiscovered 
Systems) project, which is funded by the Department of Energy. The ultimate goals of this project 
are to 1) develop methodologies and new datasets to accelerate discoveries of new, commercially 
viable hidden geothermal systems in the Great Basin region (GBR) of the western USA, and 2) 
significantly reduce the exploration and development risks for all geothermal resources such that 
the full geothermal potential of the GBR can be unleashed.  The GBR currently hosts ~28 operating 
geothermal systems with >1,200 MWe of installed nameplate capacity. The 5-year INGENIOUS 
project is now in year 3 and transitioning from regional data synthesis to local site focus. Major 
achievements to date include: 1) compilation of ~15 regional datasets, 2) identifying >1,000 
favorable structural settings, 3) developing new methods of parameter review, 4) improving 
methodologies for play fairway analysis (PFA), and 5) significant progress on local scale detailed 
studies.  The ability to build 3D geophysical – geological models was improved with the updates 
to the software SimPEG. Advanced geostatistics and value-of-information (VOI) analysis are 
being utilized to identify prospective geothermal resources and reduce exploration risk, with initial 
application at the Granite Springs Valley (GSV) project site in western NV. The same workflow 
as at the GSV site will be incorporated at two new sites in Nevada - Argenta Rise in northern Reese 
River Valley and the Jersey Summit/Buffalo Valley. A third site is being selected in western Utah.  
From regional to local scales, we are using our datasets and knowledge to fully integrate multiple 
techniques to develop a comprehensive exploration workflow toolkit.  Ongoing efforts are focused 
on developing regional geothermal potential maps, geologic and geophysical data acquisitions at 
the detailed study areas, and selection of drilling sites, starting with GSV. 
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1. Introduction 
The primary goal of the INGENIOUS project is to accelerate discoveries of new, commercially 
viable hidden geothermal systems in the Great Basin region (GBR) of the Basin and Range 
province in the western USA, while significantly reducing the exploration and development risks 
for all geothermal resources. The GBR is a world-class geothermal province with >1200 MWe of 
installed nameplate capacity from ~28 geothermal systems (Figure 1). However, studies indicate 
far greater potential for conventional hydrothermal systems in the region (Williams et al., 2009; 
U.S. Department of Energy, 2019), but most of these resources are hidden or blind (Coolbaugh et 
al., 2007a).  

Most geothermal systems in the GBR, especially those ≥130°C, reside along normal faults in 
complex interaction zones, such as fault terminations, fault intersections, step-overs or relay 
ramps, accommodation zones, displacement transfer zones at the ends of strike-slip faults, and 
releasing bends or pull-aparts in strike-slip faults (Curewitz and Karson, 1997; Faulds and Hinz, 
2015) (Figure 1). These fault interaction zones contain higher fault and fracture densities, more 
permeable fault breccia in lieu of impermeable clay gouge, and typically correspond to critically 
stressed areas (Faulds and Hinz, 2015; Siler et al., 2018). These characteristics lead to enhanced 
permeability and long-term fluid flow (Micklethwaite and Cox, 2004). Because most systems in 
this region are controlled by Quaternary normal faults, they generally reside near the margins of 
actively subsiding basins. Thus, fault-hosted upwelling fluids commonly flow into permeable 
sediments in the basin and do not emerge directly along the surface fault trace. Geothermal outflow 
may emanate kilometers away from the deeper source or remain hidden (or blind) with no surface 
manifestations (Richards and Blackwell, 2002). Thus, techniques are needed to identify and 
characterize structural settings associated with increased permeability. The discovery of the 
McGinness Hills hidden system in central Nevada (~150 MWe; Figure 1) suggests that many such 
systems are yet to be discovered in the region. The technical challenge is developing 
methodologies to locate such systems with minimal risk. The geothermal play fairway (PF) 
concept is one approach to reduce this risk, and it has been applied to evaluate undeveloped and 
potential hidden systems in various settings in the conterminous western U.S. (Faulds et al., 2015a; 
2015b; 2018; 2020; Forson et al., 2016; Shervais et al., 2016; Siler et al., 2017; Craig, 2018; Craig 
et al., 2021). In Nevada, play fairway analysis (PFA) was applied to a 96,000 km2 study area 
(Figure 1) and resulted in the discovery of new hidden systems in Gabbs Valley and Granite 
Springs Valley (Faulds et al., 2021b; Craig et al., 2021).   

However, geothermal PFA is a relatively ‘youthful’ methodology, and previous PF projects 
encountered challenges such as how to objectively estimate ‘weights of influence’ for workflow 
parameters, incomplete datasets, lack of key datasets, and limited numbers of training sites (Faulds 
et al., 2020).  Our approach to address these challenges is to 1) expand PFA to nearly the entire 
GBR; 2) improve existing regional- and local-scale PFA workflows through addition of several 
new datasets and incorporating machine learning (ML), advanced geostatistics, and value of 
information (VOI) techniques; and 3) review and incorporate lessons learned from all PF projects 
in the GBR. We are working to develop both regional- and local-scale PF maps that reflect the 
natural progression of an exploration program.  

The INGENIOUS project fully integrates these techniques with the goal of developing a 
comprehensive exploration workflow that includes predictive geothermal play fairway (PF) maps 
at both the regional- and prospect-scale, updated regional geological and geophysical datasets for 
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much of the GBR, detailed 3D maps and conceptual models of individual prospects, and ultimately 
a developer’s playbook for the entire region.  The GBR study area encompasses most of Nevada, 
western Utah, southern Idaho, southeastern Oregon, and easternmost California (Figure 1). 
Building on geothermal PF efforts in central Nevada (Faulds et al., 2015a; 2015b; 2021b), NE 
California/NW Nevada (Siler et al., 2017), and western Utah (Wannamaker et al., 2017), we 
expanded these study areas to the broader GBR (Figure 1). Concurrently, we have moved a few 
promising blind prospects forward with detailed geological and geophysical analyses, and then 
next year will be followed by drilling thermal-gradient holes (TGH).  

 
Figure 1: Regional setting of Great Basin study area for the INGENIOUS project, with locations of known 

geothermal systems, identified structural settings, previous PF projects (Modoc, Nevada, and Utah), and 
current detailed study areas (Granite Springs Valley-GSV; Argenta Rise-AR, and Buffalo Valley-BV). 

Major project objectives include: 1) compiling regional geological and geophysical datasets for 
the Great Basin region; 2) enhancing regional- and local-scale PF exploration workflows, and 
using these to produce new geothermal potential maps for the GBR; 3) quantifying resource 
potential, uncertainty, and degree of exploration at a few promising hidden geothermal prospects 
in the GBR; 4) releasing multiple geoscience data products for public, academic, and industry use; 
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and 5) ultimately generating a geothermal developers playbook that consolidates current 
conceptual understanding and best practices for geothermal exploration in the region.  

In this paper, we describe progress to date on the INGENIOUS project, including compilation of 
regional datasets, detailed studies of three promising sites in the GBR, and initial inroads in 
enhancing workflows (exploration data, tools, and optimization).  The INGENIOUS project 
includes a large team of organizations and individuals that collectively cover multiple disciplines, 
as required by the multi-disciplinary nature of geothermal research and development.  
Organizations involved include the Great Basin Center for Geothermal Energy at the Nevada 
Bureau of Mines and Geology at the University of Nevada, Reno, U.S. Geological Survey, Utah 
Geological Survey, Idaho Geological Survey, National Renewable Energy Laboratory, Lawrence 
Berkeley National Laboratories, Raser/Cyrq Energy, Inc., Geothermal Resource Group, Petrolern 
(now Teverra) Ltd., Hi-Q Geophysical, Inc., Aprovechar Lab L3C, and Innovate Geothermal Ltd.   

2. Regional Analysis 
Our regional study area provides a full transect across the Basin and Range province from the 
Sierra Nevada on the west to the Wasatch Front on the east, including the most tectonically active 
parts of the GBR. This includes much of the incipient transform plate boundary of the Walker 
Lane (Faulds and Henry, 2008), which accommodates ~20% of the dextral motion between the 
North American and Pacific plates in the western GBR (Kreemer et al., 2009). There is strong 
correlation between active tectonism and relatively high-temperature geothermal systems 
(>130°C) in this region (Bell and Ramelli, 2007; Faulds et al., 2012, 2015a; 2015 b). Furthermore, 
the three previously completed PFA projects (Figure 1) and the NV geothermal machine learning 
project (Smith et al., 2023) provide a strong foundation for this project. The previously completed 
PF studies and the ML project were challenged by a paucity of training sites. Evaluating a larger 
region provides >400 known geothermal systems that can serve as positive training sites and 
abundant opportunities for negative training sites.  

We are including up to 15 parameters in the regional PFA: 1) favorable structural setting, 2) 
location of Quaternary faults, 3) slip rates on Quaternary faults, 4) age or recency of faulting, 5) 
slip and dilation tendency on Quaternary faults, 6) active and paleo-geothermal features (e.g., 
sinter, travertine, and tufa), 7) Quaternary volcanic distribution and composition (e.g., rhyolite vs. 
basalt), 8) gravity data and models (e.g., depth to basement), 9) magnetic data, 10) magnetotelluric 
(MT) data, 11) geodetic strain rate, 12) earthquake distribution, 13) regional heat 
flow/temperatures, 14) temperature-geochemical data from wells and springs, and 15) 2-meter 
temperature data.  The regional datasets have essentially been completed, with several shown in 
Figure 2.   

The mix of datasets is designed to assess the three major components of a geothermal system: heat, 
permeability, and fluids.  For example, favorable structural settings (i.e., location of fault 
interaction zones) along Quaternary fault zones are particularly important for assessing 
permeability, as such settings are known to enhance fracture permeability and essentially all higher 
temperature systems in the GBR are hosted by such a setting (e.g., Faulds et al., 2021a).  To date, 
we have identified over 1,000 favorable structural settings within the study area.  The 
characteristics of Quaternary fault zones (e.g., location of favorable settings, slip rates, and age) 
are surface features associated with geothermal activity, but most favorable settings probably do 
not contain a hidden geothermal system.  Thus, it is critical to incorporate various geophysical 
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datasets to elucidate the subsurface and evaluate which settings are most likely to host a geothermal 
system.  For example, potential field data (gravity and magnetics) can be used to discern subsurface 
fault patterns indicative of favorable settings. Terminating or intersecting gravity and/or magnetic 
gradients may indicate terminating or intersecting faults at depth.  Magnetic lows may indicate 
hydrothermally altered rocks, and low resistivity anomalies may reflect clay caps.  Heat parameters 
will be incorporated at several levels, including: 1) regional heat flow models and derivative 
temperature maps, 2) direct evidence of temperatures from springs and wells, 3) subsurface 
temperatures inferred from geothermometry, and 4) shallow two-meter temperature surveys, 
where available. 

 
Figure 2: Examples of regional datasets compiled for the INGENIOUS project.   
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3. Detailed Study Areas 
Detailed studies of particularly promising sites are a major part of this project, as they provide a 
means of testing and potentially validating the PFA and associated workflows.  Currently, we are 
analyzing three individual sites: 1) northern Granite Springs Valley in western Nevada; 2) northern 
Reese River Valley (also referred to as Argenta Rise) in north-central Nevada, and 3) Jersey 
Summit/Buffalo Valley, also in north-central Nevada.   

Site 1 (Granite Springs Valley, NV) was selected given the progress made during the previously 
completed Nevada PFA, which included acquisition of geological and geophysical datasets and 
both geoprobe and temperature-gradient drilling (Faulds et al., 2019).  However, full 3D 
geological, conceptual modeling, and resource estimation were not completed for Granite Springs 
Valley during this previous project and are now completed (Glen et al., 2022; Kraal et al., 2023).  

To assist with the selection of the second and third sites, the original Nevada play fairway model 
was re-run.  The original PFA model, constructed in October 2015, was updated in March 2021 to 
incorporate significant improvements in input data quality and quantity, as well as improvements 
in data processing, that occurred over the past 5-6 years.  Many of these improvements were 
derived from work on the Nevada machine learning project (e.g., Faulds et al., 2020; Brown et al., 
2020; Smith et al., 2023) and from work on a project detailing the favorable structural settings of 
all known geothermal systems in Nevada (Faulds et al., 2021a).  Data layers that were updated and 
improved included: 1) a revised database of known geothermal systems in Nevada, 2) an updated 
heat flow map provided by the USGS (DeAngelo et al., 2023), 3) an updated gravity grid and 
derivative products that improved the predictive response of gravity information to geothermal 
activity provided by the USGS (2023 unpublished), 4) new high resolution airborne geophysical 
surveys (Glen and Earney, 2023), 5) updated information on slip and dilation tendency of faults 
provided by the USGS (Siler, 2022), 6) an updated geothermometry file (provided by the GBCGE), 
and, 7) an updated structural settings layer and attributes (provided by Faulds et al., 2021a).  In 
addition, paleo-geothermal features as a type of direct evidence and a quality factor to better 
characterize the ‘strength’ of structural settings were incorporated for the first time over the scale 
of the entire study area (provided by GBCGE).   

The updated predictive fairway values for geothermal prospectivity in addition to other factors 
(e.g., land status; accessibility; previous exploration; structural setting; Great Basin geological 
domain) were used to down-select these sites from an initial set of ~35 sites. The site in northern 
Reese River Valley near Battle Mountain (Argenta Rise) had the highest predictive play fairway 
score.  For the third detailed study area, we had initially planned to select a site in eastern Nevada, 
in part to have a broad geographic distribution for these sites. However, we determined that the 
current geothermal favorability maps and other machine learning products may not fully account 
for some of the differences in the geologic framework of eastern Nevada, including influence of 
the regional carbonate aquifer on geothermal potential, generally older Quaternary faults, and 
lower strain rates compared to western Nevada.  Thus, further evaluations and possibly a revised 
PFA would be needed prior to selecting a site there. We therefore decided to focus on western to 
north-central Nevada for Site 3 as well, selecting a structurally complex area that straddles Buffalo 
and Jersey Valleys in the Jersey Summit area. 
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3.1 Northern Granite Springs Valley 

The Adobe Flat area in northern Granite Springs Valley (Figure 3) was selected for detailed study 
in the INGENIOUS project due to promising results from detailed investigations in the Nevada 
PFA.  This area contains a favorable structural setting (termination of a major Quaternary normal 
fault), terminating gravity gradient, magnetic gradient, newly discovered Quaternary sinter 
deposits, warm temperature-gradient holes, and promising geothermometry from water samples 
collected with geoprobe drilling (Benoit, 2008; Faulds et al., 2019) (Figure 3).  Drilling of six new 
temperature-gradient holes in the Nevada PF project yielded temperatures of up to ~96°C at ~240 
m, suggesting the presence of a blind geothermal system.  Isothermal gradients in two wells 
suggest a convective heat source and upwelling proximal to the largest, observed sinter deposits.  
We suspect that a major upwelling lies in this area proximal to sinter deposits and within a zone 
of intersecting faults and a possible step-over within a broader horse-tailing fault termination.  The 
sinter deposits imply subsurface temperature of more than 180°C (e.g., Fournier and Rowe, 1966).   

Limited new data acquisition has occurred at Granite Springs Valley (GSV) in the INGENIOUS 
project, because this site was evaluated in the Nevada PFA project, which included detailed 
gravity, magnetics, MT, TG drilling, and 2-meter temperature surveys (Faulds et al., 2019, 2021b). 
However, for the INGENIOUS project it was determined that additional 2-m temperature 
measurements would be helpful to refine the conceptual model and provide some linkages between 
borehole temperature data, paleo-geothermal deposits, and the shallow temperature regime. A total 
of 91 new 2-meter temperature measurements were collected in 2021.  The survey identified two 
subtle thermal anomalies (Figure 3C).   

Additional work at Granite Springs Valley for the INGENIOUS project has included re-
interpretation of six seismic reflection profiles, detailed potential field modeling, integration of the 
detailed gravity modeling and seismic reflection interpretations, development of a joint gravity 
and magnetic 3D model, 3D MT modeling, and construction of a 3D geologic map (Glen et al., 
2022; Siler et al., in review).  The 3D geologic map of Granite Springs Valley was constructed 
using Leapfrog Geothermal software and was based on seven new geologic cross-sections 
incorporating geologic constraints, 2D gravity and magnetic forward modeling (all sections), 3D 
depth to basement inversion modeling (all sections), and re-interpretation of seismic reflection 
data (three sections). The map displays the subsurface structure and stratigraphy in the upper ~6 
km spanning ~280 km2 centered on the northern Granite Springs Valley geothermal area.   

The key structural feature on the 3D map is a ~6 km (north-south) by 4 km (east-west) horst block 
in the north-central part of the Granite Springs basin (Witter et al., 2023) (Figure 4).  Here, the 
Tertiary volcanic section crops out locally, and the underlying Mesozoic basement rocks lie at 
shallow depths (~100-230 m). A complex fault zone incorporating at least five faults defines the 
western side of the horst block and spatially corresponds with the surface geothermal deposits and 
the long axis of the thermal anomaly.  The 3D map forms the basis for ongoing conceptual 
modeling, power capacity modeling, and stochastic temperature modeling (Kraal et al., 2023; 
Trainor-Guitton et al., 2023a).  Key datasets utilized in the resource conceptual model in addition 
to the 3D geologic and MT models include the paleo-geothermal surface deposits, subsurface 
temperature data (including from the six TG holes drilled during phase 3 of the Nevada geothermal 
Play Fairway project), water-table data, and geochemistry of water samples from several wells. 
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Figure 3: Maps of the Granite Springs Valley geothermal prospect. A: Imagery, faults, paleo-geothermal 

deposits, and locations referenced in the text. B: Location of TGH wells and geoprobe holes color-coded 
by temperature at 80 m outlining N-S temperature anomaly along edge of the playa. C: 2-meter 
temperature survey. D: Conceptual model resource extent and confidence at 200 m elevation (~1-km 
depth), inferred depth of the main reservoir.  
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Figure 4: 3D perspective views looking north at the Granite Springs Valley 3D geologic map. A. Full 3D map 

(left). B. East-west slice through the central area of interest (right). The surface geothermal features are 
shown for reference.  Model constructed by Drew Siler.   

3.2 Northern Reese River Basin (Argenta Rise) 

The northeastern part of the Reese River basin, situated ~15 km southeast of Battle Mountain, 
Nevada, adjacent to the northern Shoshone Range and Argenta Rim (Figures 1 and 5), scored 
highly in the Nevada geothermal play fairway analysis (PFA) for hosting potential hidden 
geothermal systems.  Consequently, this site (here referred to as Argenta Rise) was chosen for 
detailed study in the INGENIOUS project.  The Argenta Rise area scored highly in the PFA 
primarily due to the presence of favorable structural settings (e. g. fault intersections and step-
overs) with relatively high slip rates on Holocene faults. The INGENIOUS project is utilizing 
additional parameters and more rigorous analytical techniques to further advance exploration 
techniques. At Argenta Rise, we are currently integrating geological (e.g., existing geologic 
mapping) and geophysical datasets (e.g., gravity and magnetics acquired in this project) to build a 
structural model and to identify specific favorable sites for potential geothermal upwelling. We 
have also conducted a 2-meter temperature survey.  The nearby Beowawe geothermal system (with 
abundant sinter, hot springs, and a geothermal power plant) occupies a fault intersection in an 
apparent left step in a major ENE-striking fault and may serve as an analogue for a potential hidden 
system in the Argenta Rise area.   

Initial results suggest that, at a regional scale, Argenta Rise is situated in a broad left step between 
the Argenta Rim and northern Shoshone Range in a system of ENE-striking faults (Figure 5) that 
presumably accommodated sinistral-normal oblique slip.  Northerly striking normal faults within 
an apparent broad pull apart link the major ENE-striking faults. Smaller step-overs (or relay ramps) 
and fault intersections occur within this potential pull apart zone and may mark individual sites of 
upwelling.  Gravity data defines two discrete subbasins, as well as a possible step-over and fault 
termination, along the intrabasinal Bateman Spring fault within the northern Reese River basin. 
Based on surface fault traces and gravity data, there are four fault intersections and six step-overs 
within the Argenta Rise area.  The 2-meter temperature survey included 139 measurements across 
the area and did not identify any definitive thermal anomalies.  Two very subtle anomalies are 
found within the area but are either isolated to a single station or below the typical detection limit.  
Therefore, the shallow temperature survey at Argenta Rise was inconclusive, although the two 
very small anomalies may suggest a hidden geothermal resource, which is possibly masked by a 
shallow cool aquifer or relatively deep compared to other systems in the region that have yielded 
definitive shallow thermal anomalies (e.g., Coolbaugh et al., 2007b; Glen and Earney, 2023; 
Earney et al., 2022).  
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Figure 5: A. Preliminary isostatic residual gravity map for the Argenta Rise area.  B. Preliminary magnetic 

anomaly map for the Argenta Rise area.  Black polygons outline the individual favorable structural 
settings.  Black dot – town of Battle Mountain; black star – Beowawe geothermal system.  

Estimating the relative geothermal potential of each of the individual favorable structural settings 
at Argenta Rise awaits results of 1) the ongoing structural analysis that will constrain the 
kinematics of the various fault systems, 2) interpretation of several recently reprocessed seismic 
reflection profiles, 3) modeling of recently acquired gravity, magnetics, and MT data that will 
further elucidate the subsurface architecture of the basin, and 4) eventual fine-scale PFA 
incorporating machine learning, value of information analysis, and lessons learned from other 
detailed studies.  

3.3 Jersey Summit/Buffalo Valley 

The third detailed study area lies in southern Buffalo Valley and the Jersey Summit area between 
Buffalo and Jersey Valleys in north-central Nevada (Figures 1 and 6).  This area scored high in the 
revised play fairway analysis and thus has relatively high potential to host a hidden geothermal 
system due primarily to two major intermeshing, oppositely dipping Quaternary normal fault zones 
within a major accommodation zone.  The west-dipping Jersey Valley fault zone terminates 
northward in this accommodation zone, whereas the east-dipping Buffalo Valley fault zone dies 
out southward.  Accommodation zones host some of the larger geothermal systems in the region, 
including Steamboat and McGinness Hills (Faulds et al., 2021a; Figure 1).  In addition, both the 
Buffalo Valley and Jersey Valley fault zones contain several discrete step-overs that represent 
more localized geothermal prospects within the area.  This study area is being analyzed by Quentin 
Burgess (University of Nevada, Reno, graduate student) for his Master’s thesis (Burgess and 
Faulds, 2023).   
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Detailed analyses were recently initiated at this site, including detailed geologic mapping, 
structural analysis, a 2-meter temperature survey, geochemical analyses of springs and wells, and 
geophysical surveys (gravity, magnetics, and MT).  The USGS is carrying out the geophysical 
surveys.  In addition, one legacy seismic reflection profile across Buffalo Valley was reprocessed 
and will be interpreted as part of this study.   

Major objectives are to integrate multiple geologic, geophysical, and geochemical datasets to 
establish the stratigraphic and structural framework of the area, delineate the geometry and 
kinematics of the Quaternary fault systems, identify individual favorable structural settings within 
the broader accommodation zone, define locations of thermal anomalies, and assign the most 
favorable targets for future temperature gradient drilling.  A 3D geologic map will be constructed 
for the area, which will allow for conceptual modeling and resource evaluation similar to that 
accomplished for Granite Springs Valley. 

 
Figure 6: Generalized geologic map of Buffalo Valley/Jersey Summit area by Muller et al. (1951) and Ferguson 

et al. (1951) overlain on a DEM. Yellow polygon outlines the study area.   
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4. Exploration Data, Tools, and Optimization 
The INGENIOUS project over the next two years will take all lessons learned and analyses from 
the regional and local detailed efforts and release as products for the geothermal community to 
use.  The goal is for the work products to be applicable in both the GBR and other exploration 
areas, especially with potential hidden geothermal systems over 120 °C. These tools include items 
from PF, ML, and VOI, in addition to all the raw data, synthesized maps, and layers already 
uploaded into the Geothermal Data Repository (https://gdr.openei.org/submissions/1391). 

4.1 Geothermal Developers Playbook 

The Geothermal Developers Playbook is being designed to integrate feedback and learnings from 
all team members as we work through the processes of 1) improving regional data analyses, 2) 
local detailed site exploration including modeling and drilling of TG wells, and 3) estimating the 
resource potential. The best practices will support market transformation through a playbook(s) 
with software tools fully accessible through the GBCGE/NBMG websites. A current example of 
what is available is the Geothermal Subsurface Explorer platform that is built on ArcGIS yet is 
designed for users without software skills to extract data (https://gbcge.org/ subsurface/).  
Development of applications and mini-programs are being designed also for GitHub to reach a 
larger audience beyond the GBR.  

4.2 Machine Learning for the Play Fairway Process 

The play fairway analysis is under review to examine the benefits and value of each parameter and 
assessing them for combined synergies to make “super parameter layers”.  Weights of evidence 
and logistic regression are utilized to assess the value of each parameter on its own as weighted 
layer in addition to combining many parameters into one, e.g., the strain (three layers), heat flow 
(three layers), earthquake (18 layers), gravity (three layers), magnetics (three layers), MT (five 
layers), volcanic (three layers), and fault (four layers) (Hart-Wagoner et al., 2023, Smith et al., 
2023). Items such as the Quaternary fault layer, already shown to be important in finding a hidden 
geothermal system, is assessed with new techniques to derive and input it into the PF process. The 
streamlining of how to weight and combine the available data also provides a template for industry 
of the types of data to collect at regional and local scales to improve efficiency and reduce the risks 
in exploration. 

4.3 Value of Information 

Value of Information (VOI) is another tool used in this project to incorporate spatial uncertainty 
of the data from the individual point compared to the whole dataset, and the dataset compared to 
others.  VOI is also being used to enhance the available data by showing what other additional 
information (data) or user input (often risk tolerance or cost) will make the most difference.  

In Granite Springs Valley, VOI was applied to 3D geologic properties (e.g., distance to fault, 
Coulomb stress, and dilation estimates) as statistical constraints on 3D stochastic temperature 
modeling to identify areas of high likelihood of hot temperatures and areas of high uncertainty via 
entropy. Stochastic co-simulation, a type of 3D probabilistic (geostatistical) modeling, was applied 
to generate many possible 3D subsurface temperature models.  Using these “3D statistics” from 
the geostatistical temperature models, the decision makers have the ability to examine each 
potential drilling site within a drilling campaign and determine the pros and cons of that specific 
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target location within the larger context of the entire local site. This statistical approach allows for 
identifying the location with high likelihood for the hottest temperatures (encompassed in Vprior: 
here as the current value of temperature data) and locations with the highest uncertainty (Entropy). 
Vprior is based on economic value of drilling to a specific temperature, and entropy is a proxy for 
where new information may have the highest value if drilled (Trainor-Guitton et al., 2023a).  

At a regional level, an application is under development that will allow industry and researchers 
to examine datasets and compare them to each other to find opportunities to build on existing data 
value based on the probability of the individual data point or site being successful when compared 
to the whole dataset. The user determines dataset(s) of choice and the amount of risk willing to 
take, while the application will output the VOI showing the Vprior (priority data as currently 
known) and Vperfect (value if all information was known) for where the risk crosses over from 
negative to positive. The goal of these programs is to provide the ability of researchers, resource 
exploration teams, and the finance team to have improved ability to communicate and make 
decisions (Trainer-Guitton et al., 2023b). 

5. Conclusions 
As a five-year project, the INGENIOUS team is focused on keeping the geothermal community 
and public up-to-date on our activities. Improving techniques to discover hidden (or blind) 
geothermal systems can enhance exploration and help to unleash the vast geothermal potential of 
the GBR. The regional datasets and syntheses are being made available through the Geothermal 
Data Repository and the GBCGE/NBMG Geothermal Subsurface Explorer platform as they are 
completed. To date, we have 1) revised the original Nevada PFA to help select detailed study sites 
for the INGENIOUS project; 2) completed ~15 regional datasets for the entire GBR; 3) identified 
more than 1,000 favorable structural settings in the GBR; 4) developed a detailed 3D, conceptual 
model, VOI analysis, and resource evaluation for northern Granite Springs Valley; 5) acquired 
multiple datasets for a detailed study site in the northern Reese River basin (Argenta Rise) and are 
poised to synthesize these datasets into 3D and conceptual models; 6) initiated acquisition of 
geological and geophysical datasets for a second detailed study site at Jersey Summit/Buffalo 
Valley; and 7) launched geostatistical and ML analyses and modeling to develop a regional PFA 
and predictive geothermal potential maps for the GBR.   

Several papers describing more detailed results of the INGENIOUS project can be found in various 
sessions of this Geothermal Rising conference.  These papers and abstracts are listed below in the 
references and can be found by searching on the keyword INGENIOUS.  
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ABSTRACT 

The U.S. Geological Survey (USGS) and the Department of Energy (DOE) are collaborating to 
acquire high-resolution airborne magnetic and radiometric data to support geologic and 
geophysical mapping and modeling that will assist geothermal and critical mineral studies.  
Coordinated with these efforts are programs supporting geologic mapping and airborne lidar (light 
detection and ranging) surveys that yield detailed surface topographic models of the terrain over 
the same regions spanned by the geophysical surveys. The collaboration leverages resources from 
the USGS and DOE to acquire large regional datasets that will provide fundamental data necessary 
to map surface and subsurface geology and structure to benefit mineral and resource program 
objectives of both agencies.  Such regionally uniform datasets are important for geothermal 
research to assist in identifying geologically favorable settings and as inputs in predictive models 
targeting undiscovered resources that use knowledge-driven (e.g., play fairway analysis) or data-
driven approaches (e.g., machine-learning methods) to reduce risk associated with resource 
exploration.  These data will also serve a wide range of other related activities from hazard 
(earthquake, volcano, landslide, environmental) and resource (water, mineral, energy) studies, to 
mapping and land management.   

Surveys were conducted in two selected areas that host substantial geothermal and mineral 
potential in California and Nevada.  The data will aid several ongoing USGS and DOE projects 
aimed at characterizing geothermal and mineral systems, understanding the factors controlling 
their occurrence, and improving future national resource assessments.  The first of these surveys 
(referred to as GeoDAWN) was collected over northern and western Nevada and eastern California 
and spans areas of major resource potential associated with the Walker Lane and western Great 
Basin.  This includes Clayton Valley, which hosts substantial lithium brine and clay resources, and 
the Humboldt mafic Complex, which constitutes a potentially important resource of critical 
minerals (including cobalt, rare earth elements, platinum group elements, iron, chromium, nickel, 
and copper).  The second survey area (referred to as GeoFlight) is focused over the Salton Trough 
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in southern California that contains some of the largest and hottest known hydrothermal systems 
in the world, as well as a substantial lithium brine resource that could potentially meet the nation’s 
lithium demand for electric vehicles.  Data from both surveys will be made publicly available 
through USGS publications and online data repositories.  

1. Introduction  
The U.S. Geological Survey (USGS) and Department of Energy (DOE) are collaborating on efforts 
to collect extensive high-resolution airborne geophysical data in two regions of the western United 
States (Figure 1) that target areas with substantial potential for both critical minerals and 
geothermal resources.  The surveys are being conducted under the USGS’s Earth Mapping 
Resource Initiative (EarthMRI), with support from the DOE’s Geothermal Technologies Office 
(GTO).  The surveys involved acquisition of aeroradiometric and aeromagnetic data that provide 
key information on surface geology and soil composition, and subsurface structure and geology 
that are fundamental to a wide range of hazard (earthquake, volcano, landslide, environmental) 
and resource (water, mineral, energy) studies, and to mapping and land management efforts.   

 
Figure 1. Regional index map showing the extent of GeoDAWN and GeoFlight surveys (green outlines). Blue 

colored region shows extent of Walker Lane (after Faulds and Henry, 2008).  Brown line reflects 
boundary of the Great Basin (after Glen et al., 2022).  Base map from the ArcGIS online map server 
(Esri, 2022). 

 

These surveys are intended to directly support USGS and GTO missions to increase geothermal 
energy research, and aid exploration and development1. The surveys are fundamental for 
geothermal reservoir characterization because they provide high-resolution data capable of 
resolving detailed geology and structure that is essential to understanding controls on hydrothermal 
fluid flow.  These uniform and regionally-extensive datasets, spanning numerous proven systems 
can be valuable inputs to predictive models targeting undiscovered resources that use knowledge-

 
1 https://www.energy.gov/eere/geothermal/geothermal-technologies-office; 
https://www.usgs.gov/centers/gmeg/science/geothermal-resource-investigations-project 
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driven (e.g., play fairway analysis) or data-driven approaches (e.g., machine-learning methods).  
They also offer the advantage that they can be used for both broad geologic mapping that provides 
regional context to deciphering local structure and geology, as well as for detailed site-specific 
studies of individual mineral or geothermal systems.  In addition, these data can and are typically 
integrated with other datasets (e.g., gravity and electrical data) commonly used to characterize the 
subsurface.   

The surveys will immediately benefit several ongoing DOE and USGS funded projects such as the 
GTO’s Hidden Systems Initiative, aimed at discovery of hidden geothermal systems in the Basin 
and Range (Earney et al., 2022), and USGS efforts to develop new national geothermal resource 
assessments of conventional and enhanced geothermal systems (EGS) resources (Burns and Glen, 
2023).   

The surveys span numerous active and prospective energy and mineral resource areas, and include 
important areas of conventional moderate- to high-temperature hydrothermal resources, low-
temperature and coproduced resources, and EGS.  As such, the data could aid future geothermal 
exploration by helping to reduce overall risk and costs associated with geothermal drilling, and 
may help advance the commercial viability of EGS projects. 

Part of the EarthMRI mission is to coordinate with State Geological Surveys to conduct new 
detailed geologic mapping focused on priority critical mineral targets within the survey extents2. 
EarthMRI also works with the USGS’s 3D Elevation Program (3DEP) to collect airborne lidar 
(light detection and ranging) data over the same regions spanned by the geophysical surveys.  

These two survey areas were prioritized because they carry important resource potential and 
represent regions where existing data are among some of the lowest quality in the country that are 
insufficient for satisfying advanced state-of the art mapping and modeling needs (Drenth and 
Grauch, 2019).   

The first of the surveys (Geoscience Data Acquisition for Western Nevada project, GeoDAWN, 
Figure 2) was collected over northern and western Nevada and eastern California and spans areas 
of major resource potential associated with the Walker Lane and western Great Basin (Faulds et 
al., 2021).  This includes Clayton Valley, which hosts substantial lithium brine and clay resources 
(Bradley_et al., 2017), and the Humboldt mafic Complex, which constitutes a potentially 
important resource of critical minerals (including cobalt, rare earth elements, platinum group 
elements, iron, chromium, nickel, and copper; Johnson and Barton, 2000).   

The second survey area (referred to as GeoFlight, Figure 3) is focused over the Salton Trough in 
southern California that contains some of the largest and hottest known hydrothermal systems in 
the world (Hulen et al., 2002), as well as a lithium brine resource that could potentially produce 
half the current global lithium production (McKibben et al., 2021).   

 

 
2 https://www.usgs.gov/special-topics/earth-mri 
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Figure 2. Index map of the GeoDAWN survey showing survey areas (green polygons), acquisition blocks 
(labeled and delineated by dashed black lines), extent of lidar collection (thick blue polygon). Base map 
from the ArcGIS online map server (Esri, 2022). 
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Figure 3. A) Index map of the GeoFlight survey showing the extent of lidar collection (blue polygon) relative to 

the GeoFlight survey areas (green polygons).  Also shown is the extent of the Salton Sea Geothermal 
Field (SSGF, purple polygon).  Base map from the ArcGIS online map server (Esri, 2022). 

2. Data Acquisition 
2.1 Radiometrics 

Airborne radiometric methods are used to determine the natural radioactivity (gamma radiation) 
of radiogenic isotopes of potassium, uranium and thorium from near-surface rocks and soils using 
a gamma ray spectrometer installed on the aircraft.  Gamma radiation from these elements can be 
distinguished by their characteristic energy, allowing one to measure the contributions from these 
different radioelements.  The data are subject to standard methods to correct for radon, aircraft and 
cosmic background radiation, Compton scattering, and height attenuation (Erdi-Krausz et al., 
2003). The resulting processed measurements reveal information on the concentrations of 
radioactive isotopes of potassium (40K), uranium (238U), and thorium (232Th) in the upper ~1/2 m 
of the ground surface.  

Because gamma-rays are highly penetrating, and can travel several tens of centimeters through 
rock and several hundred meters through the air, radiometric measurements can be conducted from 
airborne platforms (drone or manned aircraft).  However, attenuation of the radiometric signal with 
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distance from the source limits the method’s effectiveness to within several hundred meters of the 
ground surface.    

Distinct radionuclide concentrations or their ratios can be used to distinguish variations in lithology 
and soil, and to identify areas of alteration and weathering (Duval. 1989).  As gamma rays are 
emitted upon decay of 40K to argon, potassium abundance can be measured directly.  However, 
232Th and 238U concentrations are determined from the gamma radiation of their decay products 
and are based on the assumption of equilibrium of their decay series.  As a result, 232Th and 238U 
concentrations are referred to as “equivalent” concentrations (Erdi-Krausz et al., 2003). A standard 
way of representing ground radiometric concentrations is in units of percent for K, and parts per 
million (ppm) for Th and U, because K is more prevalent in the Earth’s crust.  Radiometric data 
are also commonly portrayed in maps of ratios (eU/eTh, eTh/K and eU/K), or as a ternary map 
(Duval, 1983) that depicts radiometric abundances in a three-color (red, green, and blue) composite 
grid. 

These elements form large positive ions in minerals with crystal structure that can accommodate 
them.  They occur in various concentrations in different rock types and their weathering products, 
thus these data can provide an important tool for mapping surface geology and soil, provided there 
is sufficient understanding of a setting’s rock and soil geochemistry, and of the processes that 
effect the distribution and mobility of the radioelements.   

Potassium is commonly found in feldspars (e.g., K-feldspar, microcline, orthoclase) and micas 
(e.g., muscovite and biotite). Uranium and thorium commonly occur in accessory minerals such 
as apatite, sphene and zircon in igneous and metamorphic rocks, and tend to be more prevalent in 
felsic rocks and to increase with alkalinity (Hoover et al., 1992).  Granitoids and metasediments 
are commonly associated with particularly high K concentrations, as well as enhanced U and Th.  
Shales commonly contain clay minerals that can accommodate K, U, and Th in their crystal 
structure, as wells as K found in grains of mica and feldspar.  Sandstones and conglomerates can, 
in addition to containing any primary grains or clasts hosting radioactive minerals, acquire 
radioelements post deposition by way of groundwater or hydrothermal circulation.  Metamorphic 
rocks derived from parent rocks that have high contents of radioactive elements can retain their 
parent radioelement chemistry. 

In places where weathering products are largely in situ, they often reflect underlying lithology.  In 
this case, aeroradiometric data collected over covered areas may still be used to characterize 
bedrock geology.  Nonetheless, the nature of the overburden can dramatically change the 
radiometric signal from the parent bedrock through alteration and conditions such as soil moisture, 
thickness of soil, and geometry of the source, which can decrease radiation from the underlying 
bedrock.  Ground cover can dramatically attenuate the surface radiometric signal and may preclude 
the use of the method over areas where water, snow, permafrost, or vegetation are present (Erdi-
Krausz et al., 2003). 

Although U is chemically active across a range of temperatures and pH, and is therefore relatively 
mobile in groundwater, Th, being much less soluble than U (and K), is relatively stable.  As a 
result, different types of chemical and physical alteration can lead to distinct changes in the 
concentration of these isotopes from the parent rock geochemistry. U/Th ratios can be sensitive to 
conditions during diagenesis, deformation, or hydrothermal alteration, due to, for example, 
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enhancement of U relative to Th under reducing conditions, or depletion of U relative to Th under 
oxidizing conditions (Airo, 2002). 

Because K is the most abundant of the three radioelements in most bedrock, alteration is often 
manifest as prominent shifts in K concentrations and can be used to identify alteration zones. On 
the contrary, U and Th are commonly enhanced in metasedimentary rocks, where they can mask 
the role of K. 

Hydrothermal alteration can lead to changes in the U, Th, and particularly K content of rocks that 
can aid mineral exploration.  Elevated concentrations of K in mafic to ultramafic rocks, that 
typically lack K bearing minerals may indicate potential targets for hydrothermal ore 
mineralization that has resulted in K enrichment (Airo, 2002).  

Hydrothermal alteration associated with gold mineralization is commonly accompanied by an 
increase in potassium, whereas decreases in U and Th are characteristic of hydrothermal alteration 
and magmatic intrusions (Maden and Akaryali, 2015).  

2.2 Magnetics 

In contrast to radiometric methods that help constrain surface geology and soil composition, 
magnetics provide information on the subsurface that is often difficult, time consuming, and 
expensive to derive by other means. This is especially important in areas where bedrock may be 
concealed, like the Basin and Range that is largely covered by young sediments and volcanics3. 

Magnetic data reveal subtle fluctuations in the magnetic field that reflect variations in 
magnetization of rocks in the subsurface. These datasets can be used in mapping and modeling 
subsurface geologic structures such as faults and contacts that juxtapose rock types with markedly 
contrasting magnetic properties (magnetic susceptibility and remanent magnetization), resulting 
in distinct magnetic anomalies that can help resolve the geometry and origin of buried sources. As 
a result, magnetic data can be put to a variety of applications that span mapping, hazards 
(earthquake, volcano, landslide), environmental, and resource (energy, mineral, water) studies.  

Magnetic methods are used in geothermal exploration to facilitate imaging of subsurface 
structures. They are applicable to virtually all aspects of geothermal resource studies, but are most 
commonly deployed to studies of conventional hydrothermal systems that rely on natural, 
structural permeability, where they are used to map subsurface geology and structure 
(fault/fracture/contacts that may provide pathways or barriers to fluid flow), model reservoir 
geometries, and map hydrothermal alteration. Mapping structure, however, is also relevant to EGS 
studies, due to the need to characterize structures to properly manage an EGS resource (e.g., to 
mitigate fluid loss and triggered seismicity that may involve nearby existing structures).   

A rock’s magnetization commonly consists of both induced and remanent magnetization 
components and depends on the content and composition of its constituent magnetic minerals.  
Mafic to ultramafic rocks generally have strong magnetizations because they typically contain 
more strongly magnetic minerals such as magnetite (Carmichael, 1982). Relatively low average 
magnetizations are often associated with sedimentary and felsic igneous and metamorphic rocks.  

 
3e.g., Cenozoic sediments cover 64% and 63% of the surface of GeoDAWN and GeoFlight extents, respectively.   
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In terrain with strongly magnetic mafic igneous rocks, remanence can dominate a rock’s 
magnetization.  In these situations, knowledge of the remanent components of magnetization can 
aid in interpretation and modeling magnetic anomalies. 

Generally, gravity and magnetic highs arise from mafic and ultramafic igneous and crystalline 
basement rocks, whereas lows arise from felsic igneous, sedimentary, or altered basement rocks. 
Metamorphism and alteration can strongly affect the susceptibility of an originally homogeneous 
rock body by leading to the nonuniform production or destruction of magnetic minerals. Igneous 
outcrops not associated with magnetic anomalies might be thin or contain low concentrations of 
primary magnetic minerals or might have lost them due to alteration. 

Some general conclusions can be drawn from the character of geophysical anomalies and their 
likely sources. The shallower the depth to a potential field source body, the higher the amplitude, 
the shorter the wavelength, and the steeper the gradients of its potential field anomaly. As a result, 
high-amplitude, short wavelength anomalies, which often have steep gradients, are produced by 
sources at shallow depths in the crust. In contrast, long-wavelength anomalies having smooth, low 
gradients commonly reflect deep sources. Anomalies with wavelengths of hundreds of kilometers, 
for example, most likely arise from sources in the lower crust. Although wide, shallow, thin 
sources with gently sloping sides can produce similar anomalies, such cases can usually be 
recognized with regional geologic mapping.  

The size, geometry, and depth to a potential field source; the character of the geomagnetic field; 
and the rock properties of a source and its surroundings all determine the character of a source’s 
anomaly. Despite this complexity, and the inherent nonunique nature of potential field model 
solutions, magnetic data can provide concrete constraints on the geometry and, inferentially, the 
origin of anomaly sources, particularly when combined with other constraints such as rock-
property measurements, gravity, geology (regional tectonic framework, geologic mapping, 
drillcore and borehole geophysical logs, etc.), and seismic or electrical data.  

Typically, a variety of derivative and filtering methods are applied to magnetic data to help: 
simplify anomalies to aid interpretations, delineate structures such as faults or contacts by 
resolving the edges source bodies, determine the depth and geometry of buried sources, and 
constrain sense and magnitude of offsets on faults. Residual maps, produced by upward-continuing 
the observed anomalies and subtracting the result from the original grid, can be used to remove 
the contribution of deeper sources, and emphasize surface and near-surface sources. The 
pseudogravity (or magnetic potential) transformation (Blakely, 1995), converts a magnetic 
anomaly into one that would be observed if the magnetic distribution of the body were replaced 
by an identical density distribution. Although there are significant assumptions that can limit its 
effectiveness, this method can be used to simplify the interpretation of magnetic sources by 
centering magnetic anomalies over their sources. Maximum horizontal gradients (MHG; Blakely 
and Simpson, 1986) of pseudogravity, which reflect abrupt lateral changes in the magnetization in 
the subsurface, and tend to lie over the edges of bodies with near vertical boundaries, are used to 
estimate the extent of buried sources (Grauch and Cordell, 1987; Cordell and McCafferty, 1989). 
2D and 3D modeling are typically employed to constrain 3D structural geometry, and provide a 
structural basis for subsequent 3D geologic, stress and hydrologic models. 

Several factors can influence a rock’s magnetic mineralogy (and hence its magnetization) 
throughout its lifetime.  Hydrothermal alteration often results in the destruction of magnetite and 
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can progressively reduce the primary magnetization of the host rock (Bouligand et al., 2014).  
Under these conditions, the magnitude of the anomaly associated with alteration will reflect the 
intensity and duration of alteration processes and may indicate how long-lived a current or fossil 
hydrothermal system may have been active.  However, under some conditions, such as 
serpentinization or potassic alteration (Clark, 1997) secondary magnetite may also be produced.  
As a result, a rock’s history and potential processes that may have altered the magnetic properties 
of the parent material should be considered. 

3. Surveys  
The GeoDAWN and GeoFlight airborne geophysical surveys (Figures 1-3) provide broad, 
uniformly distributed datasets that will help constrain surface and subsurface geology and 
structure.  They were designed to yield high-resolution data sufficient for 3D-characterization of 
magnetic anomaly sources.  Both areas were selected (with input from several participating 
collaborators4), based on a variety of factors.  The principal aim was to collect data in priority 
areas (based on GTO and USGS objectives) with substantial critical mineral and geothermal 
potential that lacked the requisite framework geoscience data (geologic mapping, geophysical 
surveys, and lidar data) for detailed state-of the art geologic and geophysical studies.  A key factor 
in defining the surveys extents was the existing available aeromagnetic data.  For both areas the 
existing aeromagnetic coverage represents a patchwork compilation of variable quality5 data 
consisting of mostly low-resolution6 surveys (Figures 4-5) that are generally not suitable for 
quantitative analyses, and in many cases are of little or no utility for robust geologic interpretation.  
An important consideration was also to balance the need of collecting data over as large of an area 
as possible7 (with existing funding), while maintaining requisite high quality data standards. 

 
4The GeoDAWN and GeoFlight surveys were planned and conducted with input from a number of participating groups 
including: Federal Emergency Management Agency, US Department of Agriculture, Natural Resources 
Conservation Service, Bureau of Land Management, US Bureau of Reclamation, Nevada Bureau of Mines and 
Geology, California Geological Survey, California Energy Commission, Department of Defense -Navy Geothermal 
Program Office, USGS Earthquake Hazards Program, and Tribal Nations. 
5Survey quality (Drenth and Grouch, 2019) is defined by a variety of factors including flight height, flightline spacing, 
whether the original digital data are available or the survey was digitized from published maps, and aircraft positioning 
error (which relates to whether positioning was pre- or post-GPS availability).  
6 https://mrdata.usgs.gov/airborne/map-us.html 
7A large area is critical to predictive models targeting undiscovered resources that use data-driven machine-learning 
approaches, because it is more likely to encompass numerous known systems that can be used as training sites for 
models.  
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Figure 4. Index map depicting existing aeromagnetic coverage quality (https://mrdata.usgs.gov/airborne/map-

us.html#home) across the GeoDAWN survey extent. Physiographic base maps from the ArcGIS online 
map server (Esri, 2022).  

 

  
Figure 5. Index map depicting existing aeromagnetic coverage quality (https://mrdata.usgs.gov/airborne/map-

us.html#home) across the GeoFlight survey extent. Physiographic base maps from the ArcGIS online 
map server (Esri, 2022). 

 

3.1 GeoDAWN 

High-resolution airborne magnetic and radiometric surveys over northern and western Nevada and 
eastern California were conducted by EDCON-PRJ, Inc., under contract with the USGS from 
November 1, 2021 to November 20, 2022. The surveys, referred to collectively as GeoDAWN, 
consisted of two different, overlapping surveys with different flight specifications (Area 1 and 
Area 2) that together span parts of the Walker Lane and northwestern Great Basin (Figures 1, 2).   
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The Great Basin is a region that has experienced substantial crustal thinning and is characterized 
by elevated heat flow.  Several studies (e.g., Faulds et al., 2012) identify the western Great Basin 
and adjacent Walker Lane as quite favorable for hosting considerable undiscovered geothermal 
resources (in addition to hosting several known, well-characterized developed systems).  The 
region is also known for its gold, copper, and critical mineral resources.  This includes two mineral 
focus areas that support EarthMRI objectives related to critical minerals in the Clayton Valley area 
in western Nevada (Area 1, Figure 2), which carries substantial Li-clay and brine resources, and 
the Humboldt mafic complex in northern Nevada that has potential for hosting cobalt, nickel, 
chromium, and possibly rare earth elements (REEs) and platinum group elements (PGEs). 

Area 1, centered over Clayton Valley was selected primarily with a focus on the region’s lithium 
resources, to address EarthMRI objectives (Figure 1).  It was flown with rank 1 specifications 
(following criteria outlined by Drenth and Grauch, 2019) that met EarthMRI survey requirements.  
Area 2, consisting of the remainder of the GeoDAWN extent, was selected primarily with a focus 
on geothermal resources (Figure 1).  Lower resolution flight specifications designated for Area 2 
(falling between rank 1 and 2) enabled data collection across a substantially larger area (spanning 
numerous known, prospective, and undiscovered geothermal and mineral systems) than would 
have been possible with rank 1 specifications. 

The combined GeoDAWN area (consisting of a total of 149,030 line-km spanning an area of 
51,857 sq km), was divided into four separate acquisition blocks (from north to south: 
Winnemucca, Fallon, Hawthorne, and Tonopah; Figure 2).  The Tonopah block, which includes 
Area 1 and the southern part of Area 2 surveys, was flow by Precision GeoSurveys Inc. (under 
subcontract to EDCON-PRJ, Inc.), with a Bell Jet Ranger helicopter.   

Area 1 was flown with a nominal flight height targeted at 100 m above terrain over low-relief areas 
and 150 m over mountainous areas.  Flight lines were spaced 200 m apart at an azimuth of 90 
degrees, and tie lines were spaced 2000 m apart at an azimuth of 180 degrees.     

Area 2 was flow at a nominal flight height targeted at 150 m above terrain over low-relief areas 
and 200 m over mountain ranges.  The survey was flown with flight lines spaced 400 m apart at 
an azimuth of 90 degrees, and tie lines spaced 4000 m apart at an azimuth of 180 degrees. The 
portion of Area 2 contained within the Tonopah acquisition block was flown with the Precision 
GeoSurveys’ Bell Jet Ranger, while the remainder was collected by Cloudstreet Flying Service 
(under subcontract to EDCON-PRJ, Inc.) and flown with a Cessna 180 and Turbo 206 fixed-wing 
aircraft. 

Nominal flight heights for both surveys were based on a best fit, pre-planned, three-dimensional 
draped surface designed with a maximum 22-degree climb/descent angle to follow terrain as 
closely as possible while maintaining a safe survey. Actual flight heights were subject to aircraft 
climb and descent limitations. In areas of steep terrain, the aircraft may have required deviating 
from the planned drape surface, and therefore variable terrain clearance should be considered when 
modeling and interpreting these data. 

Magnetic data were processed by EDCON-PRJ, Inc. and include corrections for diurnal variations 
of the Earth’s magnetic field, magnetic field of the aircraft, tie-line leveling, micro-leveling, and 
an International Geomagnetic Reference of the Earth for the time of the survey. Radiometric data 
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were processed by the contractor and include corrections for aircraft and cosmic background 
radiation, radon background, Compton scattering effects, and variations in altitude.  

A grid of the total magnetic intensity anomaly (TMI) across the full extent of the GeoDAWN 
survey is shown in Figure 6.  Prominent regional features include the Northern Nevada Rifts (Glen 
and Ponce, 2002; Ponce and Glen 2002, 2008) that form large, long wavelength, north-northwest 
trending magnetic highs extending across the northeastern part of the survey that reflect mid-
Miocene mafic dike swarms, as well as a dominant northwest trending grain of high amplitude and 
high frequency anomalies associated with a wide range of lithologies (Mesozoic granites, 
Paleozoic strata, and late Tertiary volcanic rocks) within the Walker Lane (Glen et al., 2004).  
Locally the GeoDAWN data reveal structural detail lacking in existing data (Figure 7).  Young 
basin faults recently mapped from lidar data near Battle Mountain displace weakly magnetic basin 
fill that produce subtle magnetic anomalies seen in ground magnetic data, and in the airborne 
GeoDAWN data (Figure 8). An example of GeoDAWN aeroradiometric data over the Fish Creek 
Mountains (Figure 9) reveals a close correlation of potassium concentrations with mapped 
geologic boundaries and also indicate prominent variations within units previously mapped as a 
single unit.  These examples indicate these data can enhance efforts to map and model surface and 
subsurface geology and structure. 
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Figure 6.  Shaded TMI map of the GeoDAWN survey in nanoteslas (nT).  Black rectangle shows the extent of 

Figure 7.  White rectangle shows the extent of Figure 9. Base map from the ArcGIS online map server 
(Esri, 2022). 
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Figure 7.  Shaded TMI (nanoteslas) map of the GeoDAWN survey (central portion) overlain on existing data 

from the state aeromagnetic compilation (Kucks et al., 2006) depicted at the top and bottom of the map.  
Superimposed on the map are points of maximum horizontal gradient that reflect abrupt lateral changes 
in the magnetization and are used to infer geologic structure.  Extent shown in Figure 6.  Black rectangle 
gives the extent of Figure 8. Base map from the ArcGIS online map server (Esri, 2022). 
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Figure 8. (Right) shaded horizontal gradient map of pseudogravity (in magnetic potential units per meter, 

MPU/m) of the GeoDAWN survey spanning the western margin of the northern Shoshone Range.  
Superimposed on the map are points of maximum horizontal gradient.  Grey lines indicate recently 
mapped faults from lidar.  (Left) graph comparing ground magnetic profile with GeoDAWN and existing 
aeromagnetic data along portion of profile (blue line) outline by dashed box on map.  Also shown is a 
residual signal of the GeoDAWN data (after removing a regional signal) that reveals subtle anomalies 
associated with young basin faults that displace weakly magnetic basin fill.  Extent shown in Figure 7. 
Base map from the ArcGIS online map server (Esri, 2022). 
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Figure 9. Shaded topographic map overlain by a grid of potassium concentrations from GeoDAWN 

aeroradiometric data over the Fish Creek Mountains (extent of map is shown on Figure 6 as a white box).  
Existing mapped geologic contacts are outlined in black. Geologic contacts are after Crafford (2007). 
Base map from the ArcGIS online map server (Esri, 2022). 

3.2 GeoFlight 

High-resolution airborne magnetic and radiometric surveys over southern California were 
conducted by EDCON-PRJ, Inc., under contract with the USGS from January 14, 2022 to March 
26, 2023. The surveys, referred to collectively as GeoFlight, were situated over the Salton Trough 
and surrounding ranges, and largely centered on the Salton Sea geothermal field situated at the 
southern end of the Salton Sea.   

A principal aim of these surveys is on lithium brine and geothermal resources (and their potential 
for co-production).  However, it is also an important focus for Earthquake and Volcano Hazard 
Programs within the USGS because this area hosts some of the youngest volcanoes in the state and 
a segment of the San Andreas Fault (along the Coachella Valley) that carries potential for hosting 
a major earthquake (7-7.9)8. 

The GeoFlight surveys consisted of two different overlapping surveys flown with different aircraft 
(Areas 1 and 2, Figure 3).  The combined GeoFlight surveys included a total of 94,671 line-km 
spanning an area of 16,772 sq km.  Area 1 is centered on the Imperial Valley, and characterized 
by little topographic relief.  The Area 1 survey was conducted by Precision GeoSurveys Inc. (under 
subcontract to EDCON-PRJ, Inc.), with a standard C-206 aircraft and flown with rank 1 
specifications (Drenth and Grauch, 2019) that met EarthMRI survey requirements.   

 
8 https://www.usgs.gov/volcanoes/salton-buttes; https://www.usgs.gov/programs/earthquake-hazards/science/salton-
seismic-imaging 
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Area 2, consisting of the remainder of the GeoFlight extent, was collected around the perimeter of 
Area 1 and included the most rugged topography across the entire region.  Somewhat lower 
resolution flight specifications designated for Area 2 (falling between rank 1 and 2) were necessary 
for flight safety considerations over steep terrain, and also enabled data collection across a 
substantially larger area than would have been possible with rank 1 specifications that would 
otherwise have required acquisition by a helicopter. The Area 2 survey was conducted by 
Cloudstreet Flying Service (under subcontract to EDCON-PRJ, Inc.) with C-180 and Turbo C-206 
aircraft. 

The surveys were flown with flight lines spaced 200 m apart at an azimuth of 45 degrees, and tie 
lines spaced 2000 m apart at an azimuth of 135 degrees.  Nominal flight heights were based on a 
best fit, pre-planned, three-dimensional draped surface designed with a maximum 20° 
climb/descent angle to follow terrain as closely as possible while maintaining a safe survey. This 
incorporated a variable terrain clearance of 120 m over low relief, 200 m over steep terrain, and 
150 m over population centers. Actual flight heights were subject to aircraft climb and descent 
limitations. In areas of steep terrain, the aircraft may have required deviating from the planned 
drape surface, and therefore variable terrain clearance should be considered when modeling and 
interpreting these data. 

Magnetic data were processed by EDCON-PRJ, Inc. and include corrections for diurnal variations 
of the Earth’s magnetic field, magnetic field of the aircraft, tie-line leveling, micro-leveling, and 
an International Geomagnetic Reference of the Earth for the time of the survey. Radiometric data 
were processed by the contractor and include corrections for aircraft and cosmic background 
radiation, radon background, Compton scattering effects, and variations in altitude. 

A grid of the TMI across the full extent of the GeoFlight survey is shown in Figure 10.  Prominent 
regional features include high amplitude and high frequency magnetic highs in the Little San 
Bernardino, Chocolate, and Cargo Muchacho Mountains along the eastern extent of the survey 
over exposed bedrock.  A series of prominent narrow magnetic highs and lows along the western 
edge of these ranges reflect strands of the southern San Andreas Fault zone that are not discernable 
in existing aeromagnetic data (Figure 11).  Several long wavelength anomalies in the central part 
of the survey that occur along the axis of the basin reflect strongly magnetic buried sources. 
Magnetic data highlighting two of these features straddling the southern Salton Sea and Salton Sea 
geothermal field (SSGF) (Figure 12) reveal large, long wavelength circular anomalies (one situated 
over the Salton Buttes field and the other located entirely offshore) as well as several smaller high 
frequency features quite similar in character to the anomalies associated with the Buttes.  These 
features likely reflect buried volcanic vents, flows and intrusives.  Because the Buttes represent 
some of the youngest volcanics in the state, spatially and geophysically-similar anomalies may 
reflect an important source of shallow magmatism contributing heat and driving hydrothermal 
circulation in this area.  

Several other examples from throughout the survey extent (Figure 13) reveal prominent anomalies 
associated with mapped faults that indicate the faults continue well beyond their mapped extent.  
There are numerous cases where the data reveal structures where none were previously mapped 
(with some of these correlating with zones of mineralization and active hydrothermal features). 
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Figure 10. Shaded TMI (nanoteslas) map of the GeoFlight survey.  Black rectangle shows the extent of Figure 

11.  White rectangle shows the extent of Figure 12. Faults are shown as black lines.  Outline of the Salton 
Sea is shown with a light blue polygon.  Base map from the ArcGIS online map server (Esri, 2022). 
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Figure 11.  (Left) shaded TMI map of existing aeromagnetic data (Bankey et al., 2002), with GeoFlight data 

superimposed (right).  Extent of map is shown on Figure 10 (as a black rectangle). Roads are shown as 
grey lines. Base maps from the ArcGIS online map server (Esri, 2022). 

 

  

 
Figure 12. A) Shaded TMI map of GeoFlight data over the southern Salton Sea and Salton Sea geothermal field 

showing various geothermal features, volcanic buttes, and interpretive offshore features.  B)  Shaded 
horizontal gradient magnetic field (nanoteslas per meter) map of the same area shown in Figure 12A.  
Extent of map is shown on Figure 10. Base maps from the ArcGIS online map server (Esri, 2022). 
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Figure 13. Lower left) Index map showing the locations of Figures 13 A-D that show results from the GeoFlight 

aeromagnetic survey.  A) Shaded horizontal gradient magnetic field map showing magnetic signature of 
offshore structures inferred from seismic data.  B) Shaded horizontal gradient magnetic field map 
depicting the geophysical signature of the San Jacinto Fault (SJF).   C) Shaded TMI map of GeoFlight 
data over the Cargo Muchacho Mountains showing the location of hydrothermal gold mineralization 
and a geophysically-inferred fault from the aeromagnetic data.  D) Shaded TMI map of GeoFlight data 
over the southern Salton Sea and SSGF showing the coincidence of hydrothermal features (mudpots and 
related features after Lynch and Hudnut, 2008), and a fault inferred from the new magnetic data.  Base 
maps from the ArcGIS online map server (Esri, 2022). 

4. Auxiliary Data 

A key element of the EarthMRI program is the coordinated collection of detailed geologic mapping 
and high resolution lidar.  In addition, ongoing efforts, conducted under the USGS Energy 
Resources Program and various GTO initiatives, support additional data collections and 
compilations that will complement the GeoDAWN and GeoFlight surveys. 

4.1 Geologic mapping 

Detailed geologic mapping was conducted by the State Geological Surveys with support from the 
USGS’s Earth Mapping Resources Initiative (EarthMRI).  Mapping accomplished under this 
collaboration was performed over areas principally with critical mineral potential and priority 
areas of study determined by EarthMRI and State Geological Surveys.  Mapping performed as part 
of GeoDAWN was conducted by the Nevada Bureau of Mines and Geology within Clayton Valley 
with the focus on lithium clay resources. Mapping performed as part of GeoDAWN was conducted 
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by the California Geological Survey across Cargo Muchacho and Chocolate Mountains with a 
broad focus on gold mineralization and potential lithium clay source rocks. 

4.2 Lidar 

Lidar surveys spanning both GeoDAWN and GeoFlight geophysical survey extents were 
conducted through coordination with the USGS’s 3D Elevation Program (3DEP).  The resulting 
dataset provides a three-dimensional point cloud, that can be processed to show only ground 
returns and can be interpolated to form a surface, or digital elevation models (DEM) that provides 
a high resolution topographic base important to most geologic and geophysical interpretations.  
Lidar datasets can be manipulated to produce “bare earth” maps in which vegetation can be 
removed digitally, providing unprecedented topographic detail of the ground surface that can be 
useful in mapping active fault scarps even when their expression is subtle or concealed in heavily 
vegetated areas (e.g., Sherrod et al., 2004).  This is particularly relevant to geothermal resource 
studies, since active geothermal systems are typically associated with young faulting that promotes 
permeability (Hickman et al., 1998; Faulds et al., 2010).  

4.3 Gravity 

As part of ongoing research conducted under the USGS Energy Program’s Geothermal Resources 
Investigations Project (GRIP)9, new gravity data compilations (combining new and existing data) 
are being developed to generate high resolution gravity grids for northern Nevada and southern 
California spanning GeoDAWN and GeoFlight surveys. These data will supplement the 
GeoDAWN and GeoFlight efforts because enable detailed joint gravity and magnetic modeling.  
In addition, regional depth to basement gravity inversions will be developed for the two areas to 
resolve basin geometries.  

4.4 Rock Property and Paleomagnetic Data  

Rock-property (density [dry bulk, grain and saturated bulk densities] and magnetic [magnetic 
susceptibility and remanence]) and paleomagnetic (magnetic remanence) measurements are 
routinely collected in conjunction with potential field studies. Typically, magnetic susceptibility 
measurements are performed on outcrops in the field, hand samples are collected for density 
measurements that are performed in the laboratory, and oriented paleomagnetic cores (or 
sometimes hand samples, in cases where drilling is not permitted or practical) are extracted from 
outcrops in order to constrain potential field models and interpretations.  Model rock properties 
are based on these measurements, which ideally span all the principal rock units within a study 
area.  In lieu of this, data can be derived from regional databases (e.g., Ponce, 2021) containing 
measurements made on similar lithologies.   

5. Conclusions 
The USGS and DOE have collaborated to acquire framework geoscience data (geologic mapping, 
geophysical surveys, and lidar data) for the nation in areas with critical mineral and geothermal 
potential.  This led to two surveys being conducted over northwestern Nevada (GeoDAWN) and 
southern California (GeoFlight) that involved the acquisition of high resolution aeromagnetic and 

 
9 https://www.usgs.gov/centers/gmeg/science/geothermal-resource-investigations-project 
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aeroradiometric data. Coordinated with the geophysical surveys were efforts to collect lidar data 
over a comparable area, as well as detailed geologic mapping that was performed through 
partnership with State Geological Surveys. 

These surveys provide critical information on surface and subsurface geology and structure.  In 
addition, they can be used in both regional and detailed local studies, and can be integrated with a 
wide range of other datasets (e.g., gravity and electrical data).  The data will aid several ongoing 
USGS and DOE projects (e.g., aimed at characterizing substantial geothermal and mineral 
systems, understanding the factors controlling their occurrence, and improving future national 
resource assessments), and will benefit other activities from hazard (earthquake, volcano, 
landslide, environmental) and resource (water, mineral, energy) studies, to mapping and land 
management.   

Efforts are presently underway to make these data publicly available through USGS publications 
and online data repositories. Related ongoing efforts involve merging GeoDAWN and GeoFlight 
surveys with existing data to produce new state compilations and developing various other 
compatible datasets that will complement the aeromagnetic and aeroradiometric surveys. 
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ABSTRACT 

We train five models using two machine learning (ML) regression algorithms (i.e., linear 
regression and XGBoost) to predict hydrothermal upflow in the Great Basin. Feature data are 
extracted from datasets supporting the INnovative Geothermal Exploration through Novel 
Investigations Of Undiscovered Systems project (INGENIOUS). The label data (the reported 
convective signals) are the difference between the background conductive heat flow and the well 
heat flow. The reported convective signals contain outliers that may affect upflow prediction, so 
the influence of outliers is tested by constructing models for two cases: 1) using all the data (i.e., -
91 to 11,105 mW/m2), and 2) truncating the range of labels to include only reported convective 
signals between -25 and 200 mW/m2. Because hydrothermal systems are sparse, models that 
predict high convective signal in smaller areas better match the natural frequency of hydrothermal 
systems. Preliminary results demonstrate that XGBoost outperforms linear regression. For 
XGBoost using the truncated range of labels, half of the high reported signals are within < 3 % of 
the highest predictions. For XGBoost using the entire range of labels, half of the high reported 
signals are within < 13 % of the highest predictions. Although this implies that the truncated 
regression is superior, the all-data model better predicts the locations of power-producing systems 
(i.e., the operating power plants are in a smaller fraction of the study area given by the highest 
predictions). Even though the models generally predict greater hydrothermal upflow for higher 
reported convective signals than for lower reported convective signals, both XGBoost models 
consistently underpredict the magnitude of higher signals. This behavior is attributed to low 
resolution/granularity of input features compared with the scale of a hydrothermal upflow zone (a 
few km or less across). Trouble estimating exact values while still reliably predicting high versus 
low convective signals suggests that an alternate strategy such as ranked ordinal regression (e.g., 
classifying into ordered bins for low, medium, high, and very high convective signal) might fit 
better models, because doing so reduces problems introduced by outliers while preserving the 
property of larger versus smaller signals. 
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1. Introduction 
The U.S. Geological Survey is developing a geothermal assessment update for the Great Basin. As 
part of these efforts and in support of the INnovative Geothermal Exploration through Novel 
Investigations Of Undiscovered Systems project (INGENIOUS; e.g., Ayling et al., 2022a), 
DeAngelo et al. (2022) produced a map representing the estimated conductive heat flow for the 
region that allowed for differences between the modeled conductive heat flow and the heat flow 
measurements from the wells used to produce the model of conductive heat flow (Fig. 1). We term 
these differences as the reported convective signal. Larger reported convective signals are assumed 
to be indicative of convective hydrothermal upflow. In total, the heat flow model by DeAngelo et 
al. (2022) created 3,869 convective signals ranging in value from -91 to 11,105 mW/m2 (Figs. 1,2).  

Past conventional hydrothermal energy assessments used classification strategies to construct 
favorability maps (e.g., the presence or absence of a hydrothermal system; e.g., Williams and 
DeAngelo, 2008), but these assessment workflows suffered from not having confirmed sites with 
known hydrothermal systems (i.e., reliable negatives) for use during model fitting. The reported 
convective signals from DeAngelo et al. (2022) allow for the use of regression strategies to fit 
using example sites with low and high signals that can then predict the magnitude of the differences 
from conductive heat flow imparted by hydrothermal systems. 
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Figure 1. Oblique perspective of the conductive heat flow surface modeled by DeAngelo et al. (2022). Black 
points represent heat flow measurements from wells. The dashed lines represent the convective signal 
(i.e., difference in heat flow between the modeled conductive heat flow and the well measurements). The 
z-axis is not to scale. The reported convective signals depicted here are only a small subset of high 
reported convective signals from DeAngelo et al. (2022). 
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Figure 2. Distribution of reported convective signals by DeAngelo et al. (2022). Note that bin size changes at 
200 mW/m2, 1,000 mW/m2, and 6,000 mW/m2. Modified from Figure 4 of DeAngelo et al. (2023). 

In general, the upper limit for regional heat flow across the western United States is often roughly 
estimated as 35 to 80 mW/m2, where heat flow > 50 mW/m2 above regional trends suggests some 
form of hydrothermal component (e.g., Burns et al., 2015). Although some volcanic complexes 
(e.g., Yellowstone Volcano, WY; Medicine Lake Volcano, CA) require higher heat flow estimates 
(e.g., > 150 mW/m2), regional heat flow nonetheless remains bound in the hundreds of mW/m2 at 
most hydrothermal systems. Yet, some of the well data used by DeAngelo et al. (2022) report heat 
flow values in excess of thousands of mW/m2, thereby suggesting that these high measured heat 
flow values are from actively convecting hydrothermal systems. Reciprocally, the heat flow within 
several hundreds of mW/m2 above conductive heat flow more likely represents heat flow 
measurements from wells in the vicinity of convective hydrothermal upflow. In the context of 
regressing a convective signal, the influence of these two different types of heat flow 
measurements remains unknown.  

Herein, we present our ongoing research describing methods to regress a convective signal for 
hydrothermal upflow across the Great Basin. We compare models produced by two different 
algorithms (i.e., linear regression and XGBoost [Chen and Guestrin, 2016]) using the entire range 
of reported convective signals as labels and datasets related to INGENIOUS as features. To remove 
the potential influence of heat flow measurements from actively convecting systems, we also 
implement a third modeling approach using XGBoost and a truncated range of reported convective 
signals (-25 to 200 mW/m2).  

2. Methods 
We implement three modeling approaches (referred to as Linear Regression, All-Data XGBoost, 
and Truncated-Data XGBoost) to create five new machine learning (ML) models that predict the 
magnitude of convective hydrothermal upflow across the Great Basin using the reported 
convective signals from DeAngelo et al. (2022) as the label data and 16 datasets supporting 

1766



Mordensky et al. 

 

INGENIOUS as the feature data. The first approach (Linear Regression) uses linear regression and 
the entire range of the reported convective signals to fit a single model. The second approach (All-
Data XGBoost) uses XGBoost and the entire range of reported convective signals to fit two 
models. The third approach (Truncated-Data XGBoost) uses XGBoost and only reported 
convective signals between -25 and 200 mW/m2 to fit two models. This approach presumes that: 
1) extremely negative convective signals (< -25 mW/m2) represent a process other than no 
convection or potential hydrothermal convection, perhaps possible downward convection; and 2) 
extremely positive label values (> 200 mW/m2) represent different conditions than convective 
hydrothermal upflow in the general vicinity (e.g., potentially fault-driven fluid pathways). 

In the remainder of this section, we detail the selection, preprocessing, and exploration of the data, 
describe the training approaches and why each XGBoost approach requires two models, and 
conclude with measures of feature importance. 

2.1 Labeled Data 

We infer three general components in the values for the reported convective signals. The first 
component is defined by the wells having no or a low convective signal in DeAngelo et al. (2023). 
These low convective signals have a symmetrical distribution about a mean of nearly 0 mW/m2 
with a standard deviation of nearly 25 mW/m2 (see Section 3.2 in DeAngelo et al., 2023); hence, 
we define wells with a reported convective signal within 25 mW/m2 (i.e., one standard deviation) 
of 0 mW/m2 as having a low reported convective signal. We define wells with a reported 
convective signal two standard deviations greater than 0 mW/m2 (i.e., > 50 mW/m2) as having a 
high reported convective signal. Likewise, we regard wells with values of 25 to 50 mW/m2 as 
having an intermediate reported convective signal.  

We use the INGENIOUS grid of 250-m-by-250-m cells across most of the Great Basin and 
INGENIOUS study area (Ayling et al., 2022c) so that there are 7,814,099 cells that serve as 
examples. Of these grid cells, 3,869 have a reported convective signal (i.e., a label). To account 
for bias potentially imparted by the smoothly varying feature data, we remove labeled examples 
with a low reported convective signal that are within a specified distance to a labeled example with 
a high reported convective signal; we choose a distance of 4 km with consideration for the scale 
at which structural perturbations influence permeability (e.g. faults; Barbour, 2015; Xue et al., 
2016). The remaining examples without heat flow measurements serve as unlabeled examples. 

2.2 Feature Data 

For the feature data, we use select datasets that support the INGENIOUS project (Table 1; e.g., 
Ayling et al., 2022a; Ayling et al., 2022b; DeAngelo et al., 2022; Glen et al., 2022; Peacock and 
Bedrosian, 2022; Kreemer and Young, 2023). We standardize each feature (i.e., subtract the mean 
and divide by the standard deviation of each dataset) to bring each feature to the same unitless 
scale. The cumulative distribution of values from each dataset is compared to the cumulative 
distribution of values at the sites with reported convective signals from DeAngelo et al. (2022), 
allowing for an evaluation of sample bias (e.g., are only high heat flow areas sampled?). 
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Table 1. Features and their data sources. 

Feature Reference 
Conductive Heat Flow  DeAngelo et al. (2022) 
Distance to Nearest Quaternary Fault  Ayling et al. (2022a) 
Distance to Nearest Quaternary Magmatic Activity  Ayling et al. (2022b) 
Magnetic Field  Glen et al. (2022) 
Isostatic Gravity  Glen et al. (2022) 
Depth-to-Basement  Glen et al. (2022) 
Shear Strain Rate  Kreemer and Young (2023) 
Dilation Strain Rate  Kreemer and Young (2023) 
Second Invariant of Strain-Rate Tensor  Kreemer and Young (2023) 
Independent Seismic Density 
(> 2M, ≤ 30-km depth, n = 200, α = 0.05) Kreemer and Young (2023) 

Foreshock/Aftershock Seismic Density 
(> 2M, ≤ 30-km depth, n = 200, α = 0.05) Kreemer and Young (2023) 

Electrical Surface Conductance (2 - 12 km) Peacock and Bedrosian (2022) 
Electrical Middle Crust Conductance (12 - 20 km) Peacock and Bedrosian (2022) 
Electrical Lower Crust Conductance (20 - 50 km) Peacock and Bedrosian (2022) 
Electrical Upper Mantle Conductance (50 - 90 km) Peacock and Bedrosian (2022) 
Electrical Mantle Conductance (90 - 200 km) Peacock and Bedrosian (2022) 

 

In order to understand the correlative relationships of the reported convective signals and features, 
we examine the Pearson and Spearman correlation coefficients. The Pearson and Spearman 
correlation coefficients provide measures of correlation between the labels and features (see 
generally Lee Rodgers and Nicewander, 1988). The Pearson correlation coefficient provides a 
measure of linear correlation between features. The Spearman correlation coefficient provides a 
measure of correlation between the ranked values of features. Both have a minimum and maximum 
of negative one and one, corresponding to negative and positive correlation, respectively. The 
greater the absolute correlation coefficient, the greater the degree of correlation.  

2.3 Three Modeling Approaches 

We apply three modeling approaches (Linear Regression, All-Data XGBoost, and Truncated-Data 
XGBoost) to predict convective signals across the Great Basin. Below, we provide more details 
about these approaches. 

2.3.1 Linear Regression 

We select linear regression for its simplicity and linearity; that is, linear regression provides a 
baseline against which to compare more complex approaches. We define multiple linear regression 
in Equation 1 as 
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where 𝑦𝑦𝑛𝑛 is the label of the nth example, 𝑥𝑥𝑛𝑛,𝑚𝑚 is the mth feature value of the nth example, 𝛽𝛽𝑚𝑚 is the 
weight (i.e., fitting parameter) of the mth feature. Linear regression aims to fit the labels 𝑦𝑦𝑛𝑛 as a 
linear function of the n feature vectors (or examples). Let the ith example be 𝑥𝑥𝑖𝑖 with corresponding 
label 𝑦𝑦𝑖𝑖 and 𝑦𝑦𝑦𝑖𝑖 be the corresponding prediction; linear regression then minimizes the following 
equation for root mean square error (RMSE), provided in Equation 2 as 
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2.3.2 XGBoost 

We select XGBoost (Chen and Guestrin, 2016) because Mordensky et al. (2023b) identified 
XGBoost as a superior ML algorithm when fitting models using geothermal data from the 2008 
U.S. Geological Survey Geothermal Resource Assessment (Williams and DeAngelo, 2008; 
Williams et al., 2008) due to its boosted tree-based architecture, which allows for a non-linear 
predictor without the need for excessively large datasets. The XGBoost algorithm functions by 
sequentially adding estimators (i.e., decision trees) to an ensemble, where the goal of each new 
estimator is to account for the errors of the current ensemble. The final prediction is then a 
weighted combination of each estimator in the ensemble. 

Mean absolute error (MAE) is a common error metric that is insensitive to outliers and is defined 
in Equation 3 as 

 
𝑅𝑅𝑀𝑀𝑅𝑅 =  

1
𝑛𝑛
��𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑦𝑖𝑖�,
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 (3) 

in which 𝑛𝑛 is the number of cells, 𝑖𝑖 is the ith cell, 𝑦𝑦 is the label, and 𝑦𝑦𝑦 is the prediction. However, 
MAE is undifferentiable at zero and, therefore, cannot be used as a loss function with XGBoost. 
To obtain additional robustness to outliers, we select the Pseudo-Huber function (Huber, 1964) as 
the loss function for the XGBoost approaches because the Pseudo-Huber function is not as 
sensitive to outliers as RMSE but remains differentiable across its entirety. The Pseudo-Huber 
function is given by Equation 4 as 

 
𝑃𝑃𝑃𝑃δ =  δ

2
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∑ �1 +  �𝑦𝑦𝑖𝑖−𝑦𝑦𝑦𝑖𝑖

δ
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in which 𝑃𝑃𝑃𝑃δ is the error by the Pseudo-Huber loss function, 𝑛𝑛 is the number of labeled examples, 
𝑖𝑖 is the ith cell, 𝑦𝑦 is the label, 𝑦𝑦𝑦 is the prediction, and δ is a user-set parameter. In the Pseudo-Huber 
loss function, we set δ equal to 1. By setting δ to 1, differences between the reported convective 
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signals from DeAngelo et al. (2023) and the predicted convective signals from the XGBoost 
models that are less than 1 produce error values similar to that of RMSE and differences greater 
than 1 produce error values similar to that of MAE. Hence, the Pseudo-Huber loss function with δ 
= 1 is differentiable about zero while remaining insensitive to outliers. A similar outlier-robust 
loss could be used for linear regression. However, the relationship between examples and labels is 
inherently non-linear (see Section 3.2 Feature Data), we hypothesize that a more robust loss would 
provide minimal improvement to the performance of linear regression. 

For hyperparameter optimization, we tune the number of estimators, maximum depth of each 
estimator, learning rate, and number of leaves per node across 120 train-test splits. We fit final 
models using all the labeled examples per that approach and the median hyperparameter values 
from the 120 train-test splits using the U.S. Geological Survey high-performance computer 
DENALI (Falgout et al., 2021). 

To check and prevent against overfitting in the final models, we develop a variant of the low 
progress method for early stopping (see generally Tian and Zhang, 2022) by comparing the change 
in testing loss and training loss per new estimator in the 120 train-test splits. During the addition 
of early estimators, the rates of improvement in the training and testing data are similar, but 
eventually, the rate of improvement in the testing data slows compared to the rate of improvement 
in the training data, indicating that overfitting is beginning. Specifically, we define early 
improvement as the improvement between estimators 1 and 2, and we compare that initial ratio to 
the ratio from each sequential estimator as the Relative Reduction in Slope (RRiS) given in 
Equation 5 as: 
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where 𝑅𝑅𝑀𝑀𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛𝑡𝑡 is the testing loss, 𝑅𝑅𝑀𝑀𝑅𝑅𝑡𝑡𝑡𝑡𝑡𝑡𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑡𝑡 is the training loss, and 𝑖𝑖 is the ith estimator. 
Conceptually, we say that the model is beginning to overfit when the ratio of improvement of the 
testing to training data is some defined fraction of the initial improvement of this ratio from the 
addition of sequential estimators. We implement early stopping before the ith estimator at which 
the median RRiS from the 120 train-test splits falls below that defined fraction. In practice, we 
choose two fractions, an upper fraction of ½ and a lower fraction of ¼, respectively denoted as 
RRiS1/2 and RRiS1/4, resulting in two final models per XGBoost approach. Producing these two 
variations of final models for a single approach allows for a comparison of the predictive skill 
resulting from the change in model complexity. The goal is that the final model at RRiS1/2 might 
be slightly underfit while the final model at RRiS1/4 might be slightly overfit, allowing an analysis 
of robustness of model estimates (e.g., do both models substantially agree over most of the area?). 
The two critical fractions are verified based on plots of the 120 train-test splits to ensure that there 
is a reasonable confidence that the range of produced models are slightly under- and over-fit. 
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2.4 Feature Importance 

We evaluate feature importance for each of the modeling approaches using two algorithm-agnostic 
measures of feature importance (MAE sensitivity and SHapely Additive exPlanation [SHAP] 
values; Lundberg and Lee, 2017) with the final models. 

MAE sensitivity analysis functions by randomly shuffling the values of a single feature while the 
other features remain unshuffled, using the model to make new predictions, and then comparing 
these new predictions with the predictions from the originally unshuffled data and the impact on 
MAE. By sequentially completing this process through all the features, sensitivity analysis gauges 
the magnitude of the contribution of each feature toward a prediction. 

SHAP values operate similarly to sensitivity analysis at a conceptual level but with some 
fundamental differences. The SHAP function varies values for every possible combination of 
feature sets, whereas sensitivity analysis sequentially shuffles only one feature at a time. Also, 
SHAP measures the differences between predictions and does not rely on a specific performance 
metric. More specifically, every sample for every feature with consideration for every combination 
of features is assigned a SHAP value that is the difference between the original and permutated 
predictions, and the sample SHAP values are then averaged by feature to provide the mean feature 
SHAP values (Lundberg and Lee, 2017).  

3. Results 
In this section, the label and feature data used for fitting are presented, the optimal hyperparameters 
for XGBoost are reported, and the predicted convective signals from all five models are given and 
compared. Lastly, feature importance is provided. 

3.1 Label Data 

Pre-processing reduces the total number of labeled examples from the initially available 3,869 
reported convective signals. After removing examples with low reported convective signals within 
4 km of a high reported convective signal, 3,275 convective signals remain. The remaining 
reported convective signals span -91 to 11,105 mW/m2 and have a right-skewed distribution with 
a median of 262 mW/m2 and a standard deviation of 784 mW/m2 (Fig. 3). After truncating the data 
to only include reported convective signals between -25 and 200 mW/m2, only 2,156 convective 
signals remain. The convective signals for the truncated range still have a right-skewed distribution 
but with a median of 46 mW/m2 and a standard deviation of 56 mW/m2. 
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Figure 3. Cumulative distribution functions (CDFs) for reported convective signals: a) over the entire range of 

reported convective signals; and b) over the range of reported convective signals used for Truncated-
Data XGBoost. Dashed curve: CDF for reported convective signals for Linear Regression and All-Data 
XGBoost; Solid line: CDF for reported convective signals for Truncated-XGBoost. Dashed box in a) 
provides extent of b). 

 

3.2 Feature Data 

The feature data at the reported convective signals generally cover the same range of values as that 
for the unlabeled examples (Fig. 4) with values having a low rate of change per unit distance. That 
is, feature maps generally appear smooth despite the resolution of the INGENIOUS grid (i.e., 250-
m by 250-m; Fig. 5); however, the seismic density data do not share this characteristic and, instead, 
have small areas of elevated values.  
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Figure 4. Cumulative distribution functions (CDFs) of standardized unlabeled examples (solid line) compared 
with CDFs of standardized labeled examples (i.e., examples with reported convective signals; dashed 
line). Steeper slopes on a CDF indicate a greater density of examples with that feature value. Shallower 
slopes on a CDF indicate a lower density of examples with that feature value. Differences between lines 
indicate sample bias relative to the input feature distribution. For example, thermal gradient wells used 
to construct the heat flow maps from DeAngelo et al. (2022) preferentially sample regions with higher 
conductive heat flow (upper left panel).  
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Figure 5. Standardized feature maps for the 16 features from the datasets supporting INGENIOUS. The extent 
of the study is defined by the complete overlap of the different features. The base map has been made 
using data from Natural Earth. 

 

In general, most features share moderate or strong correlation with at least one other feature. There 
are three groups of correlated variables: 1) features from geodetic methods, seismic derivatives, 
and distance to nearest Quaternary magmatic activity; 2) conductance features; and 3) features 
from geophysical methods (Fig. 6). The reported convective signals have low correlation with any 
feature. 
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Figure 6. Pearson and Spearman correlation coefficients between input features. Red corresponds to positive correlation coefficients. Blue corresponds 
to negative correlation coefficients. Fitting from features with extremely high correlation (e.g., 0.95) may negatively impact model performance 
(e.g., Mordensky et al., 2023a). Abbreviations: Ind. – Independent; Dep. – Dependent; Cond. – Conductance. 
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3.3 Hyperparameters and Predictions for Convective Hydrothermal Upflow 

In this section, we provide optimal hyperparameters and then evaluate model performance by 
comparing reported and predicted convective signals. Prediction maps detail the geospatial 
distribution of predicted convective signals. Lastly, we report feature importance. 

The median optimal hyperparameter values from the 120 train-test splits are provided in Table 2. 
The median ith estimator for early stopping at RRiS1/2 and RRiS1/4 from the 120 train-test splits are 
provided in Table 2 and Fig. 7. All-Data XGBoost uses fewer estimators (5 and 8 for RRiS1/2 and 
RRiS1/4, respectively) than Truncated-Data XGBoost (14 and 24 for RRiS1/2 and RRiS1/4, 
respectively), but the estimators for All-Data XGBoost are more complex (18 nodes deep) than 
Truncated-Data XGBoost (12 nodes deep). 

Table 2. Hyperparameters for the XGBoost models. 

 

i 
Estimators Max Depth Learning Rate Max Leaves 

ith Estimator for 
Early Stopping 

at RRiS1/2 

ith Estimator for 
Early Stopping 

at RRiS1/4 
All-Data XGBoost 15 18 0.05 1 5 8 

Truncated-Data XGBoost 40 12 0.05 1 14 24 
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Figure 7. Loss-vs-Estimator relationships depicting workflow to identify when to engage early stopping. 
Training loss (pink) and testing loss (green) per estimator are provided in a) and b). The RRiS (Eq. 5) in 
c) and d) provides the relative changes in slope from a) and b), respectively, as estimators are added in 
each of the approaches. The ith-estimator intersect at which the RRiS of a train-test split is at half of its 
initial RRiS (i.e., RRiS1/2; blue bins) and a quarter of its initial RRiS (i.e., RRiS1/4; orange bins) from the 
120 train-test splits are provided in e) and f). Overlap of the blue bins for RRiS1/2 and orange bins for 
RRiS1/4 is depicted as brown. The median ith-estimator intersect for these distributions (i.e., when early 
stopping is employed) for RRiS1/2 (blue dashed line) and RRiS1/4 (orange dashed line) overlay each 
subplot. Abbreviation: Est. – Estimator. 

 

All the modeling approaches underpredict the highest reported convective signals. Linear 
Regression is the worst performing of the three approaches with its predictions having a roughly 
Gaussian distribution about a value of 260 mW/m2 (Fig. 8), whereas the two XGBoost approaches 
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consistently predict high convective signals as high and low reported convective signals as low 
(Figs. 9, 10). Of the two XGBoost approaches, All-Data XGBoost predicts the highest convective 
signals (>2000 mW/m2) and Truncated-Data XGBoost never predicts above 125 mW/m2. The 
more-complex models (i.e., with i estimators corresponding to RRiS1/4) predict higher than the less 
complex model variants (i.e., with i estimators corresponding to RRiS1/2). 

 

Figure 8. Cross-plots and stacked marginal histograms for reported convective signals and predicted convective 
signals from the approach for Linear Regression. Marginal histograms provide distribution to 
corresponding axis. Top plot (a) depicts the entire range of the reported convective signals. Bottom plot 
(b) is provided for comparison to predictions using the narrower range of reported convective signals 
with Truncated-Data XGBoost (Fig. 10). 
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Figure 9. Cross-plots and stacked marginal histograms for reported convective signals and predicted convective 
signals from All-Data XGBoost for RRiS1/2 (a,c) and for RRiS1/4 (b,d). Top plots (a,b) depict the entire 
range of the reported convective signals. Bottom plots (c,d) are provided for comparison to predictions 
using the narrower range of reported convective signals with Truncated-Data XGBoost (Fig. 10). 
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Figure 10. Cross-plots and stacked marginal histograms for reported convective signals and predicted 
convective signals from Truncated-Data XGBoost. Predictions for reported connective signals > 200 
mW/m2 are only depicted in the marginal histogram as orange bins to allow for a detailed perspective of 
predictions over the range of convective signals with which this model trained. 

 

Because none of the approaches examined predict reasonably matching values for high convective 
signals (Figs. 8, 9, 10), the prediction maps are presented by categorizing the predicted convective 
signals according to the categorical distinctions from their corresponding reported convective 
signals (Fig. 11; Table 3). More specifically, we refer to predictions as having a low predicted 
convective signal when the predictions are less than the median prediction for examples with 
reported convective signals within 25 ± 5 mW/m2, a high predicted convective signal when the 
predictions are greater than the median prediction for examples with reported convective signals 
within 50 ± 5 mW/m2, and an intermediate predicted convective signal when the predictions are 
between the bounds for the high predicted convective signal and low predicted convective signal. 
In doing so, Linear Regression and All-Data XGBoost predict similar proportions (i.e., roughly 
33%) of the study area as having a high predicted convective signal and Truncated-XGBoost 
predicts the smallest percentage (i.e., roughly 16%) of the study area as having a high predicted 
convective signal (Table 3). The All-Data and Truncated-Data XGBoost approaches have greater 
granularity than Linear Regression (Fig. 11).  
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Table 3: Prediction values defining low convective signal, intermediate convective signal, and high convective 
signal per approach and the corresponding predicted percent of study area. 

Model 

Bound between 
Low and 

Intermediate 
Predicted 

Convective 
Signal 

(mW/m2) 

Bound between 
Intermediate and 

High Predicted 
Convective 

Signal 
(mW/m2) 

Percent 
Area 

with Low 
Predicted 

Convective 
Signal 

Percent Area  
with 

Intermediate 
Predicted 

Convective 
Signal 

Percent 
Area 

with High 
Predicted 

Convective 
Signal 

Linear Regression 232 244 65.1 2.7 32.3 

All-Data XGBoost1/2 6 13 48.9 18.5 32.6 

All-Data XGBoost1/4 9 18 46.8 18.7 34.5 

Truncated-Data XGBoost1/2 16 30 54.0 29.6 16.4 

Truncated-Data XGBoost1/4 22 40 51.8 32.7 15.6 
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Figure 11. Prediction maps from using Linear Regression (a), All-Data XGBoost (b, c), and Truncated-Data 
XGBoost (d, e). Predictions are depicted as Low Predicted Convective Signal (blue), Intermediate 
Predicted Convective Signal (green), and High Predicted Convective Signal (red) because the absolute 
predictions suggest a strong bias in both approaches (i.e., predicted convective signals are consistently 
less than reported convective signals; see Table 3 for categorical boundary thresholds); although, high 
reported convective signals are still predicted as high and low reported convective signals are still 
predicted as low. The base map has been made using data from Natural Earth. Higher-resolution maps 
are available in Appendix A. 
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3.4 Feature Importance 

The most important features predominantly vary by the selection of the algorithm (Fig. 12). The 
shear strain rate and second invariant to the strain rate are the most important features for linear 
regression. Conductive heat flow and distance to nearest Quaternary fault are the two most 
important features for All-Data XGBoost, with the second invariant to the strain rate and distance 
to nearest Quaternary magmatic activity being roughly equal as the third most important feature. 
Conductive heat flow, distance to nearest Quaternary fault, and distance to nearest Quaternary 
magmatic body are the most important features for Truncated-Data XGBoost. 

 

Figure 12. Min-max, 0-to-1 normalized feature importance for final models. 
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4. Discussion 
All models generally express strong bias by underpredicting high reported convective signals, but 
the approaches using XGBoost perform better at predicting high convective signals as high and 
low convective signals as low (Figs. 9, 10) than linear regression (Fig. 8). This general observation 
of predictive behavior is consistent with the relative feature importance (Fig. 12), which suggests 
that the selection of the ML algorithm had a greater effect than the choice of which range of 
reported convective signals to use for fitting. However, identifying the best-performing XGBoost 
approach varies by which measures of performance are considered. 

In terms of minimizing the area predicted as having a high convective signal, Truncated-Data 
XGBoost is the best-performing approach (Fig. 11; Table 3). Truncated-Data XGBoost also has 
greater separation between the distributions of predictions for high and low reported convective 
signals (Fig. 13). More specifically, when predicting for the entire study area, Truncated-Data 
XGBoost predicts half of the examples with high reported convective signals in the top 3 % of 
predictions, whereas All-Data XGBoost requires the top 13 % of predictions to include half of the 
examples with high reported convective signals (Fig. 13). Yet, when evaluating model 
performance by an ability to predict convective hydrothermal upflow at operating geothermal 
power plants, the All-Data XGBoost approach outperforms the Truncated-Data XGBoost 
approach (Fig. 14), suggesting that valuable information was lost by removing labels with values 
> 200 mW/m2 from Truncated-Data XGBoost. 
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Figure 13. Cumulative distribution functions of predicted convective signals for all examples (labeled and 
unlabeled) with distributions of corresponding reported convective signals provided in marginal 
histograms (i.e., red: high reported convective signal, blue: low reported convective signal). Solid red 
lines depict the median high predicted convective signals. Dashed red lines depict the 16th percentile (i.e., 
one standard deviation or one sigma below the median value in a normal distribution) prediction for 
high reported convective signals. Solid blue lines depict the median prediction for low reported 
convective signals. Dashed blue lines depict the 84th percentile (i.e., one standard deviation or one sigma 
above the median value in a normal distribution) prediction for low reported convective signals. Bin size 
is 0.025 on a unitless 0-to-1 scale. 
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Figure 14. Cumulative distribution functions of power-producing hydrothermal systems respective to model 
predictions. Black and red dashed lines depict the percentile of highest predictions (left y-axis; analogous 
to the percent of the study area) required to capture 50 % (9) and 25 % (13), respectively, of the 18 power 
plants with reported > 130°C temperature (right y-axis). Similarly, the black and red text in upper left 
of each subplot corresponds to the dashed lines by color and reports the percentile of highest predictions 
required to capture 50 % (9) and 25 % (13), respectively, of the 18 power plants with reported > 130°C 
temperature. The range of the x-axes are defined by bounding 2.5% and 99% of the total predictions 
specific to the approach depicted. The power production data are from Faulds et al. (2021) and available 
through Mlawsky and Ayling (2021). Red X on right y-axis marks the total number (18) of powerplants 
operating at > 130°C. MW – Megawatts power capacity.  
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Like with performance, neither XGBoost approach has consistent behavior to suggest one 
approach is less susceptible to overfitting as new estimators are added between RRiS1/2 and 
RRiS1/4. In terms of minimizing the percent of the study area predicted as having a high convective 
signal, adding estimators to Truncated-Data XGBoost spreads the distribution of predictions for 
reported high convective signals to relatively lower predictions (i.e., from a median high reported 
convective signal at the 99.77th percentile prediction to the 97.11th percentile prediction; Fig. 13) 
more than the addition of new estimators to All-Data XGBoost (i.e., from a median high reported 
convective signal at the 87.61th percentile prediction to the 87.39th percentile prediction), 
suggesting that All-Data XGBoost is less sensitive to the addition of new estimators. Yet, All-Data 
XGBoost appears more sensitive to the addition of new estimators than Truncated-Data XGBoost 
in terms of percent change of the study area that was predicted as low for RRiS1/2 and high for 
RRiS1/4 (Fig. 15). As additional estimators are added between RRiS1/2 and RRiS1/4, the absolute 
predictions in both XGBoost approaches generally increased (Figs. 9, 10, 13), but the majority 
(i.e., > 99 %) of the resulting changes to the categorical predictions, like those depicted in Fig. 11 
and detailed in Table 3, were only from one category of predicted convective signal to the next 
category of predicted convective signal (i.e., from a low predicted convective signal to an 
intermediate predicted convective signal or from an intermediate predicted convective signal to a 
high predicted convective signal). Although < 1 % of the study area changes from a predicted low 
convective signal to a predicted high convective signal with either XGBoost approach, Truncated 
XGBoost expresses greater stability in generalization with only 0.03 % of the study area changing 
from a predicted low to a predicted high, whereas 0.62 % of the study area changes from a 
predicted low to a predicted high with All-Data XGBoost (Fig. 15). Hence, the high outlying 
reported convective signals in All-Data XGBoost are likely biasing predictions as the model 
complexity of that approach increases. 

The hypothesis that the outliers are impacting bias in more complex All-Data XGBoost models is 
supported by optimizing early stopping using validation data. Although we use testing data to 
optimize early stopping in this study, we note that optimizing early stopping with testing data is 
not considered a best practice. To address this concern, we could optimize early stopping using 
validation data. Preliminary results find that optimizing early stopping with validation data instead 
of testing data reduces model complexity more in the All-Data XGBoost approach than in the 
Truncated-Data XGBoost approach. The greater simplification of model complexity in the All-
Data XGBoost approach may be related to the high outlying reported convective signals used in 
that approach. Because the subset of examples used for optimization decreases from 20% to 16% 
of the labeled data (i.e., from the testing data to the validation data), the outlying label values may 
be forcing fewer estimators in the All-Data XGBoost approach to prevent overfitting.  
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Figure 15. Maps depicting differences in categorical predictions of convective signal between models trained 
with estimators corresponding to RRiS1/2 and RRiS1/4. The absolute ordered differences are provided in 
the top plots (a,b). The bottom plots provide locations predicted as low convective signal at RRiS1/2 but 
as high convective signal at RRiS1/4. The base map has been made using data from Natural Earth. 

 

The comparison of the different supervised ML algorithms strongly demonstrates that non-linear 
approaches (e.g., XGBoost) hold some skill for predicting convective signal, but the performance 
tradeoff resulting from the removal of examples with high outlying convective signals likely 
impairs model performance (Figs. 13, 14). Hence, regression may not be the appropriate class of 
algorithm to predict strong convective signals. Simultaneously, supervised ML classification 
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implicitly does not distinguish between high and very high convective signals (e.g., Mordensky et 
al., 2023b). Therefore, we propose using ordinal regression as a compromise between regression 
and classification. By binning the convective signals, we can isolate high convective signals from 
very high convective signals; thereby allowing models that convey information from all the 
convective signals but without the bias of outlying label values. 

A more discerning approach during feature selection would also likely improve model 
performance. Hitherto, the models we have presented and discussed used feature data without 
regard for their correlative relationships. However, Mordensky et al. (2023a) showed that having 
few labeled examples, like when working with geoscience data, emphasizes the importance of 
using as few features as possible in order to maximize model performance. The high correlation 
between the features in this study (Fig. 6) means that every feature may not be benefitting model 
performance, and there likely is opportunity to omit the less informative features in favor of other 
new, more informative features (e.g., the first derivative of isostatic gravity or the magnetic field).  

5. Conclusion 
In this study, we fit three models to predict the magnitude of hydrothermal upflow across the Great 
Basin using reported convective signals from DeAngelo et al. (2022) as labels, datasets supporting 
INGENIOUS as features, and three machine learning approaches (i.e., linear regression using the 
entire range of reported convective signals, XGBoost using the entire range of reported convective 
signals, and XGBoost using reported convective signals truncated to a specified range [-25 to 200 
mW/m2] so that large outliers are excluded). Linear regression offers only limited meaningful 
predictive skill; however, the XGBoost approach using the truncated range of reported convective 
signals performs the best at predicting high known convective signals as high whereas the 
XGBoost approach fit using all the data performs the best at predicting hydrothermal systems with 
power production. The duality of these two XGBoost approaches and their performance measures 
suggests that very high convective signals have valuable information, but the outlying nature of 
these very high convective signals imparts bias. Therefore, our results suggest using a supervised 
machine learning algorithm that allows for the use of very high convective signals but reduces 
their potential bias (e.g., ranked ordinal regression) to predict the magnitude of convective 
hydrothermal upflow.  
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Appendix A – Higher-Resolution Prediction Maps 

Appendix A provides higher-resolution prediction maps for all the models produced in this study. 

 

Figure A1: Predicted signals from conductive heat flow using linear regression and the entire range of 
convective signals. The base map has been made using data from Natural Earth. 
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Figure A2: Predicted signals from conductive heat flow using XGBoost and the entire range of convective 
signals and RRiS1/2 early stopping. The base map has been made using data from Natural Earth. 
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Figure A3: Predicted signals from conductive heat flow using XGBoost and the entire range of convective 
signals and RRiS1/4 early stopping. The base map has been made using data from Natural Earth. 
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Figure A4: Predicted signals from conductive heat flow using XGBoost and convective signals with label values 
ranging from -25 to 200 mW/m2 and RRiS1/2 early stopping. The base map has been made using data 
from Natural Earth. 
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Figure A5: Predicted signals from conductive heat flow using XGBoost and convective signals with label values 
ranging from -25 to 200 mW/m2 and RRiS1/4 early stopping. The base map has been made using data 
from Natural Earth. 
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ABSTRACT  

Methods designed to identify favorable areas for geothermal resources have traditionally been 
focused on near-surface information, namely data that can be compiled into a 2D map. However, 
these methods fail to account for the third dimension: depth. As a result, they do not incorporate 
deep crustal and mantle features like heat sources. Geophysical methods with multi-scale 
capabilities, such as magnetotellurics (MT), provide tools to image deeper structures and bottom-
up control on location of near surface hydrothermal systems in 3D. This study briefly demonstrates 
the advantage of understanding bottom-up control on hydrothermal systems to aid assessment and 
characterization. A regional 3D electrical resistivity model of the Great Basin is developed from 
MT data that image the near surface down to the mantle. From the 3D model, electrical 
conductance (depth integrated electrical conductivity) maps are created at logical depth intervals 
to identify anomalies.  The conductance maps image discrete zones of high conductance between 
15-20 km depth indicative of fluid collection at the brittle-ductile transition; high-conductance 
zones around Moho depths (30-50 km) suggestive of partial melt; high-conductance zones in the 
upper mantle indicative of higher temperature and larger melt fraction, and low-conductance zones 
indicative of lithospheric material descending in the mantle. One anomalous zone of low 
conductance in the mantle is under north central Nevada, suggesting vertical mantle flow transport 
of heat to the crust related to sinking lithospheric material.    

1. Introduction 
Play fairway analysis is the process of assimilating various geologic data into a database and 
producing favorability models of specific targets. This type of analysis has been used in the 
petroleum industry and, in the last decade, has been a topic of research to identify areas of interest 
for geothermal resources (e.g. Siler et al., 2017, Ito et al., 2017, Smith et al., (2021, 2023), Faulds 
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et al., 2021). The most common approach with non-continuous data is to interpolate onto a 
common 2D map for correlation and statistical analysis. The types of data sets commonly include 
near surface data: geologic maps, digital elevation models, heat flow, gravity and magnetic data, 
and fault information (e.g. Smith et al., 2023). Data are then weighted and combined to identify 
areas of interest. Weighting is often assigned by experts (e.g. Siler et al., 2017, Ito et al., 2017, 
Faulds et al., 2021) but more recently, machine learning methods have been incorporated to help 
optimize anomaly detection (e.g. Smith et al. (2021, 2023), Mordensky et al. 2023). As the input 
data sets and resulting prediction maps are 2D surfaces representing 3D processes, 3D information 
is important but not innately included. Multi-scale geophysical data, like MT and seismic 
tomography, offer the opportunity to improve existing models by including depth information. 
This would help constrain bottom-up control on how heat travels from the lower crust to the near 
surface.    

Imaging the subsurface at various scales to understand both top-down and bottom-up control on 
location of hydrothermal systems in the Great Basin was a key contribution of Phil Wannamaker 
from the University of Utah. In numerous studies, Wannamaker demonstrated the power of 
imaging the subsurface in 3D using MT and jointly interpreting with other geophysical data to 
characterize hydrothermal systems at various scales (Wannamaker et al. [2004, 2008, 2010, 2013, 
2015, 2017, 2019, 2020, 2021], Newman et al., 2008, Meqbel et al., 2014, Hardwick et al., 2015). 
Wannamaker et al. (2019) conducted a comprehensive multi-scale multi-disciplinary study to 
identify potential areas of interest for geothermal resources. Their study suggested that areas of 
interest are commonly found at the confluence of zones under local dilation, with elevated 3He and 
R/Ra values, elevated CO2 flux, and near-surface low electrical conductivity zones proximal to the 
faults connected to mid- to lower-crustal, low-electrical zones. This pattern suggests a deep crustal 
magmatic heat source connected to the upper crust through deep faults that can transport fluids, 
heat, and gas to the near surface and support an active hydrothermal system. In a similar study, 
Peacock and Siler (2021) demonstrated that joint interpretation of geologic and MT modeling can 
constrain bottom-up and top-down control on hydrothermal systems. 

Herein, an electrical resistivity model of the Great Basin will be discussed by estimating electrical 
conductance for different depth intervals. These are then compared with seismic tomography 
models and a recent heat flow map. A conceptual model of the Great Basin is discussed and finally 
suggestions on how regional 3D data can be used for play fairway analysis.  

2. 3D Electrical Resistivity Model 
Available MT data collected from various projects are assimilated into a single data set (Figure 1) 
and interpolated onto a single period map for modeling. The impedance and induction vectors are 
inverted in 3D using ModEM (Kelbert et al., 2014) on the U.S. Geological Survey (USGS) high 
performance computer (USGS, 2015). The model grid includes cells of 7 x 7 km in the horizontal 
direction within the station area and geometrically increases with depth starting from a top layer 
of 50 m. The global normalized root-mean-square error (nRMS) is reduced from 46 to 2.1 using 
error floors of 0.03 times the geometric mean for the impedance elements and 0.02 for the 
induction vectors. Average iteration time of the inversion was around two hours, and the inversion 
ran for 146 iterations for a total compute time of about 12 days. ModEM is a deterministic 
inversion and therefore provides one out of an infinite number of models (Kelbert et al., 2014). 
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The model presented is a preferred model and should be interpreted with caution understanding 
that station distribution and model parameters can cause artifacts.  

MT is sensitive to where fluids are or have been, and often appear as high conductivity zones (e.g. 
Wannamaker et al., 2008). These fluids can be aqueous or magmatic, and can originate from 
meteoric, connate, magmatic, or metamorphic sources. Electrical conductance is the depth 
integrated electrical conductivity and is a useful parameter for assessing zones of high or low 
conductance. Electrical conductance is estimated for the near surface (2 – 12 km), middle crust 
(12 – 20 km), lower crust (20 – 50 km), upper mantle (50 – 90 km), and mantle (90 – 200 km) 
(Peacock and Bedrosian, 2022).  

 
Figure 1: Map of MT stations used to develop a 3D electrical resistivity model of the Great Basin. The study 

area is from GBCGE, NBMG, UNR (2022). Map image is the intellectual property of Esri and is used 
herein under license. Copyright © 2020 Esri and its licensors. All rights reserved.  
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3. Analysis  
Comparing the electrical conductance layers to other geophysical data provides insights into what 
anomalous zones of conductance represent (Figure 2). The upper crust layer identifies shallow 
zones of high conductance potentially related to hydrothermal systems and possible connections 
to deeper heat sources (Figure 2a). Because the model cells have horizontal dimensions of  
7 x 7 km, near-surface features and features smaller than 7 km are not well resolved. Nevertheless, 
the conductance suggests areas where fluids may accumulate to transport heat to near surface 
hydrothermal systems.  

The middle crust layer identifies areas of fluid collection at the brittle-ductile transition. As 
suggested in Wannamaker et al. (2008), the brittle-ductile transition occurs at around 15 km depth 
throughout the Great Basin (Figure 2b) and represents the isotherm of about 500 oC. This acts as 
a boundary where fluids get trapped and accumulate often in topographic highs of the brittle-
ductile transition (Peacock and Siler, 2021). These highs are commonly associated with deep 
crustal faults which episodically dilate and act as pathways of relatively high permeability, 
allowing hot fluids to ascend into the crust transporting heat (Sibson 1990).  

The lower crust layer identifies areas of enhanced partial melt near the Moho (Figure 2c). 
Similarly, the mantle layers identify areas of elevated fractions of partial melt in the mantle (Figure 
2d, e). Mantle heat distribution and fluid content influences the percent of partial melt of mafic 
underplating near the Moho. For example, one key feature in the mantle layers are zones of low 
conductance, high p-wave velocity (Roth et al., 2008), and an SKS shear wave splitting anomaly 
(Walpole et al., 2014). The low p-wave velocity zone has been attributed to lithospheric drip (West 
et al., 2009) causing toroidal mantle flow (Zandt and Humphreys, 2008) as evidenced from the 
SKS shear wave splitting estimations (Zandt and Humphreys, 2008, Walpole et al., 2014) and 
mantle xenoliths (Dygert et al., 2019). The toroidal flow forces vertical mantle transported heat 
into the crust around the edges of the downwelling lithosphere which matches well with heat flow 
(DeAngelo et al., 2022). Discrepancies in delineating boundaries of the downwelling lithosphere 
appear between the p-wave and conductance models. This may be caused by a skew in depth- the 
conductance is a depth-integrated calculation whereas seismic p-wave velocity is a single depth 
slice. The downwelling lithosphere is imaged to be dipping to the east and therefore may be further 
east than the seismic depth slice in the upper lithospheric mantle. Regardless, the correlation with 
heat flow at the surface indicates the importance of understanding structures at depth and how they 
provide bottom-up control on surface features.  
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Figure 2: Maps of electrical conductance for various selected depth sections (a-d), difference in p-wave seismic 

velocity (dVp) from a starting model (e; Roth et al., 2008), and heat flow (f; DeAngelo et al., 2022). Mantle 
layers have fast SKS shear wave splitting directions plotted as black arrows (Walpole et al. 2014). Same 
symbols as Figure 1. Blue dashed line: seismically interpreted lithosphere sinking into the mantle; white 
dotted line: downwelling lithosphere interpreted from electrical conductance; red dot-dashed line: the 
Battle Mountain high heat flow area. Background map image is the intellectual property of Esri and is 
used herein under license. Copyright © 2020 Esri and its licensors. All rights reserved. 

4. Conceptual Model  
From the many studies in the Great Basin, a conceptual model of full crustal control on 
hydrothermal systems can be developed (Figure 3). Bottom-up control begins in the mantle where 
anomalous mantle flow transports heat into the lithosphere. Vertical heat transport can be 
generated by downwelling lithosphere caused by Rayleigh-Taylor instabilities (lithospheric drip). 
As the lithospheric block descends, toroidal flow is generated, and heat is transported vertically 
around the sinking block (Zandt and Humphreys, 2008; West et al., 2009). This heat is transported 
into the lithosphere causing melting and increasing partial melt percentage in the existing melt 
related to extension induced underplating (Wannamaker et al., 2008). This melt stalls near the 
Moho and as it cools, it releases aqueous fluids into the lower crust. The aqueous fluid transports 
heat and stalls at the brittle-ductile transition, collecting in topographic highs within the brittle-
ductile transition (Wannamaker et al., 2008).  These highs are often found near deep crustal faults 
and are imaged in electrical resistivity models as conductive zones and are associated with 
earthquakes (Peacock and Siler, 2021). Episodic earthquakes related to fault dilation allow fluids 
to be transported into the middle and upper crust, transporting heat. These are not the working 
fluids of shallow hydrothermal systems as the faults are often self-annealing in the depth range of 
5 km, when temperatures drop enough for scaling to occur. Transported heat can support shallow 
hydrothermal systems where faults and basins allow meteoric water to penetrate deep enough to 
create convection.  
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Figure 3: Conceptual model of full crustal control on near-surface hydrothermal systems adapted from Peacock 

and Siler (2021). See Section 4 for more details. 

5. Discussion  
Most play fairway analyses use geophysical data that relate to a top-down control often 
representing conditions within the top 5 km of the crust where exploitable geothermal resources 
exist. However, knowing why hydrothermal systems exist and details about their heat source can 
be of equal importance. For example, if an area has ideal fault or basin geometry, it would be 
advantageous to know if a deeper heat source can support a hydrothermal system.  

Relative to 3D models, 2D maps are simpler for correlating multiple data sets and, therefore, 
adding a third dimension brings complexity. Instead of developing a full-scale 3D favorability 
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model, a few 2D layers could be added to the play fairway analysis that represent depth slices or 
intervals from the mantle to the upper crust that identify zones of favorability (Figure 4). In the 
spirit of play fairway analysis, this would provide constraints on anomalies in the near surface and 
identify if they have deeper connections to possible heat sources.   

The mantle layer could include electrical conductance, seismic velocity (p- and s-wave), and SKS 
shear wave splitting (indicative of mantle flow). A zone of favorability could be the outside of 
low-conductance zones collocated with high-velocity zones and circular patterns in SKS splitting 
directions. This pattern would indicate downwelling lithosphere and upwelling mantle heat.  

The next layer up could be near the Moho (about 30 km deep across the Basin and Range). This 
layer could include electrical conductance, seismic velocity (p- and s-wave), and gravity data. A 
zone of favorability would be a high-conductance zone collocated with low-velocity and low-
density. This pattern would identify elevated partial melt. 

The mid-crustal layer could be in the range of the brittle-ductile transition (around 12-15 km). Data 
would include electrical conductance, seismicity, and fault geometry. Depth slices from 3D gravity 
and magnetic models could also be useful at this depth range and could be jointly inverted with 
MT data (Moorkamp, 2022). The pattern for favorability would then be a zone of high conductance 
collocated with high earthquake density. Knowing fault geometry would identify where heat is 
transported into the crust.  

Another layer could be added in the upper crust (5 – 10 km depth) that includes electrical 
conductance, depth slices from 3D gravity and magnetic models, seismicity, and fault and 
structural geometry. A zone of favorability could be thin electrical conductance anomalies that 
connect the mid-crust to the upper crust collocated with low-density, low-magnetic susceptibility 
zones, and high earthquake density. A different favorability target could be where high gradients 
exist in the physical property models--for instance, where high conductance is juxtaposed to low 
conductance, or high density juxtaposed to low density--because these would identify potential 
permeable boundaries. Another favorability target could be identifying density highs collocated 
with conductance lows and magnetic highs suggestive of competent rock that could conduct heat.   

Joint 3D inversion to develop coherent and related 3D models through physical properties (e.g. 
Moorkamp, 2022) could be used to constrain anomalous zones.  Existing play fairway methods 
should account for depth information from these joint or individual geophysical models like 
electrical resistivity, density, magnetic susceptibility, and structural geology. Moreover, as 
machine learning play fairway analysis research progresses, training data could include 
information from 3D geophysical models to help understand how bottom-up control and top-down 
control interact and how that interaction relates to near surface anomalies.    
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Figure 4: Example of adding depth information into a play fairway analysis.  Far left are examples of geophysics 

depth slices or intervals at different levels of the lithosphere, this could be electrical conductance (reds).  
Examples of favorability are colored in a gray scale with black = 1 and white = 0, which could be logically 
weighted depending on confidence in the layer and influence on the overall favorability.  These layers 
could be added to the existing play fairway layers to come up with a more informed favorability model.   
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ABSTRACT  

Identifying a geothermal exploration target faces many unique challenges. This paper presents a 
methodology to combine open-source geoscience data to identify and refine subsurface structures 
to create an integrated geologic model of Nevada to reduce uncertainty in the subsurface. Regional 
and exploration scale datasets are combined from public sources including the United States 
Geological Survey (USGS) Geo Data Portal and the US Department of Energy Geothermal Data 
Repository to identify regional trends that can influence exploration projects. Regional 
geophysical surveys enable broad interpretation of basin scale features, which can be used to 
influence interpretations between local geologic models. Multiple 2D and 3D datasets are 
combined to uncover additional insights and identify subsurface structures. Regional depth to 
basement surfaces were calculated through iterative gravity structural inversions to influence 
interpretations made in data sparse areas. Susceptibility and magnetization vector cloud based 
geophysical inversion algorithms were performed to correlate fault interpretations from a local 
model that are interpolated from the surface.   

1. Introduction  
Blind Geothermal systems lack obvious surface manifestations (Garg et al., 2010) and are more 
difficult to locate than geothermal systems with surface expressions, however, they are a sought-
after resource in the state of Nevada. This lack of surficial evidence of heat below the surface 
requires a better understanding of subsurface structures, specifically those that act as heat sources 
and conduits/barriers to geothermal fluids (Faulds and Hinz, 2015). Gravity and magnetic data 
record lateral density and susceptibility contrasts, which can be used to estimate the thickness of 
Cenozoic deposits in Nevada, infer structures associated with dense pre Cenozoic rock, and 
improve confidence in interpreted faults at depth (Berger et al., 2001). The high contrast in density 
between generally dense pre-Cenozoic rock and Cenozoic deposits generate gravity lows over light 
Cenozoic basin-fill and highs over relatively dense pre-Cenozoic basement rock, which can 
provide insight into the underlying structure of the subsurface.  A depth to pre-Cenozoic rock 
surface is calculated through an iterative inversion process using a regional gravity grid from the 
United States Geological Survey to estimate the thickness of Cenozoic deposits for comparison 
with published local 3D models. A 3D susceptibility and magnetization vector inversion is run 
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over an area with a local model (Siler et al, 2023) to correlate magnetic susceptibility with 
interpreted faults at depth. The regional basin-fill sediment thickness surface is combined with 
stratigraphy from public well datasets to generate a 3D geologic model of the study area. 

2. Regional Geoscience Data Overview  
The state-wide 1:500k scale geology map in Figure 1 (Tingley, 1999) is used as a guideline for the 
surficial geology of our study area. The Shuttle Radar Topography Mission 1-arc second resolution 
grid (Farr and Kobrick, 2000) is the topographic surface used for all models generated in our study. 
Generally, topographic highs correlate with pre-Cenozoic bedrock outcrops and Tertiary 
volcanics, whereas lows correlate with Cenozoic basin-fill sediments.  

 
Figure 1: Generalized Geology map (left) and SRTM1 30m Topography in meters (right). Beige corresponds 

with topography highs and Blue corresponds with topography lows.  

The extensional structural setting of the Great Basin results in north-south trending normal faults 
producing a series of roughly parallel half and full grabens and basins where relatively loosely 
consolidated Cenozoic sediments accumulate in valleys surrounded by relatively dense bedrock. 
For the purpose of this paper, we will refer to all relatively dense pre-Cenozoic rock as Basement.  
Potential fields data are well suited for analyzing subsurface structures in the Basin and Range 
style extensional environment of Nevada. Large physical property contrasts are present between 
the overlying Cenozoic deposits (Speed and Sharp, 1979) and underlying variable composition 
basement. Normal faults result in lateral discontinuities, which generate relative highs and lows in 
the Bouguer gravity anomaly where lateral density contrast are present. Highs in the Bouguer 
gravity generally correspond with mapped basement contacts which are composed of generally 
denser rock, and lows with mapped basin fill contacts which are generally less dense. 
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The Complete Bouguer Anomaly (CBA) grid of Nevada and the Composite Magnetic Anomaly 
(CMA) grid of Nevada (Kucks, 2006) are used to analyze and infer subsurface properties for a pre-
defined area of interest covering the majority of Northern Nevada. The CMA grid, and CBA grid, 
of Nevada (Figure 2), downloaded from the USGS publications portal (Kucks, 2006) are used as 
the input regional geophysical data for subsequent analysis and inversion to extract information 
about the density, magnetic susceptibilities, remnant magnetization, and geological structures of 
the subsurface. 

 
Figure 2: The Nevada CMA map (left) and the CBA anomaly grid (right). The magnetic anomaly map (500 m 

resolution) is composed of 82 individual magnetic surveys which have been levelled and continued to a 
constant survey height above topography of 305 m. The complete Bouguer grid (1000 m resolution) was 
generated from 71,055 stations using a reduction density of 2.67 cm³ where Terrain corrections were 
calculated radially outward from each station to 1km.   

3. Data Preparation 

One of the main focuses of this study is to generate a sediment thickness grid through an iterative 
gravity inversion process. To achieve this, the long wavelength signal contained in the CBA grid 
must either be considered in our model or removed through an additional processing step. The 
USGS published the isostatic residual grid (Figure 3) which removes a long wavelength 
component seen in the Bouguer anomaly grid by removing the gravitational effect of the 
compensating mass that supports topographic loads (Kucks, 2006), however, a first order north-
south trending long wavelength trend is still prevalent in the data. There are several potential 
sources for this signal and can potentially be of shallow origin. For the purpose of determining the 
basin-fill thickness we will use the CBA grid but attempt to remove the long wavelength signal 
through a matched filter.  
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Figure 3: The Nevada isostatic residual gravity map. 

To remove the long wavelength component in the CBA grid a matched filter using an equivalent 
depth of 200,000 was applied. Figure 4 shows the process of building the matched filter, where an 
interactive dialog is used to design an equivalent depth and window width to remove the 
appropriate signal from our input grid (Cowan, 1993). 

 
Figure 4: Matched filter design.  (A.) Shows the long wavelength signal calculated using the equivalent depth 

(B.) Shows the resulting residual magnetic grid. 
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The resulting Matched Filter Gravity grid (Figure 5) has a more consistent range over mapped 
basin-fill contacts. This enables our inversion process to focus on defining the basin-fill sediment 
thickness while ignoring, to an extent, the variable composition underlying basement.  

 

 

 
Figure 5: Matched Filter Residual Gravity grid 

 

 

4. Layered Gravity Inversion  
The survey area is defined by the cyan rectangular border in Figure 6. A polygon was digitized 
around the alluvial playa deposits from the generalized geology map (Tingley, 1999) and used to 
build a constraint grid. The constraint grid is populated by values between 1 and 0, which indicate 
the degree of freedom allowed by the constraint. Blues on the constraint grid are 0, and are frozen 
during inversion. Pinks are 1, where the inversion can move freely. This focuses the inversion on 
areas of known basin-fill from our surface geological map.  
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Figure 6: Outline of Study Area (cyan) with mapped basin-fill (alluvial and playa deposits) digitized from the 

generalized geology map. The constraint grid where pink represents the basin-fill and blue represents 
the underlying basement is displayed within the study area border.   

 

A simple two-layer model was constructed in GM-SYS 3D™ (Figure 7) using a constant density 
assigned to the basin-fill sediment (2.0 g/cm³) and underlying basement rock (2.67g/cm³) 
following a similar density assignment from the Play Fairway Analysis gravity modelling e.g. Hinz 
et. al, 2020. The initial geometry has the basement surface coincident with topography, and a 
background reduction density of 2.67 g/cm³. Running an unconstrained structural inversion on the 
basement surface will lower the surface in areas of gravity lows, effectively generating a sediment 
thickness map. In areas of gravity highs, the basement surface will remain coincident with 
topography signifying a potential basement outcrop.  

The error grid can be used to determine areas where the model is in mass deficit or mass excess. 
Positive errors align with areas of mass deficit, where the model needs to add more mass to reduce 
the misfit. Negative errors show areas of mass excess, where the forward response of the model is 
higher than the input gravity survey. This is to be expected because a constant auto-best fit DC 
shift was used to reduce the mean error. In future studies and where these data are available it is 
best to apply the DC shift at a tie point of known structure and densities, preferably over a drillhole.  
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Figure 7: Initial unconstrained inversion. The Observed (Top Left), Calculated (Middle Left) and Error Grids 

(Bottom Right) show the model fit between the input Matched Filtered Bouguer Grid (Observed) and 
the resulting forward model response (Calculated). The Error grid is calculated by subtracting the 
Calculated from the Observed grid. The structure of the initial inversion (Top Right) and the resulting 
Density Voxel with relief surface in 3D (Bottom Right).   

 

The resulting basement relief is used to generate a basin-fill thickness grid and compared to the 
digitized basin-fill contacts from our geologic map in Figure 8. The inversion lowers the surface 
over gravity lows; however, this does not agree with our pre-interpreted basin-fill contacts and 
basement outcrops outlined by a magenta polygon with a hatched fill. Dark blue areas on the 
thickness grid show areas where our gravity inversion did not move the basement surface down, 
meaning these areas in our model contain no basin-fill sediment. The results can be improved by 
imposing the constraint grid to restrict our inversion to areas of known basin-fill.   
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Figure 8: Unconstrained Basin-Fill thickness grid. 

 

Gravity modelling faces the challenge of non-uniqueness, where a myriad of models can produce 
the same geophysical response (Witter, 2018). To guide our inversion to a more reasonable result, 
we impose the constraints grid from Figure 6 to focus the structural inversion on areas of basin-
fill. To produce a more geologically reasonable result, a physical property contrast using a density 
depth table (e.g. Jachens and Moring, 1990) was applied to the basin-fill sediments, as described 
in Table 1.  

 
Table 1: Density Depth Table e.g. Jachens and Moring (1990) 

 

The resulting constrained structural inversion has a larger error range than the unconstrained 
inversion, however, the resulting basin-fill is now confined to areas under mapped contacts 
creating a more geologically reasonable result (Figure 9). 

Depth Range 
(meters)

Density of basin-fill 
deposits (g/cc)

0-200 2.02
200-600 2.12

600-1200 2.32
>1200 2.42
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Figure 9: Constrained inversion using the constraint grid (Figure 6) and a Density Depth Table (Table 1). The 

Observed (Top Left), Calculated (Middle Left) and Error Grids (Bottom Right) show the model fit 
between the input Matched Filtered Bouguer Grid (Observed) and the resulting forward model response 
(Calculated). The structure of the initial inversion (Top Right) and the resulting Density Voxel clipped 
to show densities less than 2.67 (Bottom Right). 

 

The resulting basin-fill thickness grid (Figure 10) is now bound between the mapped basin-fill 
contact polygon. The more realistic density contrast produced from the density depth table now 
forces the basement surface deeper. Areas where basin-fill thickness equals 0 inside the basin-fill 
contact polygons require further investigation. This could signify a shallow, dense geologic unit, 
e.g. shallow volcanics, producing a relative gravity high in the area.  
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Figure 10: Constrained Basin-Fill thickness grid 

 

The resulting basin-fill grid was compared to local models to test the efficacy of the gravity 
filtering and inversion process. Figure 11 shows a well from the Steptoe Valley Play Fairway 
Analysis project (Heinz, 2020) intersecting the constrained basement surface from our inversion. 
There is a 200-meter gap in the Palezoic carbonates and local quartzites (Pz) drill intersection, 
which should correlate with our inverted 2.67g/cm³ basement surface. Based on the scale, 
resolution, and scope of our inversion for building a general basin shape and structure, this is a 
reasonably good result.  
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Figure 11: Well 27-033-05236 from the Steptoe Valley PFA project (Hinz, 2020) intersecting the basement 

surface (left) and the Matched Filtered Bouguer Gravity anomaly map over the study area (right).  

 

 

Although the inversion produces reasonable results over some areas of our study, areas with 
relative gravity highs over basin-fill contacts produce undesirable results. The Fallon FORGE 
project is one of these areas. The Fallon FORGE area (Sonnethal, 2018) should be entirely 
confined by the basin-fill polygon, however, Figure 12 shows the basement surface along the 
middle of the Quaternary sediments (Qs, Red). This is due to a local Gravity high on the right-side 
of the model. This correlates with the structure of the mafic Tertiary volcanics, reinforcing our 
theory that inconsistencies in the constrained basin-fill depth could be a result of dense, shallow 
volcanics unaccounted for in the initial constraint building and data preparation process.    
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Figure 12: Fallon FORGE surfaces (left) showing Quaternary sediments (Qs), Quaternary-Tertiary sediments 

(QTs), mafic Tertiary volcanic rocks (TvS), and a variety of Mesozoic basement rocks (Mzu). The 
Matched Filtered Bouguer gravity grid windowed to the Fallon project area (right) 

5. Faults and Magnetic Inversion 
Unconstrained susceptibility and magnetization vector inversions (MacLeod and Ellis, 2016) were 
run over the outline of the Southeastern Gabbs 3D geologic map (Siler et al., 2023) to compare 
with faults interpreted at depth.  

The fault surfaces were visualized in a 3D view (Figure 13) with the unconstrained susceptibility 
inversion clipped to 1000m depth. The constrained susceptibility inversion displays clear structural 
trends in the magnetic properties of the subsurface with sharp boundaries along fault zones. The 
magnetic properties can be traced to depth and highlight the discrete fault block boundaries.   

 
Figure 13: unconstrained Susceptibility Voxel with selected Southeastern Gabbs Faults 
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Similar to the unconstrained susceptibility inversion, the magnetization vector inversion (MVI) 
(Figure 14) can provide some insight into the subsurface magnetic properties of the area. The MVI 
can estimate the spatial inclination and declination of the effective magnetic susceptibility 
(Aisengart et al., 2017) which can provide some information on the magnetic remanence, and the 
structural and magnetic setting of the geology.  

Of note are the thin fault blocks in Figure 14 highlighted by the red arrows (1&2). Although the 
effect of remnant magnetization would need to be further studied in this area, the MVI effectively 
classifies the subsurface into discrete magnetic domains which can be easily visualized by filtering 
on the amplitude and declination angle.  

 
Figure 14: MVI Vector Voxel result clipped to highlight high amplitudes. 

6. 3D Conceptual Model  

A 3D conceptual model of the study area was generated using our regional sediment thickness grid 
and compiled well databases from local models published to the Geothermal Data Repository. The 
red line in Figure 15 shows the cross-section area of the 3D model (Figure 16). The 3D model is a 
volumetric representation of lithologic units composed of basement rock (green) generated from 
the basin-fill sediment thickness grid and compiled well databases from referenced public 
databases available through the Geothermal Data Repository. Data poor areas conform to 
extrapolated stratigraphic sequences ovelaying interpreted depth to basement surfaces.  
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Figure 15: Cross section area of the regional 3D model 

 

 
Figure 16: 3D model built from public well databases and the regional basin-fill sediment depth surface 

generated form gravity inversion.  
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7. Summary 
This paper describes the process for generating a sediment thickness map using light constraints 
for the purpose of generating a regional 3D geologic model. Local models were compared to the 
resulting basement surface where additional insights can be gained about the data and the efficacy 
of a relatively unconstrained structural inversion. Gravity highs along basin-fill surface 
expressions are likely associated with dense, shallow material as highlighted in Figure 12. This 
could be an indicator of shallow volcanics and is a cause for a detailed investigation. These areas 
can be selected by analyzing the spatial extents of mapped surface contacts and elevation surfaces, 
and by analyzing the error grid for areas that suggest mass excess or deficit. Gravity inversion 
suffers from non-uniqueness, so to improve the accuracy of inversion hard constraints from drilling 
or seismic should be added. Without constraints over areas with a typical basin-fill gravity 
response (lows over basin fill, highs over basement contacts) the results are reasonable for the 
resolution and scope of the study, and can provide a framework for more detailed investigation.  

Susceptibility and magnetization vector inversionscan provide additional insight about mapped 
faults at depth. The comparison of 3D faults over the Southeastern Gabbs study area show a 
positive correlation with discrete boundaries between subsurface magnetic susceptibility gradients. 
These results can likely be sharpened by adding constraints along fault lines traced at the surface 
and is another tool which can increase confidence in interpretations at depth. 

Well datasets and the sediment thickness surface can be combined to generate a 3D conceptual 
model. This can be used to connect the dots between local models, and as a starting point for more 
detailed site investigations.  
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ABSTRACT 

Faults are important controls on hydrothermal circulation worldwide. More specifically, structural 
discontinuities, i.e., locations where faults interact and intersect, host many hydrothermal systems. 
In the Great Basin, western USA, most hydrothermal systems are controlled by one (or more) of 
eight types of structural discontinuities. These structural settings localize stress and strain, and 
these affects generate the permeability and porosity needed for hydrothermal upwelling. For each 
of the eight structural settings that control Great Basin hydrothermal systems, we model slip on 
the major ‘parent’ faults and the resultant stress changes and strain occurring in the surrounding 
crust. Results demonstrate that the largest magnitude and most localized stress and strain effects 
occur in the structural settings that host the largest number of hydrothermal systems; fault 
stepovers and fault terminations. We also apply this concept to a series of synthetic fault systems 
to demonstrate how, in the early stages of geothermal exploration, this type of modeling can help 
evaluate end-member conceptual models of structural control and hydrothermal processes and 
inform exploration decisions. 

1. Introduction 
In all tectonic environments, structural discontinuities (locations where faults change orientation 
or geometry, interact, and/or intersect) serve as controls on hydrothermal processes (Curewitz and 
Karson, 1997; Rowland et al., 2004, 2012; Faulds et al., 2005, 2006, 2011; Cashman et al., 2012; 
Faulds, 2013; Moeck, 2014; Faulds and Hinz, 2015; Hinz et al., 2016; Wilson et al., 2016; Wallis 
et al., 2018). Structural discontinuities are particularly important in deep circulation fault-hosted 
geothermal systems which are notably present in the USA (Faulds and Hinz, 2015), Indonesia 
(Hinz et al., 2021), the East Africa Rift (Hinz et al., 2018), and Turkey (Faulds et al., 2009), as 
well as a number of other places worldwide (Moeck, 2014). Defining geothermal prospects hosted 
by these common structural settings is one exploration tool with demonstrated exploration success 
(Craig et al., 2017, 2021; Faulds et al., 2017, 2019, 2021; Craig, 2018, Glen et al., 2022). 
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Figure 1. Common structural settings for hydrothermal systems in the Great Basin, USA, modified after Faulds 
and Hinz, 2015. A) Major normal fault zone, B) fault bend, C) horsetail fault termination, D) stepover, 
E) fault intersection, F) accommodation zone, G) displacement transfer zone, H) transtensional pull 
apart. The red ellipse represents the general location of hydrothermal upwelling based on the regional 
classification (Faulds, 2013, Faulds et al., 2021). 

Kinematic and dynamic processes associated with fault slip have been invoked to explain the 
locations of hydrothermal upwelling relative to structural discontinuities (Curewitz and Karson 
1997; Siler et al., 2018). When slip occurs on a fault, stress is relieved along the ruptured fault 
segment(s) and transferred to the surrounding crust. The surrounding crust also undergoes strain 
as a result of the slip. Faults also may experience changes to normal and shear stress, bringing 
them to a critically stressed state where they may be expected to slip. When faults slip or dilate, 
they may generate brecciation or become propped open by rough wall geometries or partial 
mineralization (Sheldon and Micklethwaite, 2007). Siler et al., (2018) demonstrated that locations 
of maximum stress and dilatational strain affects were consistent with locations of surficial 
geothermal features (e.g., fumeroles, silicification, sinter), shallow temperature anomalies, and 
production well fields at two Great Basin geothermal fields. Over time, and with repeated 
earthquake cycles, these locations continually form denser fracture networks and/or more open 
fractures relative to the surrounding crust and are therefore particularly favorable for hosting 
hydrothermal circulation (Siler et al., 2018). 
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In this paper slip is numerically modeled on several different structural geometries in order to 
investigate the resultant stress changes and strain. The modeling approach is applied to 1) eight 
idealized structural settings (Figure 1) that have been empirically demonstrated to be important 
controls on hydrothermal processes (Siler, 2023b), and 2) a synthetic example (Figure 2) in which 
the geologic structure and ambient stresses are not well constrained. The purpose of this example 
is to demonstrate how these methods can be useful in a geothermal prospect where many critical 
datasets may be sparse, incomplete, or absent. 

2. Methods 
A boundary element method is used for calculating three-dimensional (3D) displacement on 
triangular elements called Cut and Displace (Davis et al., 2017, 2019; Davis 2020). The modeling 
applies an input stress to the input faults, calculates 1) the resultant slip on the input faults, and 2) 
the resultant stress changes and strain that occur on fractures of a given orientation in the 
surrounding crust. The modelling approach allows for shear displacement on the input faults, but 
no opening component. Slip, strain, and stress changes are calculated for a slice at 1000m depth. 
This depth represents the depth of a geothermal reservoir and is typical of reservoirs in the Great 
Basin, USA (Ayling, 2020).  

Stress changes and strain that result from the modeled slip are calculated for 288 observation points 
with 1000 m regular spacing in a 16 km (east-west) by 18 km (north-south) grid at 1000 m depth 
beneath the surface. For all faults modeled, the non-terminating input faults extend 5 km beyond 
the edges of the observation grid, so no stress or strain effects from the edges of these faults are 
expected. 

The magnitudes of the principal stresses and pore pressure are calculated using the methods of 
Lund Snee and Zoback (2022). These methods assume that the crust is in a state of frictional failure 
equilibrium, a coefficient of friction = 0.6, and crustal density of 2600 kg/m3. 3D stress models for 
the strike-slip and normal faulting stress regimes are derived from the calculated stresses and pore 
fluid pressure (at 1000 m depth) by assuming that stress and pore pressure values at the surface 
are zero and linear lithostatic stress gradients with depth. All input parameters were selected 
because they are representative of geological materials. The MATLAB functions used in the paper 
are in (Siler et al., 2023a) and available via ScienceBase at https://doi.org/10.5066/P9S73O5C. 

The results for the eight idealized structural settings are presented in Siler (2023b), though the 
generalized results are reiterated below. For the synthetic case, the stress changes are presented as 
the percent change in the Coulomb shear traction relative to the static stress state. Strain is 
presented as percent dilatation. Stress changes are calculated for fractures with the highest 
Coulomb shear traction increase for all fracture orientations within ± 1 standard deviation of the 
strike, dip, and rake of the input faults. In other words, the stress changes presented below are for 
optimally oriented fractures with similar geometry to the input faults. All strain is assumed to be 
elastic.  

2.1 Eight idealized structural settings 

The geometry of the eight idealized structural settings (Figure 1) are the most common structural 
settings for hydrothermal systems in the Great Basin, USA, based on extensive characterization 
studies (e.g., Faulds et al., 2005, 2006, 2011, 2021; Faulds, 2013; Faulds and Hinz, 2015). 
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Structural setting was defined for 313 known hydrothermal systems (i.e., measured temperature 
greater than 35°C). The settings in decreasing order of abundance are fault stepovers (25% of 
classified systems), horse-tailing fault terminations (20%), fault intersections (18%), 
accommodation zones (7%), displacement transfer zones (4%), transtensional pull aparts (3%), 
fault bends (2%), and major normal fault zones (1%) (Faulds and Hinz, 2015; Figure 1). For 
detailed methodology the reader is referred to Siler, (2023b). 

2.2 Synthetic case 

The synthetic case is based on a scenario in which a range front fault and hot spring complex or 
temperature anomaly are well-known, but other aspects of the fault system are poorly constrained. 
Additionally, the prevailing stresses are poorly constrained (Figure 2). The well-constrained 
aspects of the fault system are as follows: A north-striking range front fault is precisely mapped to 
the south of the hot springs/temperature anomaly. The range fault is poorly constrained at the 
latitude of the hot springs and to the north, though a left-step in the topography of the range front 
suggests a left-step in the range front fault system. Additionally, three other faults 1) a north-
striking range-ward dipping fault north of the hot spring, 2) a north-striking basin-ward dipping 
fault north of the hot spring, and 3) an east-northeast striking south-dipping fault south of the hot 
springs are inferred based on gravity gradients. The importance of these faults to the hydrothermal 
system, however, is questionable. Each set of fault traces is transformed into 3D assuming that 
normal faults dip 60°, based on simple fault mechanics (Anderson, 1905). 

 

Figure 2. Map of a synthetic geothermal prospect. The southern range front fault and hot spring 
complex/temperature anomaly are well constrained, but other aspects of the geological structure and 
stress conditions are not well constrained. The geometry of the range front and a subtle gravity gradient 
suggest there is a left step-over to a northern range front normal fault. Other gravity gradients also 
suggest possible west- or east-dipping faults to the north of the spring complex or a northeast-striking, 
southeast-dipping fault to the south of the spring complex. The modern, active range front fault suggests 
a normal faulting stress regime with an east/west Shmin, whereas regional data suggest a normal faulting 
stress regime with a southeast/northwest Shmin. 

These possible structures imply several different structural settings; 1) a northward termination of 
the range front fault at the south end of the hot spring complex, 2) a right-step from the range front 
fault to a synthetic (same dip direction) fault outboard of the range front at the latitude of the hot 
springs, 3) a left-step in the range front fault at the latitude of the hot springs, 4) an inward dipping 
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accommodation zone at the latitude of the hot springs, and 5) a fault intersection just southwest of 
the hot springs. Though it is clear that a normal faulting stress regime prevails, the Shmin direction 
is poorly constrained. Based on the orientation of the range front fault, Shmin may be azimuth 090 
(east-west) or based on regional geodetic data Shmin may be azimuth 135 (southeast-northwest). 

3. Results 
In general, along normal faults with consistent strike that are at a high angle to Shmin, dilatation 
and Coulomb shear stress increases occur in the hanging wall (down-dip side) of the fault. At 
structural discontinuities, where faults are closely spaced or intersect, these simple patterns change 
and higher magnitude strain and stress affects can be localized. In general, the highest magnitude 
stress and strain effects occur adjacent to and down-dip of discontinuities in the fault(s) (i.e., 
intersections, strike changes).  

3.1 Eight idealized structural settings 

The Coulomb shear stress change, normal stress change, and dilatation results from the eight 
idealized structural settings are presented in full in Siler (2023b). The generalized stress and strain 
observations and summary figure combining the stress and strain results are reproduced below 
(Figure 3). 

The major normal fault segment and fault bend experience relatively low magnitude strain and 
stress changes. These areas oriented along the fault strike on the downdip side, though there are 
subtle loci of dilatation, commonly located where the faults change strike (Figure 3A-B). The 
horsetail fault termination is associated with relatively localized and high magnitude dilatation and 
stress changes relative to other structural settings. These effects are focused at the northern and 
southern extents of the horsetail splays and on the downdip side (Figure 3C). The stepover is 
associated with relatively localized and high magnitude dilatation and high stress change. These 
are focused within and downdip of the northwest-southeast striking faults that bridge the north end 
of the stepover (Figure 3D). The fault intersection experiences a relatively diffuse and low-
magnitude strain and stress changes (Figure 3E), similar to the major normal fault zone and fault 
bend. The accommodation zone is not associated with any localized stress change or strain. 
Additional modeling in Siler (2023b) examines this counterintuitive result. The displacement 
transfer zone is associated with a large area of stress change and strain focused downdip of the 
intersection between the strike-slip fault and normal fault splays (Figure 3G). The transtensional 
pull apart is associated with a large area of relatively moderate stress change and strain between 
the two strike-slip faults as well as south and north of the bridging normal faults. 
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Figure 3. Maps of modelled stress changes and strain at the eight idealized structural settings of Faulds and 
Hinz (2015). Colored contours are built from overlaying the stress change and strain results. For detailed 
methodology and results see Siler (2023b). Warmer colors represent progressively larger magnitude 
modelled stress change and strain. White areas indicate no significant modelled strain or stress change.  

3.2 Synthetic case 

The known and possible faults that constitute the synthetic case form five different structural 
settings; 1) a northward termination of the range front fault at the south end of the hot spring 
complex, 2) a right-step from the range front fault to a synthetic (same dip direction) fault outboard 
of the range front at the latitude of the hot springs, 3) a left-step in the range front fault at the 
latitude of the hot springs, 4) an inward dipping accommodation zone at the latitude of the hot 
springs, and 5) a fault intersection just southwest of the hot springs. For each of these settings, 
dilation and Coulomb shear stress change were calculated for a normal faulting stress regime with 
an east/west Shmin (Figure 4) and a southeast/northwest (azimuth 135) Shmin. For the 
southeast/northwest Shmin, the ~north striking normal faults will have an oblique slip (left-lateral) 
component (Figure 5).  

In general, and similar to the eight idealized structural settings (Figure 3), all cases show the 
maximum dilation and maximum Coulomb shear stress change occurring at the fault termination 
or main discontinuity between the fault and on the down-dip side. 
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Figure 4. Maps of modelled dilatation (upper panels) and Coulomb shear stress change (lower panels) at the 
five possible structural settings inferred from sparse data at the synthetic geothermal prospect. Warm 
colors represent dilatation and an increase in Coulomb shear stress relative to static stress conditions. 
Shmin direction is east/west for all panels in this figure. 

In general, the dilatation patterns for fault termination, right step-over and left step-over are similar 
for both stress cases (Figures 4 and 5). For the accommodation zone, the east/west Shmin case 
(Figure 4) shows two separate foci of strain down dip of the two faults, whereas in the 
southeast/northwest Shmin case one relatively larger area strain spans the accommodation zone 
(Figure 5). The strain patterns for the fault intersection are generally similar in both stress cases 
(Figures 4 and 5). 

For east/west Shmin case, the maximum Coulomb shear stress increase is focused down-dip of the 
northern end of the fault for fault termination, southern fault for left step-over, southern fault for 
right step-over (Figure 4). These patterns are generally similar for the southeast/northwest Shmin 
case as well (Figure 5). For the right step-over with southeast/northwest Shmin, however, the 
maximum Coulomb shear stress change is focused at the southern end of the northern fault (Figure 
5). For the accommodation zone, the east/west Shmin case (Figure 4) shows two separate foci of 
maximum stress change down dip of the two faults, whereas in the southeast/northwest Shmin case 
one relatively larger area of Coulomb stress increase spans the accommodation zone (Figure 5). 
This is a similar pattern seen in the dilatation results for accommodation zones. The Coulomb shear 
stress change for the fault intersection is similar in both stress cases (Figures 4 and 5). 
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Figure 5. Maps of modelled dilatation (upper panels) and Coulomb shear stress change (lower panels) at the 
five possible structural settings inferred from sparse data at the synthetic geothermal prospect. Warm 
colors represent dilatation and an increase in Coulomb shear stress relative to static stress conditions. 
Shmin direction is southeast/northwest for all panels in this figure. 

4. Discussion 
The differences in the stress and strain effects between the different structural settings and between 
different stress conditions are significant. If we are to follow the logic of Siler et al., (2018) and 
Siler (2023b) and relate the loci of maximum dilatation and Coulomb shear stress to permeability 
development and maintenance over time, these results confirm that it is critical to constrain both 
the structural geometry and ambient stress conditions at a geothermal prospect in order to 
understand the most probably locus of permeability development and hydrothermal upwelling. 
This is evident from the fact, for example, that the locus of Coulomb shear stress change for the 
right step-over in the southeast/northwest Shmin case (Figure 5) is as far as 2-3 km away from the 
locus of Coulomb shear stress change in the fault intersection east/west Shmin case (Figure 4). 
Having the wrong structural or stress model could result in exploration efforts being spent to a 
relatively lower prospectivity area.  

Still, using these methods to explore multiple possible structural and stress models yields useful 
information that could inform subsequent exploration activities at this synthetic prospect. Firstly, 
the area directly to the southwest of the spring complex appears to be the most common locus of 
stress change and strain in all cases. This is largely controlled by the northward termination of the 
southern normal fault, which further emphasizes the critical need for accurate structural 
characterization. But in a scenario like this one, where the geometry of this fault is well-
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constrained, this area would be the most prospective regardless of the other aspects of the fault 
system or prevailing stress, though it is clearly not the only prospective area.  

By examining all stress and structural scenarios, it is clear that the areas 1) directly southwest of 
the spring complex and 2) beneath and due west of the spring complex are the only areas that 
experience focused stress changes and strain. A developer could, for example, use these results 
narrow the areas of interest within this prospect. Geophysical surveys, shallow temperature 
surveys, or a temperature gradient drilling campaign could be designed to specifically evaluate the 
geological structure, resistivity structure, or subsurface temperatures in these areas rather than 
more distributed campaigns that span the prospect. 

Conclusions 
The modeling presented here focuses on common structural settings documented to host 
hydrothermal activity in the Great Basin, USA. Fault slip is modelled, and the resultant dilatation 
and stress changes on optimally oriented faults of similar geometry (within ± 1 standard deviation 
of the strike, dip, and rake) to the input faults are presented. In the areas that undergo stress changes 
or dilation, faults that slip may generate brecciation or become propped open by rough wall 
geometries or partial mineralization and therefore generate permeability (Sheldon and 
Micklethwaite, 2007). Increases in shear stress may bring secondary faults to a critically stressed 
state in which they are likely to host fluid flow (Barton et al., 1995). These areas are especially 
well suited to host hydrothermal upwelling relative to the surrounding crust (Siler et al., 2018). 

The eight idealized structural settings modelled (Figure 3) demonstrate stress and strain 
localization patterns relative to common fault geometries. Such concepts have proven useful in 
determining high prospectivity hydrothermal areas from regional data (Craig et al., 2017, 2021; 
Faulds et al., 2017, 2019, 2021; Craig, 2018, Glen et al., 2022). These results add process-based 
explanations for the empirical and conceptual results of regional characterization of hydrothermal 
systems (e.g., Faulds and Hinz , 2015). Still, specific details of the structural geometry and stresses 
have a strong control on the stress change and strain patterns, so in early-stage evaluation of 
geothermal areas, thorough examination of the specific structures present in any area of interest 
would be required. 

The synthetic case represents a scenario in which a range front fault and hot spring complex or 
temperature anomaly are well-known, but other aspects of the fault system and the ambient stresses 
are poorly constrained. This example demonstrates that the specific geometry of the fault system 
and stress field have strong control on which areas in a geothermal prospect may be the most 
prospective for permeability and geothermal upwelling. However, even with relatively poor 
constraints on structure and stress, the synthetic case demonstrates that evaluating many possible 
structural and stress models may serve to narrow the areas within a prospect that are the most 
promising. Subsequent exploration activities could, therefore, be designed to focus on the most 
promising areas. 
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ABSTRACT 

The Great Basin region contains different domains that have different structural and hydrothermal 
flow patterns. Depending on the characteristics of these patterns, certain data types may be more 
successful at detecting hidden geothermal resources. In this paper, we quantitatively evaluate 
if certain data types are more successful in certain domains. Given different aquifer, strain and 
structural conditions, we explore which data types statistically reveal positively labeled 
geothermal sites. We utilize value of information (VOI) metrics to help quantify the reliability of 
data types to discriminate against “positive” and “negative” labeled geothermal sites. We also 
evaluate how kernel density estimation can help generalize the statistics that inform VOI, which 
is necessary given the limited data in geothermal exploration. Except for the Carbonate Aquifer, 
the highest ranking of the Vimperfect is the Local Structural Setting. Next, the slip and dilation 
tendency is first for Carbonate Aquifer and second for Central Nevada Seismic Belt and Western 
Great Basin. For the Carbonate Aquifer, heat flow is has the lowest Vimperfect value compared to 
the other three domains, which is consistent with the understanding of how heat flow 
measurements are masked by regional groundwater flow. 

1. Introduction  

Play fairway analysis has been very successful in identifying hidden prospects via 2D regional 
analysis (Faulds et al. 2015; 2017; Craig et al. 2021) but has also helped bring consensus on the 
existence of domains within the Great Basin. Clustering analysis has further acknowledged and 
developed these ideas (Smith et al. 2021), which identified four domains: Western Great Basin, 
Walker Lane, Central Nevada Seismic Belt and the Carbonate Aquifer in the east (Figure 1).  
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As part of the INGENIOUS1 data collection and modeling objectives, there is an updated focus by 
the regional play fairways workflow team to improve the play fairway analysis output by defining 
and examining geological domains.  While further analysis will be done on refining these domains 
in other parts of the team’s efforts, the hypothesis presented here is that certain data types may be 
more successful at discovering positive geothermal labeled sites in certain domains over others 
(Figure 1). Given the different data parameters for aquifer, strain and structural conditions, we 
explore which types of data types statistically distinguish more reliably between positive and 
negatively labeled geothermal sites. Examples of some of these data are shown in Figure 1: strain 
values from 2022 (grayscale diamonds), slip and dilation along faults (line features with black to 
yellow colormap) and the log10 well temperatures (circular viridis colormap). 

 
Figure 1: Four domains as background color with overlayed log10 well temps (circles), slip & dilation tendency 

(along fault lines) and strain (diamonds) 

Using available datasets and labels from the Nevada machine learning project2, we have developed 
codes that will be updated when all the INGENIOUS datasets and labels are available covering 
the Great Basin area, rather than just the initial machine learning area of central Nevada (shown in 
rectangle in Figure 1).  

Specifically, we use value of information (VOI) metrics to quantify which data types are more 
reliable for each domain in discriminating between positive and negative geothermal labels 
(Trainor-Guitton 2014). VOI utilizes the labeled data by calculating likelihood functions for each 

 
1 https://gbcge.org/current-projects/ingenious/ 
2 https://gbcge.org/current-projects/machine-learning/ 
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combination of label and attribute, and then the likelihood can be transformed into a posterior as 
described in (Trainor-Guitton et al. 2014). VOI requires a decision to be identified where an 
uncertain parameter affects the outcome of the decision, e.g. temperature in a drilled well 
influences economic geothermal outcomes. Therefore, the value outcomes (often but not 
necessarily in monetary units) map the geothermal states (here positive/negative labels) to their 
rewards. Ultimately, the posterior is combined with these value outcomes such that each data 
attributes can be assigned a discrete value that accounts for how “cleanly” it distinguishes between 
positive and negative labels.  

This paper will describe the VOI equations in detail and how Vimperfect compares for the different 
domains. These are preliminary results, as the domains and data coverage will be updated with 
INGENIOUS progress. We demonstrate how these domain-specific VOI calculations are 
implemented into a Streamlit app3, which allows for Python code to be shared via custom web 
apps. By building and deploying a VOI app, INGENIOUS members can build intuition on how 
VOI works and eventually allow members of the general geothermal public to do the same.  

2. Methodology  

We motivate this domain-focused work by presenting the distributions of strain and bottom hole 
temperatures for the different domains. These are examples of the distributions that can be put into 
the VOI equations. The next subsection presents and describes the VOI equations, demonstrating 
the current implementation of each in the VOI Streamlit app. The last part of the methodology 
describes how smoothing the histogram can be performed, which helps to generalize the statistical 
distributions and greatly affects the VOI metrics.  

2.1 Example Attributes for the Different Domains 

The 2022 strain data for the four domains are shown in Figure 2.  The highest strains (33 to 58 
units) are within Walker Lane, while the lowest strains are within the Carbonate Aquifer (0 to 3 
units), based on the bar chart of strain versus counts. The Central Nevada Seismic Belt appears to 
have a bimodal distribution, and the Western Great Basin seems to have a peak at strains slightly 
higher than the Central Nevada Seismic Belt. The right y-axis of Figure 2 demonstrates the 
“likelihood” or probability density function (pdf) for the strain for each domain and is represented 
by the dashed lines. They are normalized versions of the counts and provide a “smoothing” factor 
compared to the bar counts. This smoothing will be described in detail later. 

 
3 https://docs.streamlit.io/ 
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Figure 2: Histogram of strain values within each domain. Left y-axis are raw count values corresponding to 

bars; right y-axis are normalized probabilities corresponding to the dash-dot lines. 

 

 
Figure 3: Distribution of well temperatures (BHT: bottom hole temperature) for each domain. Empirical data 

shown with circle markers, and kernel density estimation (kde) is the shaded domain (smooth version of 
density of data points). 
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Additionally, well temperatures and their depths were visualized for the four domains (Figure 3). 
The shaded regions in Figure 3 represent kernel density estimations or kde plots which represent 
and smooth out the density of the distribution and are described in detail below. The scatter plots 
(circle markers) alone make it difficult to understand the relative density since many could plot on 
top of each other. For example, the Carbonate Aquifer looks like it has many deep hot 
temperatures, but they are a small number of the total measurements. Thus, the density values you 
see on the colorbars are specific to each subdomain dataset (depends on number of data and how 
they are spread out). Next, we describe the kde functionality for smoothing histograms to help 
generalize the statistics, and ultimately, we show how it affects the VOI metrics. 

2.2 KDE Histogram Estimation 

Kernel density estimation (KDE) is a non-parametric method for estimating the probability density 
function of a given random variable, or specifically here for the observations of the subsurface 
features. The traditional name of KDE is the Parzen-Rosenblatt Window method, named after 
those who formalized the technique. Given a sample of independent, identically distributed (i.i.d) 
observations (x1,x2,…,xn) of a random variable from an unknown source distribution, the kernel 
density estimate, is given by: 

Pr(x) =
1
𝑛𝑛ℎ

�K �
𝑥𝑥 − 𝑥𝑥𝑗𝑗
ℎ

�
𝑛𝑛

𝑗𝑗=1

   (1) 

where K(.) is the kernel function and h is the smoothing parameter, also called the bandwidth. 
Various kernels are possible, but we use the default Gaussian.  

When thinking of histograms as estimates of the density function, it is reasonable to suggest that 
bin size controls the smoothness of the function since bin size controls how the data are modeled, 
which then affects how the data are interpreted. Histograms using an ideal bandwidth will have a 
density estimate that can most accurately approximate the true distribution of the data, and 
importantly for geothermal, smooth out gaps in the data due to sparseness or incomplete data. 

2.2.1 Ideal Bandwidth Calculation with Naïve Bayes 

We began exploring how the bin size (bandwidth h in Equation 1 above) for the attribute affects 
the posterior probability calculation, the marginal, and thus the value with imperfect information 
Vimperfect.  We determine the ideal bandwidth by performing a grid search with a Naïve Bayes 
classifier.  Naïve Bayes is a generative predictor, in other words it calculates the posterior, then 
assigns a class (positive or negative) according to which one has a high posterior probability 
(VanderPlas 2016; Powers, Trainor‐Guitton, and Hoversten 2022).  The grid search performs the 
Naïve Bayes classification for 20 different bandwidths then compares the predicted class with the 
true class.  The bandwidth that results in the highest accuracy in Naïve Bayes is deemed the ideal 
bandwidth. 

Accuracy =
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑇𝑇𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃

𝐴𝐴𝐴𝐴𝐴𝐴 𝑆𝑆𝑁𝑁𝑆𝑆𝑆𝑆𝐴𝐴𝑇𝑇𝑃𝑃
   (2) 
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The accuracy for 20 different bandwidths of heat flow is plotted in Figure 4; the bandwidth that 
results in the highest predictive accuracy is equal to 7.  This grid search is performed for each 
attribute when calculating the VOI within the app. 

 

 
Figure 4: Naive Bayes accuracy versus heat flow bandwidth: bandwidth = 7 results in best accuracy for 

predicting negative or positive labeled geothermal sites 

 

2.3 Value of Imperfect Information: Quantifying Past Performance of Different Data Types 
to Identify Positive/Negative Geothermal Labels 

Currently, the VOI app begins with a demonstration problem, where the user can toggle the “odds 
in the geothermal lottery” by changing the a priori probability: Pr(Θ = 𝜃𝜃𝑖𝑖). This is shown on the 
right side of Figure 5. A plot demonstrating the “prior value” as a function of the dry hole cost 
(cost of when the decision action is to drill, and no geothermal production resulted). The prior 
value is calculated with the following expression: 

𝑉𝑉𝑝𝑝𝑝𝑝𝑖𝑖𝑝𝑝𝑝𝑝 = max
𝑎𝑎

� �Pr(Θ = 𝜃𝜃𝑖𝑖) 𝑃𝑃𝑎𝑎(Θ = 𝜃𝜃𝑖𝑖)
2

𝑖𝑖=1

 �   𝑁𝑁 = 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴,𝑑𝑑𝑃𝑃𝑛𝑛′𝑃𝑃 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴 (3) 

Pr(Θ = 𝜃𝜃𝑖𝑖) is the probability of being either a positive or negative geothermal site (indexed by i), 
and 𝑃𝑃𝑎𝑎(Θ = 𝜃𝜃𝑖𝑖) represents the profits or costs (values) when action a is taken and the geothermal 
state turns out to be 𝜃𝜃𝑖𝑖. Example values for this are shown in Table 1, whereas the x-axis in Figure 
5 shows a range of values from -$1,000,000 to 0 are shown for 𝑃𝑃𝑎𝑎=𝑑𝑑𝑝𝑝𝑖𝑖𝑑𝑑𝑑𝑑�Θ = 𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛𝑎𝑎𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛�. In Figure 
5, the prior probability toggle is set at Pr�Θ = 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛� = 15%. 
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Table 1: Value array 𝒗𝒗𝒂𝒂(𝚯𝚯 = 𝜽𝜽𝒊𝒊) for binary geothermal (positive/negative, columns) and binary decision (don't 
drill/drill, rows) 

 𝜃𝜃𝑖𝑖=𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝜃𝜃𝑖𝑖=𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 
a= don’t drill $0 $0 
a= drill X-axis in Figure 5 

Default: -$1,000,000 
+$1,000,000 

 

 

 

 

 
Figure 5: Starting page of the app. On the right side is the demonstration VOI, where Vprior as a function of dry 

hole cost is plotted (green) and the user can change the prior probability (red slider above plot). Also, 
the user can choose to show the upper bound on information by checking to plot Vperfect (blue) and value 
of perfect information (blue dash). On the left is where you upload site specific data. 
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When Vprior is <0, we do not want to enter the geothermal lottery without further information. Thus 
in Figure 5, Vprior indicates that no drilling should be done unless a dry hole cost is less than -
$200,000. If the prior probability toggle is increased (Pr�Θ = 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛� > 15%), then the Vprior 
curve also increases. 

Given these values and the prior probability defined, the upper bound on information is calculated 
via “value with perfect information”: 

𝑉𝑉𝑝𝑝𝑛𝑛𝑝𝑝𝑝𝑝𝑛𝑛𝑝𝑝𝑛𝑛 = �Pr(Θ = 𝜃𝜃𝑖𝑖)
2

𝑖𝑖=1

max
𝑎𝑎

[ 𝑃𝑃𝑎𝑎(Θ = 𝜃𝜃𝑖𝑖) ]   𝑁𝑁 = 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴,𝑑𝑑𝑃𝑃𝑛𝑛′𝑃𝑃 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴 (4) 

Compared with Vprior, Vperfect says that we can choose the best action (max a) for each possible 
geothermal scenario (positive or negative), as it has moved inside the equation compared to Vprior. 
Vperfect is the weighted average of those value outcomes where the weights are the prior 
probabilities. Vperfect tells us the maximum value any information source may have given the risk 
(economics and probability) of the decision we (the geothermal decision maker and VOI app user) 
are faced with. Figure 5 plots Vperfect in a blue solid line. Since this plot is for 
Pr�Θ = 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛� = 15%, Vperfect = 0.15*$1,000,000 + 0.85*$0 = $150,000. This is the most 
value any type of information can have, given the value of drilling in a positive site as defined in 
Table 1. 

The value of perfect information is the increase of Vperfect over Vprior. As the decision has less 
consequences (e.g., lower dry hole cost), VOIperfect has a decreasing value: the blue dashed line in 
Figure 5.  

The left side bar of Figure 5 asks the user to upload a Negative and Positive file, where these are 
csv files (comma separated value files) that contain the features, attributes, or data types that are 
considered within a neighborhood of surrounding Negative and Positive geothermal labels. 
Currently, the app loads domain-specific csv files. After showing a preview of the files on the left 
panel, the user chooses which attribute (data type) they wish to evaluate. Figure 6 shows what is 
in the app after the csv files are chosen; in this example slip & dilation from the Carbonate Aquifer 
domain are shown. Currently, the app displays a bar chart of the raw data: positive in green and 
negative in red. In this case, there is no data around 0.4 in the observed data, although we would 
expect with more observations this would occur. A smoothed, continuous, and normalized 
histogram of the chosen attribute is also plotted, with the label on the right y-axis. These are 
considered the likelihoods: Pr�𝑋𝑋 = 𝑥𝑥𝑗𝑗| Θ = 𝜃𝜃𝑖𝑖�, from the labeled data. The smoothing helps 
generalize the potential data distribution since we have incomplete data, such as empty data bins.  
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Figure 6: VOI Streamlit app showing the likelihood plots of the chosen attribute. In this example, likelihoods 

for slip and dilation from positive (green) and negative (red) are shown from the Carbon Aquifer. The 
red slider bar allows the user to include more or fewer data according to distance from the labels 
(negative and positive sites) 

 

The next step in the VOI process is to calculate the posterior probability, which combines the 
likelihood and prior probability to a probability of either a positive or negative geothermal resource 
to occur given a certain observation was made in the field: Pr�Θ = 𝜃𝜃𝑖𝑖|𝑋𝑋 = 𝑥𝑥𝑗𝑗�. Bayes law 
mandates that this is a scaled version of the likelihood (e.g., the data observations) with the prior:   

Pr�Θ = 𝜃𝜃𝑖𝑖|𝑋𝑋 = 𝑥𝑥𝑗𝑗� =
Pr(Θ = 𝜃𝜃𝑖𝑖) Pr�𝑋𝑋 = 𝑥𝑥𝑗𝑗| Θ = 𝜃𝜃𝑖𝑖�

Pr (𝑋𝑋 = 𝑥𝑥𝑗𝑗)
=
𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑇𝑇 𝑥𝑥 𝐿𝐿𝑃𝑃𝐿𝐿𝑇𝑇𝐴𝐴𝑃𝑃ℎ𝑃𝑃𝑃𝑃𝑑𝑑

𝑀𝑀𝑁𝑁𝑇𝑇𝑁𝑁𝑃𝑃𝑛𝑛𝑁𝑁𝐴𝐴
 (5) 

 

The posterior can be thought of the reliability of a data type to identify a positive or negative 
geothermal resource. In other words, it chronologically reverses the likelihood, taking into account 
the prior probability assigned. Importantly here, it is used in the value with imperfect information 
(Vimperfect): 

𝑉𝑉𝑖𝑖𝑖𝑖𝑝𝑝𝑛𝑛𝑝𝑝𝑝𝑝𝑛𝑛𝑝𝑝𝑛𝑛(𝒖𝒖) = �Pr�𝑋𝑋 = 𝑥𝑥𝑗𝑗�
𝑁𝑁

𝑗𝑗=1

�max
𝑎𝑎

� �Pr�Θ = 𝜃𝜃𝑖𝑖|𝑋𝑋 = 𝑥𝑥𝑗𝑗� 𝑃𝑃𝑎𝑎(Θ = 𝜃𝜃𝑖𝑖)
2

𝑖𝑖=1

 ��   

𝑁𝑁 = 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴,𝑑𝑑𝑃𝑃𝑛𝑛′𝑃𝑃 𝑑𝑑𝑇𝑇𝑃𝑃𝐴𝐴𝐴𝐴 

(6) 
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a)  b)  

c)  d)  
Figure 7: Slip & Dilation from Carbonate Aquifer a) and b). a) Smoothed Likelihood with 0.3 b) Smoothed 

Likelihood with Ideal Bandwidth 0.05 (Secction 2.2) c) Posterior (green & red) and marginal (orange) 
from default smoothed likelihood a) d) Posterior (green & red) and marginal (orange) from ideally 
smooth likelihood (b) 

 

Figure 7 shows two examples of both the likelihood and posterior that are plotted in the app; the 
left side uses a default smoothing parameter while the right shows an idealized smoothing. Other 
default values used are a prior probability Pr�Θ = 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝑛𝑛𝑖𝑖𝑛𝑛𝑛𝑛� = 10% and a distance to a 
geothermal label of 800 km.  

In the case of smoothing of 0.3, Vimperfect = $0; this is displayed below the posterior plot in the app. 
Both posterior (the red and green dashed lines with purple backing) and marginal (orange, Pr (𝑋𝑋 =
𝑥𝑥𝑗𝑗)) are highly affected by the bin smoothing parameter. In Figure 7c, the posterior probability for 
a positive geothermal site (green dash) very gradually increases with increasing slip and dilation 
index. However, when the posterior is calculated with a likelihood smoothed by a bandwidth of 
0.05 (Figure 7b), the posterior indicates that positive geothermal sites are highly likely with slip 
and dilations greater than 0.45. Vimperfect increases to $25,973. 

2.2.1 Example calculations 

To build intuition for the reader on how the smoothing out the probability estimates (e.g., posterior 
and marginal) influences the final Vimperfect, we present a few example calculations, assuming six 
data bins for simplicity. These six data bins are represented by rows in Table 2 and Table 3. 
Specifically, we focus on the influence of the posterior and the marginal probabilities on the final 
Vimperfect. 
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Table 2: Almost ideal likelihood in turquoise, scaled by prior (90 negative/10 positive) in blue, resulting 
marginal in orange and posterior in purple. Average drilling value and max outcome in green. Resulting 
Vimperfect below. 

Data 
bins 

Pr 
(X | 𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛) 

Pr 
(X | 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝) 

90%*Pr 
(X | 𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛) 

10%*Pr 
(X | 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝) 

Pr(X=xj) 
Negative 
Posterior  

Positive 
Posterior a = drill [$] max a 

x1 = 60 0% 0% 0% 0% 0% 0% 0% $0 $0 
x2 = 70 0% 0% 0% 0% 0% 0% 0% $0 $0 
x3 = 80 100% 0% 90% 0% 90% 100% 0% -$1,000,000 $0 
x4 = 90 0% 100% 0% 10% 10% 0% 100% $1,000,000 $1,000,000 
x5 = 100 0% 0% 0% 0% 0% 0% 0% $0 $0 
x6 = 110 0% 0% 0% 0% 0% 0% 0% $0 $0 

          Vimperfect $100,000  

  

Table 2 represents an almost ideal likelihood case: data bin x3 is 100% associated with negative 
sites and x4 is 100% associated with positive sites. Per Equation 5, this is scaled by the prior (here 
we assume 10% probability of a positive geothermal site). Finally we can compute the posterior 
where both x3 and x4 give “perfect” indications of either negative or positive. The next calculation 
is the average outcome for each action column, where the posterior is used as the weights in the 
average; since the weights in this case are 0 or 1, the values are exactly the values seen in Table 1. 
After looking at both action columns, we choose the action with the highest average outcome. In 
this ideal case, Vimperfect is equal to perfect information: $100,000. 

However, the case is not ideal as we are missing data in several of the data bins, hence our 
motivation to smooth the likelihood.  

Table 3: Imperfect posterior in blue, average value outcomes in green, & 3 different possible marginals in 
purple, with resulting Vimperfect’s below them 

Data 
bins 

Pr 
(X | 𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛) 

Pr 
(X | 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝) 

90%*Pr 
(X | 𝜃𝜃𝑛𝑛𝑛𝑛𝑛𝑛) 

10%*Pr 
(X | 𝜃𝜃𝑝𝑝𝑝𝑝𝑝𝑝) 

Pr(X=xj) 
Negative 
Posterior 

Positive 
Posterior a = drill [$] max a 

x1 = 60 0% / 9% 0% 0% / 8% 0% 0%/ 
8.2% 0% / 100% 0% $0 /-$1,000,000 $0 

x2 = 70 50% /45% 0% 45%/ 41% 0% 45%/ 
40.9% 100% 0% -$1,000,000 $0 

x3 = 80 50% /45% 50% /45% 45% /41% 5% / 4.5% 50% / 
45.5.% 90% 10% -$800,000 $0 

x4 = 90 0% 50% /45% 0% 5% / 4.5% 5% / 
4.5% 0% 100% $1,000,000 $1,000,000 

x5 = 100 0% 0% / 9% 0% 0% / 1% 0% / 
0.9% 0% 0% / 100% $0 / $100,000 $0 / 

$100,000 
x6 = 110 0% 0% 0% 0% 0% 0% 0% $0 $0 

        Vimperfect 
$50,000 / 
$54,545 

 

Table 3 contains an “imperfect” likelihood, where one out of the six bins (x3) gives a 50/50 split 
of a positive or negative geothermal site existing but a clear message for x2 (negative) and x5 
(positive). Once scaled by the prior probability, we see that only in the case of observing x4, would 
you drill, thus Vimperfect is reduced to $50,000 (0.05 * 1,000,000). However, if we think about 
smoothing this likelihood out, just so that 9% of the labeled positive data has occupied data bin x5 
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and 9% of labeled negative data occupies x1, this increases our Vimperfect to $54,545 because they 
are exclusively associated with one of the labels. These values are shown in red in Table 3 where 
they change from the previous imperfect case. 

3. Results 

We use the Vimperfect metric to evaluate which data types are more successful for the different 
domains and to test sensitivity to the bandwidths. Vimperfect is calculated for the default bandwidth 
(0.3) and for the idealized one according to Naïve Bayes. This was done for the four domains: 
Carbonate Aquifer, Western Great Basin, Seismic Belt, and Walker Lane. The results are shown 
in Table 4 through Table 7. The current version of the VOI app performs this grid search to find 
the idealized bandwidth according to the Naïve Bayes, then uses this bandwidth for the VOI 
calculations. 

Table 4: Carbonate Aquifer 

Attributes Min  Max  Ideal Bandwidth 
(Accuracy)  

Vimperfect with 0.3 
bandwidth [$]  

Vimperfect with 
ideal bandwidth 
[$] (ranking) 

Quaternary 
Fault distance 0 40 3.1 (71.1%) [3]  0 0 (5) 

Quaternary Slip / 
dilation 0 1 0.05 (90.8%) [1] 2,536 25,973 (1) 

Local Structural 
Setting 0 1.2 0.06 (90.84%) [1] 115 15,599 (2) 

Horizontal Gravity 
Gradient  0 0.0116 0.0025 (59.0%) [4] 0 0 (4) 

Heat flow  62.26 110.33 7.74 (58%) [5] 21,230 7,135 (3) 
 

Table 5: Central Nevada Seismic Belt 

Attributes  Min  Max  
Ideal 
bandwidth 
(accuracy)  

Vimperfect with 0.3 
bandwidth [$]  

Vimperfect with ideal 
bandwidth 
[$] (ranking) 

Quaternary 
Fault distance 0 27 1.69 (62.01%) 15,677 11,856 (4) 

Quaternary Slip / 
dilation 0 0.8 0.04 (78.5%) 2,077 66,127 (2) 

Local Structural 
Setting 0 1.2 0.06 (81.66%) 21,817 79,842 (1) 

Horizontal 
Gravity Gradient  0.0002 0.0122 0.002 (82.63%) 0 8,669 (5) 

Heat flow  78.47 114.27 6.04 (82.09%) 84,702 59,305 (3) 
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Table 6: Walker Lane 

Attributes 
(Walker)  Min  Max  

Ideal 
bandwidth 
(accuracy)  

Vimperfect with 0.3 
bandwidth [$]  

Vimperfect with ideal 
bandwidth 
[$] (ranking) 

Quaternary 
Fault distance  0  31  1.5 (59.4%)  11,933 10,838 (4) 

Quaternary 
Slip / dilation 0 1 0.05 (72.7%) 6,660 42,055 (3) 

Local 
Structural 
Setting 

0  1.2  0.06 (72.7%)  30,015 83,678 (1) 

Horizontal 
Gravity 
Gradient   

0.0001  0.0087  0.0014  
0.01 (72.67%)  0 6,310 (5) 

Heat flow  69.2  101.4  1.6 (82.0%) 92,376 68,786 (2) 
 

Table 7: Western Great Basin 

Attributes 
(WGB)  Min  Max  

Ideal 
bandwidth 
(accuracy)  

Vimperfect with 0.3 
bandwidth [$]  

Vimperfect with ideal 
bandwidth 
[$] (ranking)  

Quaternary 
Fault distance  0  1  1.7 (66.7%)  4,570 2,090 (4) 

Quaternary 
Slip / dilation 0 0.8 0.04 (82.3%) 0 38,345 (2) 

Local 
Structural 
Setting   

0  1.2  0.06 (85.3%)  17,254 61,400 (1) 

Horizontal 
Gravity 
Gradient    

0.0001  0.0123  0.0005 (58.9%) 0 1,670 (5) 

Heat flow  70.33 111.99 2.07 (63%)  46,093 18,033 (3) 
 

We see that depending on the scale of the attribute values, the change in bandwidth can greatly 
affect Vimperfect. For example, the horizontal gravity gradient has a max value on the order of 10-2, 
therefore the base case bin value of 0.3 would put all into the same bin.   

In general, the higher the accuracies calculated with the ideal bandwidth, the higher the Vimperfect, 
which makes sense given that Naïve Bayes uses the posterior to make predictions and Vimperfect 
uses posterior to map and weigh the economic outcomes of Table 1. Heat flow seems to be the 
only one not to have benefited from the ideal bandwidth calculations: reducing Vimperfect in all four 
domains. Its behavior is opposite from the example shown in Section 2.3.1; the extremely small 
bandwidth of 0.3 however, is not helpful in generalizing the behavior of heat flow with respect to 
positive and negative sites. Figure 8 displays the likelihoods and posteriors for heat flow from the 
Carbonate Aquifer for both bandwidth options. The larger bandwidth helps generalize the marginal 
shape, but a too small of bandwidth can give a false sense of precision for an attribute to perfectly 
predict a positive or negative geothermal site. The smaller bandwidth results in a higher Vimperfect 
because the marginal models higher frequency for higher heat flow measurements (compare the 
right y-axis for plots Figure 8c and Figure 8d). 
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a)  b)  

c)  d)  
Figure 8: Likelihood (top row) and Posteriors (bottom row) for Carbonate Aquifer Heat flow. a) Likelihood 

with 0.3 smoothing b) Likelihood with 7.74 smoothing c) Posterior with 0.3 smoothing d) Posterior with 
7.74 smoothing 

Except for the Carbonate Aquifer, the highest ranking of the Vimperfect is the Local Structural 
Setting. Next, the slip and dilation tendency index is first for Carbonate Aquifer and second for 
Central Nevada Seismic Belt and Western Great Basin. Heat flow is second for Walker Lane. For 
the Carbonate Aquifer, heat flow has the lowest Vimperfect magnitude of the four. This physically is 
consistent with the conceptual understanding of how the Carbonate Aquifer masks the heat flow 
measurements.  

Another consideration to keep in mind is the availability of labels within each domain. Currently, 
the distances needed for negative geothermal labels in the Walker Lane are greater than in the 
other domains.  

4. Conclusions & Future Work 

While additional analysis will be done to refine the domains, this work focuses on evaluating 
if certain data types are more successful in the domains as defined currently. We emphasize these 
are preliminary results, that will be improved and refined as the VOI app is further developed. We 
have demonstrated that kernel density estimate is important for geothermal as it can smooth out 
gaps in the data due to sparseness or incomplete data. The app has the functionality to choose an 
appropriate bandwidth for different attributes that vary across orders of magnitudes. 

Future work includes expanding the data used to calculate the likelihoods for the INGENIOUS 
area, rather than just the initial machine learning area of central Nevada (shown in rectangle in 
Figure 1). We hope to also use more temperatures at depth, and not just bottom hole temperatures, 
which may reveal more convective versus conductive patterns in different domains. Lastly, we 
would like to build out functionality in the app to evaluate more than one attribute at a time. 
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ABSTRACT 

The logging and testing programs conducted in three adjacent wells at the Fish Lake Geothermal 
Project has revealed insight into the stress tensor and the controls on wellbore-scale permeability. 
The logging program included acquisition of microresistivity borehole images (MBI) and 
petrophysical logs. The testing program included an extended leak-off test (XLOT) that was 
successfully conducted using rig pumps, rather than the usual low-rate positive pressure pumps. 
Detailed relogging of cuttings and a program of well testing are ongoing, with early results 
included herein. We show that Fish Lake wells are impacted by geometric sample bias, as is 
expected for all wells. We illustrate fault identification using MBI and propose a novel approach 
for discerning which faults may be hydraulically meaningful. We share insights on the stress tensor 
that were generated from MBI and XLOT, and then discuss how borehole deviation impacts the 
azimuth of drilling induced tensile fractures. The results of this detailed, geothermal-specific, and 
interdisciplinary borehole analysis improved our understating of geologic controls on permeability 
at Fish Lake, which is insight that can be applied to future well targets and the conceptual model. 

1. Introduction 
The Fish Lake Geothermal Project is in Nevada, USA near the town of Dyer (Figure 1). It is 
currently being evaluated by Open Mountain Energy for power potential. This paper presents an 
integrated and interdisciplinary approach to microresistivity borehole image (MBI) analysis in 
three resource delineation wells that were drilled from the same pad, with well names anonymized 
herein. The results of this study inform our understating of what controls permeability at Fish Lake. 
We also discuss insight these data provide on the tectonic stress tensor, which is the foundation of 
future geomechanical modelling studies. 
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Fish Lake is a deep-circulation type, conventional geothermal system. The stratigraphy at Fish 
Lake comprises slightly to moderately dipping Tertiary volcanic and sedimentary strata overlying 
Paleozoic folded and thrusted metamorphic basement rocks. The Paelozoic basement at Fish Lake 
includes meta-arkose, quartzite, phyllite, and marble. At a 1:62,500 scale (i.e., within the valley) 
the primary structural trends include N-S striking, normal faults (Robinson & Crowder, 1973). 

Borehole imaging of conventional geothermal wells is becoming a standard practice. They inform 
development of local and regional structural models (e.g., Davatzes & Hickman, 2010; McNamara 
et al., 2019), can be used to constrain the tectonic stress tensor and to model the tendency of 
fractures to maintain permeability through re-shear (e.g., Barton et al., 1998; Nemčok et al., 2007; 
Wallis et al., 2020a). When combined with well testing, MBI interpretation can reveal the controls 
on hydrothermal fluid flux (e.g., Sone et al., 2023, Wallis et al., 2012).  

Analysis of MBI acquired in geothermal wells differs from oil and gas. Interpretation of images 
acquired in geothermal wells must consider the significant thermal stresses at the borehole wall. 
Thermally enhanced (dominantly tensile) hoop stresses can increase apparent fracture apertures, 
part discontinuities that are not open in the reservoir, and significantly modify the type and 
intensity of drilling induced damage. MBI interpretation in geothermal wells must also account for 
a wide range of mineral fills and rock types. 

Our paper starts with a description of methods. There are three areas where our methods differ 
from other borehole image studies in geothermal wells (e.g., Davatzes & Hickman, 2010; Massiot 
et al., 2015): (1) we have a geothermal-specific approach to categorizing fractures that accounts 
for hydrothermal alteration, (2) we quantify geometric sample bias, and (3) we use a novel category 
of drilling induced damage (interacting tensile fractures). We present the results of our MBI 
interpretation and an interdisciplinary analysis of these data before focusing on two areas of 
discussion: (1) the explanatory model for how drilling induced damage rotates around the borehole 
wall as well inclination/deviation changes and (2) insights that were gained into the controls on 
wellbore-scale permeability and how they compare to volcanic-hosted, high temperature 
geothermal wells.  

 
Figure 1: Location of Fish Lake Geothermal Project (A) and the wells included in this study pictured in plan-

view (B) and section (C). Triangles on the well paths are production casing shoes. 
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2. Methods 
2.1 Borehole Images and their Interpretation 

Fullbore Formation Microscanner (FMI, Schlumberger) MBI were acquired below the production 
casing shoes in the three wells. Processed, concatenated images were interpreted manually using 
WellCAD software. Electrically conductive fractures, which may be open (i.e., water filled) or 
filled with a moderately conductive mineral (e.g., clay), were quantified and are referred to here 
as ‘non-haloed, conductive fractures’ (NHC-fractures; Figure 2). Each NHC-fracture is 
categorized as high or low confidence, depending on how well the fracture geometry is 
constrained. 

All features that are likely filled are grouped in this study and referred to as ‘resistive or haloed 
fractures’ (RH-fractures; Figure 2). There is a range of log responses which indicate that fractures 
are mineral filled. These include resistive sinusoids (i.e., filled with a resistive mineral), a bright 
halo along the entire length of a conductive fracture (i.e., current attraction, likely filled with a 
very conductive mineral like pyrite), or bright halos at the apices of the fracture (i.e., preventing 
the current from passing, likely a resistive mineral fill). A wide, relatively conductive zone 
surrounding a fracture is interpreted here as an alteration halo. Given the intensity of alteration 
required to form a conductive halo, these fractures are likely also to be filled and have been 
included in the group classified as mineral filled. 

An MBI generates a detailed picture of lithologic textures. This contrasts with an acoustic borehole 
image (ABI) where lithologic variation is only captured if the elastic rock properties and/or 
borehole surface roughness change with lithology. Textures captured by the Fish Lake MBI 
include bedding, foliation, and clast arrangements (Figure 2). Graded and sharp contacts are 
quantified in the image. Representative picks of bedding or foliation are made to capture the overall 
attitude. Systematic quantification of bedding/foliation from the MBI is an important part of 
differentiating bedding/foliation from tectonic fractures and decerning what impact the rock fabric 
has on drilling induced damage.  

The relative, apparent aperture of each fracture is quantified because larger fractures are more 
likely to influence borehole hydrology. In this study, apparent fracture aperture refers to the 
measurable thickness of a fracture on the MBI, corrected for wellbore deviation. There are two 
reasons why this apparent aperture is not the actual aperture in the reservoir. First, MBI tools have 
an ~0.5-inch depth of penetration into the borehole wall, so features perpendicular to the borehole 
may appear thinner on the image than those at more acute angles. Second, the thermally enhanced 
hoop stresses present in a geothermal well may increase apparent fracture aperture. Despite these 
issues, there is likely to be a gross, scaling relationship between apparent aperture picked from the 
MBI and actual aperture in the reservoir. To appropriately capture this relationship, fracture 
aperture is reported as six categories that range from very small to very large. 

Many borehole image analysis software packages include the Luthi and Souhatié (1990) method 
for calculating MBI fracture aperture. This method is based on the relationship between the 
resistivity of the borehole mud, the formation, and the additional current flow generated by the 
presence of a fracture with a given width (i.e., excess current). The Luthi and Souhatié (1990) 
method was developed with modelled shallow formation resistivities of 10, 100 and 1000 ohm.m, 
fracture dips from 0 to 40° (assuming a vertical well), and fracture apertures < 0.2 mm. 
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Figure 2: Examples of features from the Fish Lake MBI, with both static (FMI_STAT) and dynamic 

(FMI_DYN) normalized images.   
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Luthi and Souhatié (1990) acknowledged that the modelled range of fracture apertures and 
resistivities were not sufficient, and that there may be issues if their approach is applied to higher-
angle fractures. These methodological issues are exasperated in a conventional geothermal setting 
because, when compared to the sedimentary basin environments for which the excess current 
approach was developed, these resources have (1) exotic rocks and mineral fills that may influence 
excess current and (2) common high-angle fractures. For these reasons, we elected not to use the 
excess current method for determining fracture aperture. 

Tectonic stress will localize onto the borehole wall and form hoop stresses that have relativity 
compressive and tensile areas, as described by the Kirsch solution (Jaeger et al., 2007). When these 
hoop stresses exceeded the compressive or tensile rock strength, they generate drilling induced 
damage in the form of borehole breakout (compressive failure) or tensile fractures (tensile 
fractures, DITF). Drilling induced damage is classified in this study by type and confidence. The 
types of DITF recognized at Fish Lake include: (1) the typical borehole axial and en echelon forms 
that form opposite-facing pairs on the tensile sides of the borehole (Davatzes & Hickman, 2010) 
and (2) a novel category of interacting DITF that that form on or between geologic features and at 
a wide range of azimuths. The mechanism forming interacting DITF is currently unclear. They 
may be a consequence of how hoop stresses are perturbed by thermal stresses or some local 
variation in the stress tensor, both of which are common features of geothermal wells (Wallis et 
al., 2020a, McNamara et al., 2015).  

2.2 Geometric Sample Bias 

To relate the features interpreted from a borehole wall to the reservoir, we must first understand 
how these data are impacted by geometric sample bias (Wallis et al., 2020a). Feature planes that 
are perpendicular to a borehole are very likely to be intersected. In contrast, those that are parallel 
with the borehole are unlikely to be intersected. Terzaghi (1965) indicated that fractures < 17.5° 
to the borehole (i.e., sinα < 0.3) are rarely sampled. She coined the term ‘blind zone’ for this 
persistent gap in data (Figure 3). Isogenic contours map the likelihood that a fracture orientation 
will be intersected by the given well path. These contours are derived using the acute angle 
between the borehole axis and fracture (α), where sinα=0 is parallel to the well path and sinα = 1 
is perpendicular.  

Terzaghi (1965) proposed a correction for this issue of geometric sample bias that uses the acute 
angle (α) between the fracture plane and the borehole axis to generate a weighted fracture 
distribution: 

Equation 1: Terzaghi correction 𝑵𝑵𝒘𝒘 = 𝑵𝑵𝟎𝟎
𝒔𝒔𝒔𝒔𝒔𝒔𝜶𝜶

 , 

Where 𝑁𝑁0 is the original fracture,α is the acute angle between the discontinuity and the well 
trajectory, and 𝑁𝑁𝑤𝑤 is the weighing used for correction. However, if a fracture is not sampled it is 
not available for correction. Therefore, as Terzaghi recognized in her paper, this correction cannot 
counteract the impact of the blind zone. 
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Figure 3: Lower hemisphere, Schmidt stereonet with isogenic contours that map the degree of geometric 

sample bias for a well inclined 45° to the NE. Figure adapted from Wallis et al. (2020a). 

2.3 Stress Quantification 

The minimum horizontal stress (Shmin) at Fish Lake was measured using an extended leak-off test 
(XLOT) in FL-3. The test followed the operational approach described by Wallis et al. (2020b), 
but it used a modern F-1600 Triplex rig pump. Typically, rig pumps are not used for XLOT 
because their stroke volume is large (~0.119 bbl per stroke in this case) and they are unable to 
maintain the low and consistent pump rate required for XLOT (~0.2 bbl/min). Rig pumps are also 
not positive pressure, so valves must be closed after pumping ceases to prevent backflow and 
enable monitoring of the pressure decline curve. However, using a modern rig-pump managed 
with fine operational control from the rig crew can be a cost-effective approach if cement units 
must be immediately demobilized from site when cementing is complete. Our study illustrates that 
this approach can generate a reasonable estimate of the fracture gradient. 

In a vertical well, the azimuth of the maximum horizontal stress (SHmax) can be read directly from 
the azimuth of high confidence DITF. In normal or reverse faulting settings and where horizontal 
stresses are subequal, the orientation of drilling induced damage on the borehole wall is highly 
sensitive to the deviation of a borehole > 10° from vertical (Mastin, 1988). Where there is a large 
difference between the horizontal stresses, the azimuth of DITF is sensitive to borehole inclination, 
with DITF forming within 10° of SHmax in wells deviated up to 30° (Mastin, 1988). The magnitude 
and azimuth of SHmax in an inclined well can be modelled (Peška & Zoback 1995), provided the 
pore pressure and the magnitudes of Shmin and the overburden (Sv) are known. 1D geomechanical 
models have not yet been constructed for the case study wells. We do, however, present a set of 
theoretical scenarios that explain the observed distribution of DITFs in the case study wells.  

2.4 Cuttings Logs 

Basic cuttings logs (mud logs) were generated on the wellsite for all three wells and detailed re-
logs were conducted post drilling has been completed for FL-1 and FL-2. FL-3 is in progress, so 
MBI herein are compared to the mud log. The hand-specimen re-log of cuttings focused on 
separate quantification of primary lithology and secondary alteration, with the greatest 
interpretation revision arising from those zones with pervasive clay alteration.  

Wireline logs and cuttings descriptions are complementary datasets. The cuttings descriptions are 
depth-corrected using contacts observed in the MBI and the electrofacies. The context provided 
by detailed geologic description of cuttings informs interpretation of MBI textures. The geologic 
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context from cuttings analysis also enables more robust inferences about the geologic controls on 
the fracturing. Finally, integration of MBI and geologic logging allows us to transfer wellbore-
scale understanding of controls on permeability to the wider reservoir through the 3D geologic 
model.  

2.5 Electrofacies 

Elecrofacies is where the variation in electrical log properties is used to classify intervals. In this 
study, gamma is used as the primary tool to determine electrofacies because it is available in all 
wells and sensitive to composition. Other available data do, however, contribute to the 
classification. In all three case study wells, this includes average resistivity from the MBI and 
caliper. In FL-2, this includes bulk resistivity at various reading depths, borehole compensated 
sonic, neutron porosity, and density. Care needs to be taken with environmental effects on these 
logs when generating electrofacies, especially the impact of oversized borehole. Additionally, 
bound water in hydrothermal clay minerals may significantly distort the neutron porosity log. 

2.5 Well Testing 

At the time this paper was prepared, a program of well testing was underway to constrain the 
output capacity of wells and confirm the distribution of feedzones. FL-1 is a historic well drilled 
in September 1993 and output tested in October 2021. FL-2 and FL-3 were drilled in 2022. Results 
from injection testing, heating temperature logs, and a short output test are compared in this study 
to the MBI data. Further testing and interpretation is underway at present. 

3. Results of the MBI Interpretation 
3.1 MBI Quality 

Borehole image quality impacts what features can be interpreted from MBI. Overall, the image 
quality is pristine (green in Figure 4) with only limited intervals where degraded image quality 
reduces the number and confidence of features identified (amber) or prevents any interpretation 
(red). This is most clearly seen at the terminal depth of each log where degraded image quality has 
reduced our ability to identify fractures or bedding (Figure 4). Image quality is degraded by loss 
of contact with the borehole wall either due to insufficient pressure applied to tool arms (all pads 
impacted, caliper smaller than bit size), accumulation of cuttings on the low side (only low-side 
pads impacted), or oversized borehole (caliper significantly larger than bit size). Tool speed 
variation that is too great to be resolved by processing, typically referred to as stick-and-pull 
artifacts, can make an interval of MBI uninterpretable but rarely occurred in these images.  

3.1 Depth Distribution of Tectonic Fractures 

Together, the three case studies include 5,168 ft (1,575 m) of MBI. Our MBI interpretation 
identified 1,035 NHC-fractures (Figure 4 and Figure 5). Frequency averaged for the entire logged 
interval in each well varies from 0.1 to 0.32 fractures per foot. The frequency of NHC-fractures is 
lower in the Tertiary volcanics and sediments than in the Paleozoic metasedimentary basement. 
However, the FL-1 results indicate that NHC-fractures in the Tertiary volcanics and sediments are 
more likely to have larger apparent apertures. Haloed and mineralized fractures are rare in FL-1 
and FL-2, and more common in FL-3.   
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Figure 4: Strip log of the three case study wells with results of MBI interpretation. Frequencies in all cases are 

the average of a 20 ft interval. Feedzones or other permeability indicators are plotted as blue bars. Depths 
relative to the drill floor. Formations: Tvs = Tertiary Volcanic Sediments, PZq = Paleozoic Quartzite, 
PZm = Paleozoic Marble, PZp = Paleozoic Phyllite.  
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Figure 5: Orientation of features picked in the three MBI case studies. Isogenic contours calculated using the 
average well deviation and azimuth in the logged interval. The blind zones are shaded grey. 
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3.2 Orientation of Tectonic Fractures and Geometric Sample Bias 

As illustrated by the decision of data relative to the average isogenic contours in Figure 5, all three 
wells are impacted by geometric sample bias. FL-1 is a vertical well, so high-angle fractures were 
rarely intersected and, therefore, near absent from the MBI image (Figure 5). The trajectory of 
wells FL-2 and FL-3 vary in the logged interval (Figure 1), so the location of the blind zone also 
varies (Figure 6). There is only minor variation in FL-2, so the average isogenic contours are a 
reasonable approximation. FL-3 has substantial trajectory between the production casing shoe and 
thermal depth, but most of the logged interval (~5,250 – 7,600 ft-MDRF) is well represented by 
the average. 

Because the three Fish Lake wells are drilled in different directions, they have together captured 
the general structural grain. NHC-fractures most commonly dip E and strike from N-S to ENE-
WSW. There is a NE-striking, W-dipping cluster in FL-3 that is exceptional because it is in the 
blind zone. Given the low probably of the well path intersecting fractures with that orientation, the 
presence of this cluster in the data indicates numerous NHC-fractures in the reservoir have this 
trend. 

 
Figure 6: Variation of geometric sample bias for FL-2 and FL-3 in the logged interval. 

 

3.3 Lithology and MBI Textures, Contacts and Bedding 

The stratigraphy identified by cuttings analysis in the logged intervals includes Tertiary volcanics 
and sediments atop a Paleozoic metasedimentary basement that includes quartzite, meta-arkose, 
phyllite, and marble (Figure 4). The MBI reveal that the Tertiary volcanics and sediments have a 
wide range of textures and clast sorting (Figure 2). Graded and sharp bed boundaries are common 
and have a wide range of orientations (Figure 4).  

The Paleozoic basement rocks have a comparatively higher frequency of parallel or sub-parallel 
bedding, but are otherwise almost devoid of texture (i.e., no visible clasts). The attitude and 
frequency of bedding in the basement varies with lithology. Because it is foliated, phyllite in FL-
3 appears to have a very high frequency of bedding (c.f., FL-3, Figure 4). Further detailed analysis 
of the bed forms is required to determine if systematic trends in bedding attitude seen in the 
basement at electrofacies 3 and 4 in FL-2 and 4 – 6 in FL-3 are due to the presence of folds or are 
drag bedding associated with faults. 
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3.4 Relationship between Lithologic Interpretation and Electrofacies 

Our approach to electrofacies captures rock composition variation with depth and we seek to 
account for any environmental effects that alter log responses. For instance, there is an oversized 
borehole in the lower half of FL-2 Facies 3 may be responsible for the reduced gamma counts 
(Figure 4). Consequently, that interval of lower gamma is not classified separately.  

The FL-2 case study illustrates how detailed cuttings analysis can explain electrofacies. 
Electrofacies 3 and 7 had lower average gamma than the rest of the electrofacies within the 
Paleozoic basement. Detailed cuttings analysis recognized that electrofacies 3 is a quartzite while 
the remainder of the Paleozoic basement is a feldspar-rich meta-arkose. The low gamma in 
electrofacies 7 may relate to secondary alteration, as an increase in silica vein material was 
observed in the cuttings at this depth.  

Similarly, electrofacies may highlight where further investigation into the cuttings is needed. At 
the time this paper was prepared, the detailed re-log of FL-3 had not yet been completed. The mud 
log identifies two intervals of marble; a thin interval that correlates with Facies 6 and a thicker 
interval at terminal depth that correlates with Facies 9. These intervals have vastly different gamma 
responses, where Facies 9 is much lower than 6.  

3.5 Fault Identification 

Faults were identified during the Fish Lake MBI interpretation using a range of indicators: 

• The MBI textures revealed a fault core at FL-3 at ~4,925 ft-MDRF (Figure 2D). Broken, 
angular resistive blocks that resemble the wall rock are hosted within a conductive, likely 
clay-rich, matrix. 

• Local oversizing with sharp upper and lower surfaces was found in FL-2 at ~5,190 ft-
MDRF (Figure 2D). This local oversizing was likely generated by the selective removal of 
a friable fault core.  

• The peak in fracture frequency at 6,000 ft-MDRF in FL-3 (labelled ‘possible fault zone’ in 
Figure 4) may be due to the presence of a fault damage zone. In the terminal depth of FL-
1, the FMI tool at maximum extension does not touch the borehole wall (Figure 4). It is 
possible that this enlargement is generated by intense fracturing within a fault zone. 

In many of the cases above, the fault is not a single sinusoid that can be picked from the image. 
Even where the fault core is visible, the orientation may be poorly constrained by complexity or 
damage on the upper and/or lower surfaces. Furthermore, faults may have local variations in their 
orientation. An MBI may resolve offset of bedding along a surface in the borehole image. 
However, a fault identified in this manner typically has a small offset (meter to sub-meter) and is 
unlikely to be hydrologically meaningful. Local and systematic change in bedding dip (drag 
bedding) may reveal the presence of a fault. However, the complex fold history of the Paleozoic 
basement precludes confident use of this fault identification approach. 

Petrophysical logs can be used to corroborate the presence of a fault where there is a well-
developed fault core or where lithologies with discernibly different compositions are juxtaposed. 
FL-2 is the only one of the three wells to have petrophysical logs beyond the basic gamma. These 
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logs corroborate the presence of a fault core at ~5,191 ft-MDRF (Figure 8, marked A). This is a 
zone of low density and slow velocity is consistent with presence of clay. The neutron porosity is 
also high, which may be due to water bound in the clays rather than free water in pore spaces. The 
presence of oversized borehole can impact petrophysical log response. However, the minimal 
density, sonic, and neutron porosity log response to a more oversized interval above the fault 
supports our conclusion that log responses in the fault zone are real.  

 

 
Figure 7: Petrophysical indicators of fault in FL-2. Identified fault (A) and oversized borehole for comparison 

(B). Title codes: Borehole size BS, associated caliper ASSOC_CAL, x or y direction caliper C1 C2, 
gamma ray GR_EDTC, shallow resistivity AT10, deep resistivity AT90, density RHOZ, neutron porosity 
NPOR, borehole compensated sonic DTCO, stratigraphy Strat, image quality IMQ, and statically 
normalized image FMI_STAT.  
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3.6 Distribution of Drilling Induced Damage 

Quantification of drilling induced damage was impacted by spaces between the pads (Figure 7). 
Gaps in determinations are generated when the tensile side of the borehole is between pads (e.g., 
4,200 – 42,50 ft-MDRF in FL-1). However, given the four arms and ample borehole coverage 
(~54%), these images quantify the distribution of drilling induced damage reasonably well.  

There is no borehole breakout in the Fish Lake wells. There are, however, many instances of DITF. 
The frequency of DITF correlates with stratigraphy. There is a lower frequency of DITF in the 
Tertiary volcanics and sediments than in the Paleozoic basement rocks. The distribution of 
interacting DITF is particularly uneven with depth. For instance, in FL-2 there are peaks in the 
frequency of interacting DITF that are more than twice the background rate at the Tertiary to 
Paleozoic unconformity (~5,120 ft-MDRF), coincident with the fault zone (~5,190 ft-MDRF), and 
at ~5,330 ft-MDRF. There is nothing clearly distinctive in the MBI, in terms of other fault zone 
indicators or lithologic transitions, coincident with the deepest frequency peak. 

The type and azimuth of DITF is influenced by borehole deviation. Most DITF in the vertical well 
(FL-1) are axial. In contrast, the two deviated boreholes (FL-2 and FL-3) are dominated by en 
echelon DITF. The trajectory of FL-3 changes significantly in the logged interval, with most 
change in azimuth above 5,500 ft-MDRF. At the casing shoe, FL-3 DITF are located on the high- 
and low-side of the borehole (0 and 180 deg-LS). By 5,500 ft-MDRF, DITF are forming on the 
left and right sides of the borehole (90 and 270 deg-LS).  
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Figure 8: Mid-point of DITF plotted by depth. Average frequency calculated for 20 ft intervals. There is no 

axial DITF frequency plot for FL-2 and FL-3 because they are too rare. Feedzones and other 
permeability indicators are plotted as blue bars. Possible faults and dike in FL-3 are plotted as red bars. 
Rose diagrams are radially symmetric and only include high-confidence axial or en echelon DITF.   
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3.6 XLOT Data and Interpretation 

The XLOT test in FL-3 yielded a fracture gradient of 0.59 – 0.62 psi/ft, with the fracture 
propagation pressure at the wellhead and pump used to generate the estimate range (Figure 9). The 
strokes are visible in the undulating pressure recorded by the pump pressure gauge, but this 
variation is more muted in the wellhead pressure sensor data. Both cycles reached the same fracture 
propagation pressure. The increase in pump rate, and associated peak in pump pressure, at the end 
of cycle 1 is excluded from this analysis. 

Because of the operational conditions, the fracture propagation pressure is the most reliable 
measure of the fracture gradient. The pressure incline at the start of each cycle varies in response 
to fluctuations in pump rate (1 – 3 strokes/min or 0.117 – 0.351 bbl/min), so the leak-off point or 
fracture re-opening pressure cannot be accurately identified. The instantaneous shut-in pressure 
and fracture closure pressure cannot be confidently interpreted because rig pumps are not positive 
pressure. The need to rely on the fracture propagation pressure as the best measure in adverse 
operational conditions highlights the importance of pumping two barrels after pressure has 
plateaued. 

This is the first measurement of the fracture gradient at Fish Lake. Given that the structural setting 
is likely to be normal or transitional to strike slip, this fracture gradient would correlate with the 
magnitude of the minimum horizontal stress. Although the uncertainty range of the XLOT result 
seems large, it is within the 0.05 psi/ft range expected for multiple XLOT within a single 
geothermal resource (Wallis et al., 2020b). Future testing will improve our understanding of stress 
magnitude and its variation at Fish Lake.  

 

 
Figure 9: XLOT test pressure-time history plot for test conducted at 4,565 ft-VDRF casing shoe with 9 ppg 

fluid (watered-back mud), with the range of fracture propagation pressure’s highlighted. 
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4. Discussion 
4.1 Rotation of DITF on Borehole wall 

Our MBI interpretation of the three Fish Lake wells revealed that the azimuth of DITF 
systematically varies with borehole deviation (Figure 8). To explore this phenomenon, we 
generated a range of model scenarios that describe tectonic stress resolves onto an inclined 
borehole (Peška and Zoback, 1995). The scenarios forecast the azimuth DITF on the borehole wall 
in each of three stress settings, with a N-S azimuth of SHmax in all cases, and a range of borehole 
inclination and azimuth (Figure 10). Note that the DITF azimuth is plotted in borehole coordinates, 
clockwise from the low side.  

The azimuth of DITF in geographic coordinates can be directly read as the azimuth of SHmax 
(Mastin, 1988; Peška and Zoback, 1995). In contrast, the formation of DITF on the wall of a 
deviated is sensitive to the magnitude and azimuth of all components of the stress tensor. The tilt 
of DITF also progresses from borehole axial to en echelon as the well is deviated (Peška and 
Zoback, 1995), which is observed in the Fish Lake wells.  

The unit slope (black) in Figure 10 is a near-vertical well. It illustrates how the azimuth of DITF 
tracks around the borehole wall as the direction of deviation is changed. In essence, this unit slope 
shows that the azimuth of DITF in geographic coordinates remains the same but is changing in 
borehole coordinates as the borehole azimuth changes. Any variation away from this unit slope is 
where the azimuth of DITF in geographic coordinates will no longer align to the azimuth of SHmax.  

Variation of scenario results away from the unit slope in Figure 10 illustrates how DITF azimuth 
is more sensitive to borehole inclination/azimuth in a normal faulting setting than in a strike slip 
setting. Sensitivity is further increased in cases where Sv is much greater than the horizontal 
stresses. The DITF azimuth is more likely to align with the SHmax azimuth when the borehole is 
deviated parallel to that stress direction. 

 

 
Figure 10: Model scenarios for three stress cases that forecast the location of DITF on the borehole wall, 

given a N-S azimuth of SHmax and a range of borehole inclination and azimuth. DITF azimuth is in 
degrees clockwise from the low side of the borehole (deg-LS). 
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These observations explain the pattern of DITF observed in Fish Lake wells (Figure 8). DITF in 
FL-1 track around the borehole wall in alignment with the azimuth of SHmax, while the two deviated 
wells are impacted by the full stress tensor. DITF in FL-2 forms on the low and high-side of the 
borehole, consistent with a borehole azimuth that is sub-parallel to SHmax. At the production casing 
shoe, FL-3 is also sub-parallel to SHmax and DITF are around the low and high sides of the borehole. 
However, the borehole azimuth turns with depth. Subsequently, the position of DITF track from 
the low and high side of the borehole to the left and right. Given the magnitude of DITF azimuth 
variation we observe in FL-3, Fish Lake is more likely to be a normal faulting setting than strike 
slip. However, further geomechanical modelling is required to confirm this.  

4.2 Controls on Wellbore-Scale Permeability at Fish Lake 

The completed and, for FL-3 provisional, well testing reveals that the Fish Lake wells are good 
producers. FL-1 has a productivity index (PI) of ~ 18 t/hr/bar, while FL-2 has an injectivity index 
of 65 t/hr/bar and PI of 72 t/hr/bar. Early results for FL-3 indicate this well has a capacity around 
70% of FL-2. Feedzone depths from well testing are indicated in Figure 4. 

Wallis (2023) evaluated MBI against the well test results in seven wells from five high-
temperature, volcanic-hosted geothermal systems. These wells had an injectivity index that ranged 
between 3 and > 500 t/hr/bar. The study revealed a relationship between total well capacity and 
the average frequency of NHC-fractures: The two cases with a well capacity above P10 for 
geothermal wells (i.e., with an II > 51.5 t/hr/bar; Grant, 2008) had an average NHC-fracture 
frequency 2 – 3 times greater than the other three case studies. This frequency in high-capacity 
wells was 1.98 and 2.15 fractures per meter (0.57 and 0.66 fractures per foot) and the lower 
capacity wells ranged from 0.44 to 0.87 fractures per meter (0.13 to 0.27 fractures per foot).  

Wells at Fish Lake do not conform to the capacity to average fracture frequency relationship 
observed by Wallis (2023) in volcanic-hosted geothermal wells. FL-2 has an injectivity above the 
P10 defined by Grant (2008), but it has a fracture frequency that aligns with lower capacity 
volcanic-hosted geothermal wells. This difference may relate to the contrast in reservoir-scale fluid 
flow. The volcanic-hosted systems in Wallis (2023) comprise great thicknesses of isothermal 
temperatures, indicating broad advection through a fracture network and each well had 4 – 9 
feedzones. In contrast, deep circulation systems like Fish Lake have narrower intervals of near-
isothermal temperatures where advection is localized within geological features. They also have 
fewer, and typically narrower, feedzones than their volcanic-hosted counterparts. Consequently, 
averaging fracture frequency over an open-hole length at Fish Lake does not generate a fair 
comparison to the volcanic-hosted cases. Around feedzones in the Fish Lake wells, NHC-fracture 
frequency peaks that are > 0.5 fractures per foot, which is comparable to overall average frequency 
in high-capacity, volcanic-hosted wells.  

Feedzones identified using flowing pressure, temperature and spinner logs acquired under 
injection or production are the best and most direct measure of fluid flux, especially where the 
interpretation of those logs is supported by static temperature data acquired as the well heats. 
However, testing at a single flow rate or direction (injection/production) may not capture the 
details of well-scale permeability. Feedzones may vary in magnitude or even location depending 
on the pressure difference between the wellbore and reservoir. For instance, injection into or 
production from a large capacity feedzone, like what is observed in FL-2, may mask smaller 
feedzones. The presence of a perforated liner can make feedzones appear wider, shallower, and 
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merge small discrete feedzones into a single zone (Goble and McLean, 2020). Given that the three 
Fish Lake wells discussed in this study are tested barefoot, the feedzone depth is likely to be a 
good indicator of the actual depth of permeability. 

Comparison between the depth of feedzones and the MBI interpretation reveals two key insights 
into what controls wellbore scale permeability:  

• The variation of mechanical rock properties due to lithology and/or alteration appears to 
influence the distribution of permeability. No feedzones have been identified in the Tertiary 
volcanics and sediments. The MBI revealed this formation to have few fractures. Relative 
to the Palelozoic basement, the Tertiary volcanics are also conductive. This may indicate a 
higher proportion of clay and go some way to explain the lack of brittle failure. 

• Some feedzones are hosted by faults, but not all the faults are feedzones. There is a single 
feedzone identified by well testing in FL-2 and this is coincident with the fault at ~5,190 
ft-MDRF. Interestingly, there were no significant drilling fluid losses in this zone and the 
well did not experience total loss circulation until drilling reached 5,368 ft-MDRF, some 
114 feet below the fault. Although the well testing program in FL-3 is not yet complete, 
the provisional results show no indication of a feedzone at the ~4,925 ft-MDRF fault.  

One of the differences between the permeable faults and likely non-permeable faults in FL-2 and 
FL-3, respectively, is the abundance of interacting DITF (Figure 7). The fault at FL-2 coincides 
with a sharp increase in interacting DITF while the FL-3 fault has far fewer of these features. In 
their study of high-temperature, volcanic-hosted geothermal wells, Wallis (2023) found that three 
quarters of the feedzones correlate with interacting DITF. A similar correlation between 
permeability and interacting DITF appears to be present at Fish Lake.  

5. Conclusions 

Our study demonstrated how integrated analysis of well testing, geology, and MBI interpretation 
yields insight into the controls on wellbore-scale permeability. Understanding these controls will 
inform future well targets and the reservoir conceptual model. At Fish Lake, the variation of rock 
mechanical properties and the distribution of faults influence permeability. However, not all faults 
identified in the MBI were permeable. The interacting-type DITF may be a useful diagnostic 
criterion for decerning which faults are permeable. Average fracture frequency in Fish Lake wells 
were found to be lower than volcanic-hosted geothermal wells with a similar capacity. Differences 
in reservoir-scale fluid flow in deep-circulation and volcanic geothermal systems may be the 
source of this contrast. 

We described an innovative and cost-effective approach to XLOT testing, where a rig pump was 
used. This generated a reasonable result and, along with drilling induced damage interpreted from 
the MBI, is important data for constraining the stress tensor (Rogers et al., 2023). We observed 
that DITF azimuth varies between vertical and inclined wells, and then presented a set of model 
scenarios that explain this variation. Future work can apply these key data to constraining the stress 
tensor and, subsequently, determine the stress sensitivity (i.e., likelihood of being open to flow) of 
individual fractures and reservoir-scale faults (Barton et al., 1998). 
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ABSTRACT 

Epithermal mineral deposits generally form from meteoric waters within large geothermal 
systems. Many large hot spring-type gold deposits occur within fossil geothermal systems. These 
deposits exhibit widespread hydrothermal alteration that is a direct indication of the size and 
temperature of the paleo geothermal system. Mineral exploration utilizes minor element chemistry 
and alteration mineral zonation to locate source areas of paleo fluid flow, where the highest-grade 
precious metal deposits are often found. These same tools have been used to discover hidden 
geothermal systems, though not always by intent. These tools were used to discover many gold 
deposits including Sleeper, Wind Mountain, and a small deposit in the Willard District in Nevada. 
Our team focused principally on advanced argillic alteration zones, created by upwardly mobile 
geothermal vapors, principally H2S (partially sourced from destruction of gold bisulfide complexes 
after gold deposition) to target drilling. The Wind Mountain and Willard deposits occur adjacent 
to active geothermal fields. The Nevada team also discovered several new geothermal fields, 
including Tungsten Mountain and McGinness Hills. The processes and methodologies for these 
discoveries were very similar. Many of the same vapors released in forming mineral deposits, such 
as H2S, Hg, various S compounds, organic and other materials leached from country rock are 
common in natural geothermal systems. If mineral explorers can find new geothermal fields with 
rock alteration, it seems probable that geothermal exploration models and methodologies could be 
improved to help discover totally blind geothermal systems. 

1. Introduction 
I started my career in 1974 as a field chemist for the Amax Geothermal Group analyzing water 
samples on-site at geothermal projects. This was done to monitor chemical and physical changes 
to samples, which often occur enroute to the laboratory. Within 24 hours many samples formed 
precipitates and nearly all released a vapor phase (largely CO2) which we also analyzed. We were 
studying water chemistry to make better chemical geothermometers and better understand 
limitations on silica and fluorine to target heat flow and exploration drilling.
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I later switched to mineral exploration and looked for porphyry and epithermal gold deposits. In 
1981, I visited the Borealis gold deposit in Nevada and recognized alteration very similar to 
geothermal projects. The old term “hot spring-type” gold deposit remains valid, but they are often 
categorized under new names reflecting physical and genetic characteristics. Gradually we 
incorporated a large volume of geochemical and physical process information into predictive 
exploration models. This body of knowledge grew painfully slow for several decades until recent 
years when laboratory work and detailed geologic models enabled estimates of depth ranges for 
deposit formation, gold metal carriers, maximum solubility conditions, deposition mechanisms 
and zonation of ore stage and peripheral alteration minerals (Wood, 2020 and 2022). 

2. Epithermal Gold Exploration 
In the early 1980’s we applied our rudimentary geologic knowledge of geothermal systems to 
epithermal gold exploration in Nevada. This focused on “hot spring-type” alteration associated 
with regional scale deep penetrating fault zones, where large meteoric water reservoirs could 
circulate deeply over large areas. Many of these structures hosted deep intrusions and more shallow 
volcanic centers associated with broad advanced argillic (illite-clay-silica) alteration zones. This 
led to the discovery of the Sleeper gold deposit (Wood, 1996 and 1988; Wood and Hamilton, 
1991). At Sleeper, banded chalcedony-adularia-electrum veins formed at temperatures as low as 
100°C, locally with bonanza grades exceeding 60 oz/t gold. Sleeper briefly became the highest-
grade open pit gold mine in the world, producing about 2.2 million ounces of gold. This discovery 
added extensively to understanding the geologic process which formed the deposit and added to 
the exploration model and discovery methodology. The Sleeper deposit formed in a shallow 
intrusive environment around a volcanic vent. These rocks are not strongly mineralized but were 
important as part of the heat source that drove an extensive hydrothermal system of meteoric water 
that formed the deposit. The age of the deposit is about 16.1 Ma as indicated by K/Ar and laser 
fusion 40Ar/39Ar dating, with a small second stage at about 14 Ma (Conrad and McKee, 1995). It 
is generally believed the period of main stage gold mineralization lasted about 0.6 million years 
(Ferdock et al., 2005). This was a period of extensive hydrothermal brecciation related to near 
surface boiling. Dating of alteration zones indicate that the geothermal system lasted, at least 
episodically from about 18 Ma, and gradually cooled down at about 5.4 Ma as indicated by 
deposition of alunite (Conrad et al., 1993). This long-lived geothermal activity resulted in many 
overprinting episodes of alteration that have brought into question some early age dates and fluid 
inclusions used in temperatures of formation estimates (Nash et al., 1989). 

Armed with more advanced exploration models the search continued for large advanced argillic 
(illite-clay-silica) alteration zones. These were ranked by their size, chemistry and gold 
endowment with pervasive gold values deemed more important, indicating possible bulk mine 
potential and higher-grade structures where bonanza gold may occur of secondary importance. 
This led to the discovery of the Wind Mountain deposit in 1988, which contained 13.7 million tons 
of rock averaging 0.72 g Au/t and 11.4 g Ag/t (Wood, 1991). This occurred within a sub-economic 
resource of about 58 million metric tons in strongly altered rock. An unaltered bed sampled distally 
from the orebody was dated at 4.8 ±0.9 Ma by a 40Ar/Ar39 method and the deposit was considered 
slightly younger by Rhodes (2011). Although it is difficult to correlate stratigraphy in this area due 
to alteration and structure, the deposit is not likely to be much older than this date and is probably 
a fossil portion of the adjacent San Emidio geothermal field. Pipe scale from the active geothermal 
system contained low-level gold values (Joe Kizis, President, Rio Fortuna Inc., personal 
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communication 2023). Another smaller gold resource was discovered on the pediment of the 
Willard District, adjacent to a diatreme and within an active geothermal field. This deposit was 
dated at about 6.1 Ma (Seedorff, 1991; Figure 1). 

 
Figure 1: Gold deposits in Northern Nevada less than 17 million years old (modified from Seedorff, 1991). 

 

3. Geothermal Discoveries Using Metal Exploration Methods 
The Tungsten Mountain project, located about 60 miles east of Fallon in Churchill County, Nevada 
had a weak discontinuous gold anomaly with values locally exceeding 0.1g Au/t extending about 
300 m along the edge of a range front. This area exhibited locally strong advanced argillic 
alteration, cut by fractures partly filled with calcite veins and minor chalcedony. This alteration 
appeared to extend under pediment alluvial cover towards a major fault zone. An IP-resistivity 
survey indicated a large conductive area with moderate chargeability, which was interpreted as 
strong clay alteration with pyrite. In 2002 and 2003, this target was tested with 17 drill holes which 
encountered intensely bleached and argillized volcanic rocks with stratiform layers of opal and 
chalcedony containing up to 5 percent pyrite. These horizons were locally cut by single stage 
hydrothermal breccias, covering an area of about 2 km2. Silica zones contained low-level gold, but 
rarely exceeded 0.15g Au/t and no high-grade veins were found along structures. This alteration 
may not seem exciting, even to most mineral explorers, but it is similar to rocks 200 m from the 
Sleeper orebodies. Unfortunately, gold and other gradients were very weak and high volumes of 
hot water severely hampered drilling as we stepped outward from the range front. We were using 
a reverse circulation drill set up for geothermal drilling with set casing and a blow-out preventer. 
Unfortunately, high water volumes “drowned-out” the air-hammer and holes had to be completed 
with a tricone bit. Cold water was pumped down the holes to prevent water from flashing up the 

1874



Wood 

hole when changing rods. Weak gold gradients and several holes with flashing hot water resulted 
in discontinuing the project. 

The McGinness Hills project in Lander County, Nevada exhibited hydrothermal alteration and 
patchy low-level gold over an area of about 16 km2. Here, hypogene alunite was dated at 34.8 ±1.7 
Ma, a younger phase of adularia vein material was dated at 3.2 ±0.4 Ma and adularia in a hot spring 
sinter was dated at 2.2 ±0.4 Ma, all by K/Ar determinations (Casaceli et al., 1986). Previous 
workers drilled 41 exploration holes at McGinness Hills from 1982 to 1996. This drilling 
encountered strong alteration with low-level gold. Extensive sampling identified a 5 km long and 
2.5 km wide gold-bearing zone. Our target was to test major controlling structures deeper under 
and adjacent to the sinter mound down to the Tertiary unconformity and a covered area to the 
south. During 2003 and 2004, 26 drill holes followed alteration gradients and encountered 
extensive alteration with 3 to 7 percent pyrite. Pervasive gold grades were generally less than 0.1g 
Au/t and a few faults had grades up to 2.1g Au/t. Gold values were weakly encouraging and would 
warrant follow-up, but many holes encountered extremely hot water and deep vein mining looked 
unattractive. 

Water samples and temperature data from Tungsten Mountain and McGinness Hills were given to 
the Nevada Bureau of Mines and Geology, so the properties could be explored for geothermal 
potential. 

4. Nevada Geothermal Exploration Lessons 
The Basin and Range province in Nevada has been a very active thin crust extensional structural 
environment, especially for the past 20 million years. The source areas of volcanic and geothermal 
activity occur along deep penetrating extensional basin-and-range and subsidiary faults throughout 
Nevada. Metal explorers often focus on intrusions and volcanic centers as sources for metals and 
heat. These display characteristic magnetic anomalies and magnetite destructive alteration with 
higher salinity fluid inclusions and pathfinder geochemistry more anomalous in sulfur, mercury, 
tellurium, potassium, and sometimes base metals. Large deep penetrating fault zones are 
sometimes overlooked by metal explorers. These can host numerous intrusions, dike swarms, and 
localize larger zones of high heat flow and deep circulating meteoric water. They can form natural 
convection cells much larger than can be attributed to a single intrusion and can leach more metals 
from county rocks and deposit them close to the surface in hot spring-type alteration zones. At 
Sleeper, major structures localized intrusions, a volcanic center, and allowed deep circulation of 
meteoric water into areas of high heat flow. Age dates tell us that favorable structures and 
geothermal systems have been active for long periods of time, locally exceeding 10 million years, 
with composite alteration zones often exceeding 100 km3 (Wood, 2022). They often display 
multiple ages of hydrothermal alteration and multi-stage breccia formation in boiling zones. These 
formed from episodic geothermal activity related to active and inactive periods of fault movement. 
Without active faulting, geothermal systems will seal themselves off at depth by clay alteration. 
They are often covered in basins by clay-rich lake beds. Clay alteration and the variable availability 
of groundwater often create conditions of episodic water flow, vent area migration, over 
pressurization and hydrothermal breccia formation through time. Through fluid inclusion studies 
we know the depositional temperatures of ore stage and alteration minerals and we can follow 
mineral zonation into metal depositional environments. The volume and complexity of 
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hydrothermal breccia can be used to find fluid up-flow areas and boiling horizons. Rock and vein 
textures and silica polymorphs are windows into dynamic conditions of hydrothermal fluids.  

Geothermal systems and hot spring-type gold deposits exhibit essentially the same features. A 
distinction is that most geothermal systems do not contain much gold and the largest hot spring-
type gold deposits tend to be fossil deposits formed in large long-lived geothermal systems. The 
only difference between many epithermal mineral deposits and geothermal alteration zones is the 
economic minerals. In Nevada, precious metals and lithium are the most sought-after hot spring 
related deposits, but deposits of hydrothermal clay, sulfur, mercury, pyrite, alum, and tungsten 
have also been prospected. The source waters are the same – meteoric water as indicated by very 
low salinity fluid inclusions. In most cases the source economic minerals are leached from country 
rock. Cool, low oxygen groundwater can become an enhanced leachate when heated, especially 
when pH conditions are in disequilibrium with host rocks or when reactive host rocks are 
encountered. The limitation of a mineral deposits size is probably the mineral availability within 
the hydrothermal system. The main stage of gold mineralization at Sleeper occurred in several 
pulses over a period of about 0.6 million years and probably occurred when the hydrothermal cell 
was near its maximum volume and experiencing boiling. By this time the hydrothermal system 
leached and deposited nearly all the available gold and only minor gold was deposited after this 
time. 

Any soluble economic elements in basement rocks can potentially be leached by geothermal water 
and form mineral deposits. In general, meteoric water is near neutral in pH but it will react with 
alkaline or acid host rocks and change pH. Large packages of similar rocks tend to buffer 
groundwater chemistry and hydrothermal systems. When water is heated significantly it becomes 
a better solvent. At high temperatures it can hydrolyze, turn alkaline and become a powerful 
leachate. Geothermal fluids are often rich in sulfur, which can form strong acids. Metal bearing 
fluids moving into different pH conditions will react with host rocks and may deposit minerals. 
Fluid chemistry often changes with temperature and pressure, boiling and release of gas phases. 
When geothermal water reaches structures open to the surface both temperature and pressure drop, 
resulting in rapid cooling to near 100°C and atmospheric pressure (release of a vapor phase) and 
rapid deposition of constituents in solution. Most banded vein textures indicate a rapid cyclical 
deposition. In very deep structures lithostatic load and hydrostatic pressure can inhibit boiling, 
allowing minerals in solution to migrate closer to the surface. The Beowawe geysers in Eureka 
County, Nevada, prior to plugging, would flash upward tens of meters on low-pressure days, but 
only a couple of meters on high-pressure days, demonstrating their sensitivity to small atmospheric 
pressure changes. Geothermal water migrating to the surface often changes chemistry and 
equilibrium as it moves toward the surface, experiencing pressure drops, losing a vapor phase, 
boiling, and precipitating elements and compounds that have reached saturation. 

5. Models and Methods for Geothermal Exploration 
It stands to reason that if a mineral explorer can find blind geothermal systems by accident, 
geothermal explorers armed with modern theories and tools should be more successful. In the 
1980s we only explored for mineral deposits where evidence of mineralization was exposed at the 
surface. Today we are exploring for almost blind deposits. The Tungsten Mountain and McGinness 
Hills geothermal projects were only recently discovered, even though boiling water occurred 
within 100 m of the surface, indicating how well clay and silica capping can hide both heat and 
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water. Nevada contains many areas of seismic and geothermal activity and probably contains many 
more geothermal systems hidden under lakebeds within the basins.   

Geothermal systems are generally confined to structures and power production requires both heat 
and water. Small geothermal systems are commonly associated with shallow intrusions in volcanic 
environments. Larger geothermal systems generally occur where groundwater can circulate deep 
(± 2 km) into zones of high heat flow within large regional fault zones. The best geothermal 
exploration targets are where a large groundwater reservoir occurs within deep penetrating 
structures in a “deep reservoir environment” (Figure 2). In Nevada, areas of dry high heat-flow 
may be more common than high temperature geothermal systems. Successful geothermal 
exploration should target favorable deep penetrating structures with high heat flow, in areas where 
Tertiary basins host large reservoirs of groundwater. Many of these basins are grabens bounded 
by large fault zones. Major fault structures that cut thick sections of brittle volcanic rock are more 
likely to host permeable geothermal reservoirs suitable for power production. These targets are 
also more likely to be concealed by thick sections of young lake beds that can cap a “deep 
geothermal reservoir environment” (Figure 2). If a dry system were discovered, this environment 
would have a higher probability of nearby groundwater suitable for injection. 

 

 
Figure 2: Nevada Geothermal Exploration Environments. 

 

Successful exploration of new regions for well-hidden geothermal systems requires a general 
understanding of the process that forms them. It is important to look at targets through the mind’s 
eye, visualize the dynamic process and not leave all data processing to machines. A geothermal 
system may be active for 10 million years or more, migrate 10 km or more within a structural 
network, and exhibit dozens of alteration minerals and rock textures, which can define 
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hydrothermal conditions spatially and through time. They often occur in areas of active faulting, 
and large water reservoirs are essential for economic production. Much of Nevada’s groundwater 
occurs in fault-controlled reservoirs along range-fronts, while valleys are often filled with 
impermeable clay-rich lake beds. Many of these fault zones are more than a kilometer wide, as at 
Sleeper, and are often interconnected with a regional network of other structures. These faults are 
large enough to provide adequate reservoir capacity and often strongly fracture Tertiary volcanic 
sections adding to potential reservoir capacity (Figure 2). Pre-Tertiary basement rocks are 
generally much less permeable, and upwardly mobile fluids often depressurize flowing into the 
Tertiary unconformity, a common horizon of mineral deposition and initial boiling. This horizon 
is often very permeable, hosting regional conglomerates, broken volcanic rocks, open space, and 
considerable groundwater. At geothermal targets it should be tested where it intersects high-angle 
structures, especially in areas of high heat flow. Nevada’s Basin and Range province provides 
excellent targets for hidden deep groundwater reservoirs. In general, fractures are more open and 
permeable within 1 km of the surface and become progressively less open to depths below 2 km, 
due to lithostatic load and hydrostatic conditions. Brittle rocks at depths above 2 km are favorable 
reservoir targets. Large open spaces can exist below 2 km, but they are held open by water under 
very high pressure. A deep geothermal system would boil in fractures open to the surface, but this 
is often suppressed by the hydrostatic head of groundwater and natural impermeable caps. It is 
important to map the structural architecture of the target area and drill test the most favorable 
structure at the most favorable elevation. 

Regional exploration methods generally begin with regional portfolios of available maps of known 
geothermal resources, structure, seismic and other data to study and prioritize prospective areas. 
This may include hyperspectral imaging to look for favorable alteration zones and alteration 
products. This type of imaging can save time and expense in regional surveys and help focus field 
examinations in the most productive areas. Airborne geophysical and radiometric surveys can aid 
exploration in both exposed and covered areas. Most of these anomalous areas have probably been 
examined by previous explorers and new exploration regions may be alluvial covered, with no 
near surface water or heat signature (Faulds et al., 2021). It is important to look for new targets 
with a more trained eye for what could be hiding under cover or between datapoints. 

At the prospect scale more focused discovery methods can be employed. Where no surface 
indications of geothermal activity are present, passive seismic surveys utilizing geophones and a 
recording base station may be a useful tool for initial targeting. Active fault movements are often 
associated with areas of high heat flow. Measuring fault movements can often identify water 
lubricated faults and the top and base of water tables. Once a seismic target is identified, other 
methods can be employed to help refine the target for drilling. Metal explorers would look for 
evidence of favorable attributes of a deep geothermal system. Large alteration zones will only exist 
if hydrothermal fluids experienced boiling and acid alteration near the surface. In deeper systems 
favorable alteration would likely be confined to fractures, exhibiting small areas of structurally 
controlled alteration, hydrothermal breccias and fracture coatings of epithermal mineral products 
like illite, clay, silica, adularia, calcite, anhydrite, buddingtonite, gypsum, zeolite, alunite, etc. 
Evidence of vapor stage alteration may also be present. In most cases hot vapors would condense 
in faults and create acid and clay-like alteration products. These would look superficially like white 
clay, with vapor stage minerals like native sulfur, cinnabar and small amounts of many other 
minerals. Condensate and alteration mineral assemblages are often too fine grained to recognize 
visually and appear as just minor bleaching or clay alteration. XRF (X-ray fluorescence) and NIR 
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(near-infrared) spectrometers can be very useful in identifying mineralogy in these zones. 
Geothermal systems trapped at depth may only exhibit vapor transport to the surface during 
periodic fault movements. Vapors escaping through fractures and condensing can accumulate in 
perched groundwater in faults forming distal anomalies of sulfur, sulfur compounds, mercury, 
selenium, boron, ammonium salts, organic material, and other materials leached from country 
rock. There would likely be trace elements unique to the system that could aid targeting. Areas of 
hot dry rock may lack enough water to form recognizable anomalies, but measurement of total 
vapor pressure and individual gases may reveal the hidden heat source. Organic vapors are often 
common above an active hydrothermal cell. Ammonia replaced potassium in late-stage adularia at 
Sleeper, forming buddingtonite. Geothermal systems readily leach sulfur from country rocks and 
through the process of sulfidation form pyrite where iron minerals are present. Pyrite may form 
banded veins and fracture coatings in iron-rich fluids. In low iron environments abundant sulfates 
will often be deposited. Sulfidation and oxidation of iron minerals are both magnetite destructive 
processes identifiable with magnetic surveys. Zones of intense hot-spring-type alteration are often 
surrounded by pyritic zones. Pyrite, clay, and silicified zones can be detected with IP-resistivity 
surveys. Deep circulating hydrothermal cells often leach materials from deep basement rocks and 
deposit it near the surface. In Nevada, sulfur isotope analyses often identify sulfur of Ordovician 
or Silurian age in Tertiary pyrite (Hofstra, 1997), an indication of a hydrothermal cell leaching 
sulfur from basement rocks. 

6. Conclusions 

Metal exploration probably has dozens of methodologies and tools that could be adapted to aid 
exploration for blind geothermal deposits. Geothermal cells are generally water in motion, in areas 
of high heat flow and active faulting. Seismic surveys should be most valuable for initial drill 
targeting. Then progressive use of the next more reliable methods can be employed to help refine 
the target for drilling. Direct temperature measurements by heat flux transducers had limited 
success in the distant pass but could prove useful if adapted properly with modern technology. An 
acoustical survey may also be possible, listening for rhythmically flashing water at more shallow 
depths. These types of surveys would likely require burial of instruments in shallow (1-2 m deep) 
auger holes. Blind geothermal systems trapped at depth under pressure may only exhibit evidence 
of minor vapor phase alteration from vapor streaming into surface rocks far above the heat source. 
Vapor collection methods may need to be improved from industry standard sampling. It is possible 
that specialized vapor sampling programs along the major faults and lineaments could prove 
successful in discovering new geothermal systems. All new techniques should be tested and 
calibrated in an active geothermal field whenever possible. Areas with marginal indicators of a 
productive geothermal field should be re-examined for possible game changer geology, like heat 
flow focused on structural intersections or a diatreme. Low temperature geothermal cells should 
be re-evaluated for higher potential to make sure they are not just distal leakage or diluted 
appendages of a much larger but deeper productive geothermal system. Hydrothermal fluids rarely 
move straight upward in the earth and source areas are often more than 1 km laterally from the 
surface anomaly. By modelling and visualizing the dynamic hydrothermal system in 3D and 
knowing the size, depths, mineral zonation, structural controls, etc., you can optimize your chances 
of future success. 
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ABSTRACT 
With its 2030 vision, Saudi Arabia initiated reducing its dependence on fossil-based energy 
with renewable energy development, including geothermal resources, a very high priority. 
Previous studies have shown that Saudi Arabia has promising geothermal resources. The most 
prominent sites are located around Al-Lith, with four hot springs, where Ain Al-Harrah has the 
highest temperature and may provide the Al-Lith region with long-term electricity. Our key 
objective is to explore more comprehensively the prospect of geothermal resources around the 
Ain Al-Harrah hot spring with multi-physics.  

Electromagnetic (EM) methods cover a variety of applications during the energy transition and 
the development of renewable resources, including geothermal energy in Saudi Arabia. EM 
techniques are increasingly utilized to explore and characterize geothermal reservoirs for 
energy production or cooling/heating purposes. To achieve this goal, we are carrying out multi-
physics measurements in the area and report initial results here. With the plan of drilling several 
wells, we initially used magnetotellurics to prepare for more detailed deep Controlled Source 
ElectroMagnetics later. The broadband magnetotellurics (MT) data in the period range 0.001-
60 s for three different sampling frequencies were acquired using KMS-820 acquisition 
systems. Transient Electromagnetic (TEM) and Audio-Magnetotelluric (AMT) soundings were 
also collected to correct the possible static shift effect on the MT data. All the collected 
frequency and time-domain EM data were of high-quality. There are also initial 3D gravity 
results. 

Τhe 2D and 3D inversion results indicated similar results from top to bottom, five noteworthy 
features: (1) a near-surface low-resistivity (50-100 ohm.m) zone with an average thickness of 
less than 100 m, which can be interpreted as sediments fully saturated with freshwater (2) a 
medium to high resistivity unit (900-3000 ohm.m) appear at different depths, from 100-4000 
m below the surface, representing the fractured basement, (3) a very high resistivity body 
(3000–7000 ohm.m) associated with the basement, (4) the low resistivity zone (60–125 ohm.m 
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bulk resistivity) representing the geothermal fluids plume moving upward from the depth of 5-
6 km below the surface, through the fractures (high permeability) zone reaching the depth of 
500 m below the surface creating a convection cell, and (5) the hot-body with very low 
resistivities, 10-30 ohm.m, at the average depth of 6.5 km below the ground surface.  

Moreover, it is important that the surface manifestation of hot springs with a temperature of 
about 70-80 oC, also exists in this area. However, only drilling operations will reveal the 
geothermal potential, while the MT survey points to new drill locations. In the end, to gain 
deeper insight into the geothermal system, there are two main recommendations for any future 
research in the Al-Lith area as follows: (1) to conduct CSEM data acquisitions to gather high-
resolution dense spatial data and provide an enhanced 3D subsurface image, and (2) to drill an 
exploratory well till the depth of 1 km to confirm the preliminary conceptual geophysical model 
and improve the interpretation of the collected data by applying constraint inversion. 

1. Introduction 

Geothermal energy is renewable and eco-friendly because heat rises from the Earth. Earth's 
heat reserves are vast. This energy is needed to replace fossil fuels' carbon dioxide emissions, 
which cause global warming, one of humanity's biggest problems. Since geothermal energy is 
cheap, inexhaustible, and environmentally friendly, its use has grown in recent years. 
Geothermal fluids cannot be transported far from their source, which limits their use to local 
applications. 

Saudi Arabia is diversifying its economy and reducing its dependence on fossil fuels with its 
2030 vision. The goal is to generate 58.7 GW (about 50 %) of renewable energy by 2030 and 
reach Net Zero carbon emission by 2060 (Ali et al. 2021). Saudi Arabia has significant 
geothermal potential. However, Saudi Arabia's geothermal resources are mostly unexplored 
and require more research. The Kingdom's use of geothermal energy, especially for power 
generation, is still uneconomic. 

For decades several exploration campaigns and research studies have investigated Saudi 
Arabia's geothermal resources (Al-Dayel 1988; Aref Lashin and Al Arifi 2014; 
Chandrasekharam et al. 2015; Al-Amri et al. 2020; Aboud et al. 2022), with a couple of them 
focusing on Al-Lith (Lashin et al. 2012; Al-Douri et al. 2019; Monged et al. 2018). They are 
concentrated around Al-Lith in southwestern Saudi Arabia, where four hot springs range in 
temperature from 41° C to 96° C, with Ain Al-Harrah having the highest (Al-Douri et al. 2019; 
Lashin et al. 2020; Wier and Hadley 1975; Al-Dayel 1988)).  

Due to the direct relationship between measured resistivity and temperature, lithology 
variation, and fluid content, applied electromagnetic (EM) methods are crucial to geothermal 
exploration. Low resistivity, due to clay alteration over the geothermal field, indicates high-
temperature hydrothermal systems (Árnason, Eysteinsson, and Hersir 2010; Ussher et al. 
2000). Hot fluids strongly reduce the resistivity of geothermal reservoirs, fracture zones, and 
cap rock. This data can be used to determine hydrothermal reservoir geometry, depth, fracture 
zone location, and permeability (Malin, Shalev, and Onacha 2006). Among several EM 
techniques, MT has become the most applied EM technique for geothermal exploration due to 
its cost-effectiveness and penetration depth. 

This study examines the potential geothermal resources around the Ain Al-Harrah hot spring 
in Al-Lith, western Saudi Arabia. MT, AMT and TEM surveys around the hot spring provided 
high-resolution deep geophysical data for geothermal system imaging. 
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2. Regional geological setting 

Saudi Arabia's western Arabian shield's Al-Lith valley hosts the study area. The Oarnayt 
Mountains and Jabal Afaf surround Al-Lith, which flows into the Red Sea. Paleozoic igneous 
and metamorphic rocks and Quaternary deposits cover the river valleys and coastal plain of Al-
Lith geologically. Older rocks are strongly folded and dip near-vertically from N-S to NE-SW. 
Al-Lith has other intrusive rocks of various compositions. These rocks are mafic plutonic, 
metamorphic, and granitic Lith and Khasrah complex dykes. Gabbro dikes parallel to the Red 
Sea axis in Al-Lith indicate Neogene volcanic and tectonic activity related to the Red Sea rift 
extension and escarpment uplift. The river valleys and coastal plains of Al-Lith have 
Quaternary deposits made of eroded metamorphic and igneous rocks. They form coastal sabkha 
and eolian sand-dune fields in alluvium deposits (sands, gravels, silts) along river valleys. 

 

3. Methods used and data acquisition 

Three EM methods were used for high-resolution subsurface imaging in the study area. The 
TEM and AMT methods imaged the shallow layer and corrected deeper EM soundings. TEM 
is a geophysical method for vertical resistivity soundings that responds best to conductive 
materials. Non-destructive wire loops transmit and receive signals in the ground, leaving no 
marks in the survey area after measurements. A 40×40-meter transmitter loop and 1 or 2 
smaller receiver coils can reach depths of 200-250 meters in a few minutes. Without increasing 
survey times, a suitable system configuration can reach depths of over 800 meters. For the 
AMT measurements, the same KMS acquisition system was used but due to the different 
acquired frequency ranges, shallower information will be revealed. MT imaged deeper 
structures. MT is an EM-sounding technique that images the Earth's subsurface electrical 
conductivity using natural variations of the magnetic and electric fields. Tikhonov and 
Cagniard invented the method (Tikhonov 1950; Cagniard 1953). MT can image the 
conductivity distribution of subsurface structure from several tens of meters to more than 100 
km, depending on signal quality, frequency, and average resistivity (Autio et al. 2016; Vozoff 
1972; Hinojosa-Prieto et al., 2021). 

ABEM's WalkTEM system used to collect the TEM data, and KMS-820 acquisition units 
(kmstechnologies.com) collected the AMT and MT data. 100-m horizontal dipole length low-
frequency induction coils and non-polarizable electrodes were used. 13 TEM, 4 AMT and 50 
broadband MT data from 0.001-60 s were acquired in the study area. The TEM soundings were 
acquired in less than 30 minutes, but the MT soundings were acquired for 6.5 hours at 4 kHz, 
1 kHz, and 40 Hz. As part of the feasibility study, two test measurements were taken at the 
start of the fieldwork to check data quality and sufficiency and determine the best acquisition 
parameters and experimental geometry. Figure 1 shows the study area's topography and all 
TEM and MT soundings/stations. The data acquisition work is still ongoing and more sites are 
being added especially where we feel we need more static correction measurements. 
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Figure 1: Topographic map illustrates the survey area along with the locations of all (finished at the time 
of writing this paper) 13 TEM (blue circles), 4 AMT soundings (yellow circles), and 50 MT (purples 
squares) soundings conducted in this study. The hot spring at Ain Al-Harrah is marked with a yellow 
star on the map. 

4. Data processing 

SPIA software (https://www.aarhusgeosoftware.dk/) was utilized for the processing of TEM 
soundings. The noise and spikes were effectively filtered, and the data were inverted using the 
optimal regularization parameters. The following processing steps were applied to the AMT 
and MT field data. Data quality assurance using KMSPro acquisition software 
(kmstechnologies.com) is done to prevent potential data loss due to possible field acquisition 
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errors. Data quality control is performed to check the quality of the raw data. In addition, 
spectrum analysis and coherency are checked in this stage to examine the relation between the 
orthogonal and parallel field components. The impedance tensor estimations were completed 
using KMSProMT with the robust statistical technique presented by Smirnov (Smirnov 2003). 
Various parameter settings, such as the Siegel estimation technique, FFT length, coherence 
threshold, and notch filters are defined. The low (40 Hz) and the high (1 kHz and 4 kHz) 
sampling frequency data were processed separately with different parameter settings. The 
multiple impedance tensor results are further processed using KMSProTF to apply robust 
average, plot, and extract the final transfer function data. 

MT transfer functions as apparent resistivity and phase curves for four exemplary soundings 
and both polarizations, are presented in Figure 2. We observe smooth and consistent transfer 
functions. The data quality in general is good with slightly increased error floor at short periods, 
possibly due to the dead band and anthropogenic noise sources. 

 
Figure 2: Apparent resistivity and phase characteristics of the MT soundings for four locations (MT04, 

MT08, MT14, and MT15) after data processing. In the graphs, the red color corresponds to the XY 
field components, while the blue color represents the YX field components. 
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Due to the topographical conditions in the study area, the MT responses were expected to have 
a static shift effect. TEM soundings were used to solve the MT static shift problem (Pellerin, 
Johnston, and Hohmann 1996). It should be mentioned that, TEM cannot always used for 
applying proper static shifts to MT data due to topography (Watts et al. 2013). The TEM data 
were adopted to correct the static shift of the correspondent MT site by means of 1-D joint 
inversion using ZondMT software (zond-geo.com), and to support the correction of the closest 
MT site only if it was placed on the same geological formation. More sites are being measured 
as the work continues. We could not cover all the MT soundings with TEM/AMT data due to 
extremely bad weather conditions. Thus, we used the knowledge we gained from the collected 
TEM and some DC measurements acquired in the northern part of the basin to apply proper 
static corrections. The XY and YX of MT elements were shifted to match the response of 1-D 
joint inversion. The resulting corrections are shown below in Figure 3 as an example. 

 

Figure 3: Example of static shift correction for station MT05 including the TEM responses. Apparent 
resistivity and phase curves of XY and YX MT data (red and blue, respectively) before the static shift 
correction (left panel) and after applying the static shift correction (right panel). The black solid line 
indicates the response of 1-D joint inversion of the TEM and MT. 

5. 3D inversion of the EM data 

The ModEM algorithm was used to invert the MT data to generate 3D subsurface structure 
(Egbert and Kelbert 2012; Kelbert et al. 2014). The data-covered core area of the inversion 
model had cells with a size of 109 m X 109 m. The total number of nodes in the grid were 106, 
96, and 45 in the X, Y, and Z directions, respectively. The full impedance tensor and tippers 
were chosen for inversion because tippers are not strongly affected by galvanic distortion. 
Therefore, if a joint inversion scheme includes these tippers, the effects of static shift can be 
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reduced, and the generated models become more reliable (Berdichevsky et al. 2003; 
Siripunvaraporn and Egbert 2009). 

The first layer of the inversion model's vertical grids was given a thickness of 45 m, starting 
from the depth of 25 m and moving downward the thickness is increasing by a factor of 1.2. 
The total depth of the model reached the depth of 457 km. The topography was not included in 
the 3D model. The 3D inversion model has 45 total layers, 5 of which are set above the surface 
to model the air layers in the ModEM inversion. All the grids are perpendicular to the north-
south or east-west axes in the horizontal direction. 

Different data components, regularization parameters, and error floors were used to invert the 
subsurface resistivity structure in the 3D inversion of these MT data. We discovered a small 
number of data points with severe distortions, which could not be fitted in all the inversion 
models and were thus deleted, according to these inversions. 

In this study, a 300 ohm.m uniform half-space model was converted into a preferred 3D model 
using 3D inversion of full impedance and tippers. The average level of the apparent resistivities 
at the shortest periods in the data is considered when determining the resistivity value for this 
initial model. The original error was chosen for the inversion process, and the smooth 
parameters in the regularization term for the three directions (x, y, and z) were set to the same 
value of 0.2. The preferred 3D model converged to a normalized root-mean square error 
(nRMSE ) of 2.9 throughout the inversion process after 186 iterations.  It has to be mentioned 
that nRMSE (also known as a scatter index), is a statistical error indicator and relates RMSE 
to variable range. Thus, the nRMSE is a fraction of the model's typical range. Figure 4 plots 
the distribution of the nRMSE for the impedance tensor and tipper separately. 

 

Figure 4: Distribution of normalized RMSE misfit at each site. Total normalized RMSE for the impedance 
tensor (left panel) and the tipper vector (right panel). The black dots in (right panel) mean no tipper 
data. 
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6. Results 

A 2D resistivity model over the geothermal field as calculated from the 3D inversion is shown 
in Figure 5. The resulted 2D geoelectrical section has a total length of 6.5 km and obtained 
after 110 iterations with an final RMS of 3.9%. The red arrow indicate the location of the 
known hot spring in the study area and the blue arrow depict the location with the highest 
potential to drill during the production phase. 

 

Figure 5. The layout of all the MT stations and the designed P2 profile are shown. The red and blue arrows 
indicate the hot spring in Al-Lith and the location with the highest potential to drill for geothermal 
production, respectively. 

 

Figure 6 shows the preferred 3D inversion result. Inversion data weights were relative error 
matrices. From the inversion results, the low resistivity areas, representing the geothermal 
fluids are only shown, indicating the following. The low resistivity zone (60–125 ohm.m bulk 
resistivity) representing the geothermal fluids plume, is moving upward, reaching the surface 
at several location very close to the surface hot spring (yellow arrow in Fig. 5). The resistivity 
range for the geothermal fluids was confirmed by another TEM/DC survey was conducted in 
the study area (Edigbue et al., 2021). The fluids are starting from the depth of 6 km below the 
surface, just above the heat source and through the fractured (high permeability) bedrock are 
creating a convection cell. 
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Figure 6: Representation of the preferred 3D inversion model down to a depth of 6.6 km. The yellow arrow 
at the surface is the location of the Ain Al-Harrah hot spring. 

7. Conclusions 

In accordance with the VISION 2030 pillars, EM methods cover a variety of applications, 
particularly those of interest during the energy transition and the development of renewable 
resources, including geothermal energy in Saudi Arabia. The use of EM techniques for 
exploring and characterizing geothermal reservoirs for energy production or cooling/heating 
purposes is increasing.  

To characterize the local geothermal field, a preliminary geophysical survey using the 
TEM/AMT and MT methods was conducted over the larger Ain Al-Harrah hot spring in Al-
Lith. Due to the extremely rugged terrain, the soundings were positioned within the valley and 
along the major strike. The MT survey depicts the Ain Al-Harrah geothermal system's heat 
source, convection pattern, and groundwater system. In addition, it is essential that surface 
manifestations of hot springs with temperatures between 70° C and 90° C exist in this region. 
However, only drilling will reveal the geothermal potential, whereas the MT survey indicates 
promising locations. Since this is an ongoing work, a CSEM data acquisition to collect dense 
spatial data and provide a complete 3D subsurface image is suggested to gain a deeper 
understanding of the geothermal system. Moreover, since there are no in situ temperature 
measurements for calculating the geothermal gradient and/or the geothermal flux, airborne 
magnetic data collected in the past, by the Saudi Geological Survey, can be used to estimate 
the curie depth and get a rough estimation of the aforementioned geothermal parameters. Based 
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on the above, the Al-Lith area and its geothermal field, could probably be used for long-term 
power generation. 
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ABSTRACT 

Magnetotelluric (MT) geophysical surveys can inform drilling and resource management decisions 
throughout the development lifetime of a geothermal field. However, operators of developed fields 
that lack legacy MT data may be reluctant to collect new or in-fill data due to concerns that 
electromagnetic noise generated by the power plant will result in poor data quality. Modern 
advances in magnetotelluric instrumentation, field practices, and data analysis have made it 
possible to collect high quality MT data in these high noise environments. A broadband MT survey 
designed to test these capabilities was recently collected over the Steamboat geothermal system in 
Reno, Nevada, USA. The Steamboat geothermal complex, which currently generates a combined 
79 MW from six geothermal power plants spread over ~4 km2, provides both a high noise 
environment and a well characterized geothermal reservoir in which to test this assertion.  

Analysis of magnetotelluric time series and transfer functions demonstrates that reasonably high-
quality MT data can be achieved within <500 m of power plant infrastructure. Field practices that 
influenced data quality include careful survey design, long duration recording times (>40 hours), 
and use of a dedicated remote reference. Three-dimensional (3D) inversion of the resulting MT 
data yields a resistivity structure representative of the underlying geology. Correlation of the 
preferred 3DMT model with information from deep wells, including interpreted natural state 
temperature, lithology, and alteration domains, provides model validation and further confidence 
that useful MT data may be acquired in the vicinity of active power plants. 
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1. Introduction 
The electromagnetic geophysical imaging technique magnetotellurics (MT) has proven to be a 
useful tool in both geothermal exploration and resource characterization (e.g., Peacock et al., 2020; 
Boseley et al., 2010). It has been recognized for many years that magnetotellurics is well-suited to 
resolving low-resistivity clay caps that form over high-enthalpy geothermal systems (Cumming 
and Mackie, 2010; Cumming 2009). Resolving the thickness and geometry of the clay cap provides 
important constraints on the distribution of temperature and pressure within the reservoir in the 
natural state, which in turn can help target wells and guide reservoir management decisions. In 
recent years the community has also begun to see the benefits of collecting MT data over moderate- 
and low-temperature geothermal systems, such as those found in the Basin and Range province of 
the western United States. While it may be difficult to distinguish a low resistivity clay cap from 
other shallow conductors in these systems, such as playa deposits and volcanic units altered to clay 
by meteoric weathering, they still contain good geophysical targets for deep-sensing 
electromagnetic techniques. Examples of such targets include the extent of an outflow plume and 
the depth to competent basement rock (Folsom et al., 2020; Folsom et al., 2018). 

There are several obstacles to using MT data to effectively characterize operating geothermal 
systems. The first challenge is that the technique is vulnerable to electromagnetic noise generated 
by power plant infrastructure such as transmission lines and electrical substations. Production 
pumps, cooling fan arrays, generators and turbines can also act as near-field noise sources and 
pose significant problems for MT data. The second major challenge is that modeling 
magnetotelluric data collected in complex geologic environments, such as those that host 
geothermal systems (e.g., Faulds and Hinz, 2015), typically requires computationally expensive 
and time-consuming three-dimensional (3D) inversion. One-dimensional modeling can be useful 
for shallow targets and two-dimensional inversion can be helpful if specific conditions are met, 
but 3D MT inversion is often the most appropriate modeling approach for imaging geothermal 
systems. Finally, any resistivity model derived from MT data is inherently non-unique. Without 
relevant information from deep wells to validate interpretations it can be difficult to justify 
extending geologic interpretations of geophysical data into undrilled portions of the field. 

The Steamboat geothermal complex in northern Nevada (Figure 1) offers an ideal environment for 
examining these challenges in detail and testing possible solutions for overcoming them. The 
Steamboat geothermal complex is an exceptionally high-noise environment. The entire complex 
is confined to a narrow topographic ridge that rises out of the suburbs of Reno, Nevada, a city of 
>250,000 people. A major highway, Interstate 580, bisects the geothermal lease block. Within the 
complex are six geothermal power plants, dozens of geothermal wells, pipelines, powerlines, and 
transmission substations that connect the power plant to the electrical grid. Resistivity models 
based on magnetotelluric data collected in such high-noise environments should be subject to 
enhanced scrutiny by developers looking to learn something about their operating fields. To be 
sure that geophysical anomalies of interest are not simply artifacts of noise or a poorly constrained 
inversion it is good practice to corroborate such features using multiple independent data sets. 
Following over fifty years of development history that includes the drilling of dozens of wells, 
operation and optimization of several power plants, and numerous geologic, geochemical, and 
geophysical studies, the Steamboat geothermal complex is home to a wealth of data well-suited to 
validating a geophysical model. 
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This paper presents results from a recent magnetotelluric survey collected over the Steamboat Hills 
geothermal complex. We show that through careful survey design, good field practices and 
application of modern data processing techniques it is possible to collect reasonably high-quality 
MT data within an operating geothermal field. We perform 3D inversion of the MT data to produce 
a resistivity model of the subsurface that can be used to extend down hole data into unexplored 
areas of the resource. We explore model validation by comparing the preferred 3D resistivity 
model to 1D MT inversions as well as down hole data from two deep wells, including lithology, 
methylene blue analysis for swelling clays, and interpreted natural state temperature profiles. We 
conclude with a list of recommendations for developers and contractors to consider when 
collecting new or in-fill MT data over other operating geothermal fields. 

 
Figure 1: Location map of Steamboat geothermal complex outside of Reno, Nevada. (a) MT site locations 

(circles) for recent MT survey over Steamboat Hills. Blue circles are full tensor MT sites installed with 
magnetic field sensors; orange circles are electric-only MT sites. Black dashed line is the Steamboat Hills 
profile referenced in the text and shown in subsequent figures. Yellow squares are the six geothermal 
power plants that comprise the Steamboat geothermal complex. White solid line traces the outline of the 
Steamboat Hills topographic rise. White dashed line shows the extent of Figure 3. Inset maps show the 
location of the study area relative to (b) the city of Reno, the suburban sprawl of the Truckee Meadows, 
and major highways (yellow lines) and (c) the state of Nevada. Satellite imagery from Google Earth. 
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2. Conceptual Model Overview 
The Steamboat geothermal complex is located within the Carson segment of the Walker Lane 
structural zone at the western margin of the Basin and Range. Right-lateral transtensional shear is 
accommodated by counter-clockwise rotation of fault blocks and normal displacement on a 
complex array of east-northeast to northwest trending structures in the northern Walker Lane 
(Briggs and Hammond, 2011; Cashman and Fontaine, 2000). These structures are present in the 
Steamboat Hills, an intra-basinal horst block in the southern Truckee Meadows composed 
primarily of faulted Mesozoic metasedimentary and metavolcanic rocks, intruded by Cretaceous 
granodiorites, and capped by Tertiary-Pleistocene volcanics (Bonham and Bell, 1993). 
Geophysical datasets, borehole image logs, and feed zone alignment are supportive of high-angle 
structures being the dominant control on permeability at Steamboat (Walsh et al., 2010; Skalbeck 
et al., 2002; Desormier, 1984).  

Hydrothermal activity at Steamboat is likely driven by a magmatic heat source and deep circulation 
of large fluxes of meteoric water on high-angle structures. Fluid geochemistry and helium isotope 
data indicate some component of magmatic input, possibly originating from a large shallow 
intrusion related to the young (~1.2 Ma) rhyolitic domes near the summit of Steamboat Hills 
(Silberman et al., 1979). Dating of hot spring deposits and coeval volcanic units indicate that 
hydrothermal activity at Steamboat has persisted intermittently for >2.5 million years, with surface 
discharge migrating to the northeast with progressive uplift, erosion, and lowering of the water 
table (Silberman et al., 1979; Lynne et al., 2008). Hydrothermal fluids are relatively benign, 
dominated by low-TDS, Na-Cl fluids enriched in base and precious metals. CO2/H2S vapors mix 
with steam condensate in the vadose zone, resulting in extensive areas of heated ground, acid-
sulfate alteration, and sulfur deposition.  

The convective geothermal cell at Steamboat can be broadly described in three zones: Upper, 
Middle, and Lower Steamboat. Well data from Upper Steamboat suggest close proximity to 
~260°C upflow, supported by close agreement between measured temperatures and silica 
geothermometry from reservoir fluids, coupled with broad 220-240°C temperature reversals at 
800-1200 mRSL. While the local structural controls on upflow at Upper Steamboat are not well 
defined, permeability is likely focused along high angle structures forming a complex fault contact 
between granodiorite and metasediments. Three main NE-trending structures (Mud Volcano Fault, 
Pleasant Valley Fault, and Steamboat Fault) extend across the length of the field, linked by NW 
and N-S trending secondary structures. Middle Steamboat wells have encountered high-
permeability zones near the intersections of the Pleasant Valley Fault and Mud Volcano Fault with 
NW-trending faults. These intersections are associated with thermal manifestations and zones of 
intense acid sulfate alteration and have been the site of high-volume injection and localized 
cooling. Outflow persists to the northeast towards Lower Steamboat primarily along the same main 
high-angle structures, although elevated background permeability in fractured host rock has also 
been invoked for lateral fluid flow (Johnson and Hulen, 2006). Lower Steamboat is characterized 
by extensive sinter and opaline silica deposits and historical surface discharge along several 
parallel, N-S-trending faults (Lynne et al., 2008). Lower Steamboat wells produce 140-165°C 
fluids at high flow rates from shallow depths (<400 m below ground level) in outflow. Tracer 
returns and strong pressure responses between wells provide further support for fracture linkages 
between Upper, Middle, and Lower Steamboat. 
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The Steamboat geothermal complex is wholly owned and operated by Ormat Technologies, Inc. 
The complex consists of six geothermal power plants with a total generating capacity of 79 MW. 

3. MT Survey Design & Data Acquisition 
Ormat personnel collected a total of 25 broadband MT sites at the Steamboat geothermal field over 
three field campaigns April 26-30, May 24-29, and November 30 – December 7, 2021. Due to 
limitations imposed by topography, land access, and power plant infrastructure the survey was 
designed as a single 3.5 km profile trending N55E, roughly parallel to the axis of the Steamboat 
Hills (Figure 1). Several stations were installed up to 800 m northwest and southeast of the main 
profile (hereafter the Steamboat Hills Profile) to increase resolution for 3D MT inversion. Station 
coverage includes most of Middle Steamboat, Upper Steamboat, and the crest of Steamboat Hills 
southwest of the geothermal lease area.  

Time series data were recorded on Phoenix MTU-5C broadband receivers. Magnetic and electric 
field data were collected using Phoenix MTC-150 induction coils and Borin Ag-AgCl non-
polarizing electrodes on 100-m dipoles, respectively. Electrodes were buried directly in shallow 
holes filled with locally sourced mud. Recording times varied from 18-48 hours, although most 
sites recorded at least 40 hours over two nights. Data were recorded on all channels at a continuous 
sampling rate of 150 Hz. High frequency data were also recorded at a sampling rate of 24 kHz for 
two seconds out of each 30 second recording interval. About one-third of the stations, mostly those 
located off-profile, were recorded as telluric-only sites. Full impedance tensors were determined 
for those sites by migrating magnetic data from nearby stations (Soyer et al., 2018). Vertical 
magnetic field data were collected at 15 out of 25 sites. 

A dedicated remote reference MT station was installed in a rural area 50 km north of the field site 
and 32 km north of downtown Reno. Magnetic field data from this site, which was reoccupied for 
all three MT deployments, allowed for the estimation of magnetotelluric transfer functions using 
the robust remote reference technique of Gamble et al. (1979). Figure 2 shows magnetic field time-
series data recorded simultaneously at the remote site and a site within the study area. The variation 
in the magnetic field observed at the remote site represents natural MT signal, in this case caused 
by a geomagnetic storm. The same signal is observed within the study area, demonstrating that 
natural MT signal can be observed above the noise in raw MT data at Steamboat. 

 
  Figure 2: Raw magnetotelluric time series data recorded simultaneously at the remote reference MT site (top) 

and site SBH215 (bottom) during a geomagnetic storm with Kp value = 4. Plots show 30 minutes of the 
north-south component of the magnetic field (Hx) recorded at each site. The similarity in the two curves 
shows that natural MT signal can be observed above the local noise in the Steamboat MT data. 
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4. MT Data Analysis 
Ormat personnel processed magnetotelluric time-series data to impedance tensors and vertical 
magnetic transfer functions using EMpower Geophysical Software (v1.54.2.5) from Phoenix 
Geophysics. The most effective data processing technique for improving the quality of the MT 
data was time masking. Windows for time masking were chosen from visual inspection of time 
series data (e.g., looking for spikes or offsets) and through careful trial and error to identify time 
windows within each day that were more likely to produce noisy data at multiple sites. These noisy 
time windows were then masked out of the data, leaving relatively clean estimates of MT transfer 
functions. 

 
Figure 3: MT survey map showing potential noise sources in Upper and Middle Steamboat. Noise sources 

include power plants (tan rectangles: G2 – Galena II, SBR – Steamboat Repower), transmission lines 
(yellow lines), substations (yellow squares), pumped production wells (red circles), and Interstate 580 
(grey line on east side of image). Power is supplied to production pumps by 60 Hz AC transmission lines 
draped along pipeline routes (not shown). Idle well 28-32 (grey circle) and injection well 64A-32 (blue 
circle) also shown. Labeled MT stations (orange triangles) correspond to plots of apparent resistivity and 
phase in Figure 4. White dashed line shows approximate boundary between Upper and Middle 
Steamboat. Satellite imagery from Google Earth. 

Figure 3 shows a map of MT sites located within the Upper Steamboat geothermal complex as 
well as potential sources of electromagnetic noise. Other than typical 60 Hz noise, we were unable 
to assign any of the noise patterns we observed in time series data to any individual noise source. 
However, we can gain some insight by examining processed MT transfer functions in the context 
of where each site was recorded and what was occurring at the time of data acquisition. Figure 4 
shows plots of apparent resistivity and phase for four MT sites recorded at Steamboat. For our 
purposes we will consider data that forms smooth curves and shows data points with small error 
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bars as “high quality” MT data. Figure 5 shows a run time schedule and the corresponding 
geomagnetic activity, represented as 3-hour averaged Kp index, for two of the sites, SBH103 and 
SBH215. Additional context for each of these recordings is provided below: 

SBH002R – Located 150 m west of the 83-6 well pad. Production pumps on this pad were not 
running during the MT recording because a rig was on the pad performing a work over on one of 
the wells. 

SBH103 – Located between two active production wells but collected while the associated power 
plant was shut down for maintenance in May 2021. Field crews observed various sounds coming 
from the infrastructure on both nearby well pads during site install, suggesting that maintenance 
and/or equipment testing was being performed during the shutdown. This site was almost fully 
encircled by pipelines. 

SBH107R – Located 400 m southwest of the Steamboat Repower power plant and substation. 
Recorded while the plant was operating. 

SBH215 – Located 250 m east of Steamboat Repower and substation but recorded while the plant 
was shut down for maintenance. Also located 250 m west of Interstate 580. This site may have 
benefited from a strong geomagnetic storm that took place during the first nine hours of data 
acquisition (Figures 2 & 5). 
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Figure 4: Apparent resistivity and phase (ρxy and ρyx) for four MT sites collected at Steamboat (see Figure 3 

for site locations and nearby noise sources). Data are presented in acquisition coordinates with the x-
component parallel to geographic north. All four sites recorded for >40 hours. Electrode contact 
resistances for all sites were <3 kΩ at install. All sites had a 60 Hz filter applied during time-series 
processing. See text for additional discussion. 
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Figure 5: Example of geomagnetic storm conditions (top) and MT survey run time schedule (bottom) for May 

24-29, 2021. Geomagnetic conditions shown as Kp index values averaged over 3-hour time windows (GFZ 
Potsdam, https://kp.gfz-potsdam.de/en/data). Kp values are a proxy for magnetotelluric signal strength 
and values >3 are considered favorable for MT data acquisition. Run time plots labeled by MT site name 
and colored by recording type: blue for five-channel full tensor recordings, orange for two-channel 
telluric-only recordings, and black for remote reference recordings. Note significant variability in 
geomagnetic signal strength over four days of data acquisition. 

From these limited data we can make several observations about the influence of field conditions 
on MT data quality. While a plant shut down may be beneficial for some sites (SBH215 compared 
to SBH107R), it does not render all power plant infrastructure inert. Indeed, a plant shut down can 
be a valuable opportunity for the operations team to test equipment and perform maintenance, 
producing irregular noise sources that may be difficult to characterize or mitigate (e.g., SBH103). 
SBH215 demonstrates that good data can be collected within several hundred meters of a multi-
lane interstate highway. It also shows the potential benefit of recording during elevated 
geomagnetic conditions (3-hr Kp index >3). Results from SBH002R show that decent quality MT 
data may be recorded in close proximity to an operating work over rig. 

In general, we suspect that data quality was improved by longer recording times. It was common 
in the time masking workflow for individual sites or individual frequencies to benefit from 
multiple non-consecutive time masks that totaled more than 50% of the overall recording time. It 
can be assumed that with only 14 to 20-hour recordings available for some of these sites, the data 
would have been significantly degraded by a reduced number of “good” time windows from which 
to average transfer function estimates. 

Of course, any adjustments to the standard practices of MT data acquisition must be balanced with 
logistics and survey productivity. Long recording times can be beneficial but may significantly 
increase the cost of the survey by adding additional field days. Multi-day recordings may also 
reduce the total number of stations that can be recorded if equipment and/or field time are limited. 
Geomagnetic activity can be reliably predicted up to three days in advance, but it can be difficult 
to adjust a field schedule to take advantage of good signal (or avoid days with poor signal).  

1903



Feucht et al. 

5. 3D MT Inversion 
To adequately represent the topography of the field site and honor the dimensionality observed in 
magnetotelluric phase tensor data, we decided to model the MT data using 3D MT inversion. Data 
and mesh preparation were carried out by Ormat personnel using the Geotools software package 
(v3.1.0.12474) by CGG Electromagnetics. Three-dimensional MT inversion was performed on the 
CGG cloud, which provides clients remote access to high performance computing resources and 
CGG’s proprietary 3D MT inversion engine, RLM-3D (Mackie et al. 2001). Figure 6 shows a 
pseudo section plot of apparent resistivity data for sites along the Steamboat Hills profile (see 
Figure 1 for profile location). Areas where data points and contours are missing represent outliers 
and excessively noisy data points that were masked prior to 3D inversion. 

 
Figure 6: Pseudo section plot showing data masking for along profile MT sites used in 3D inversion. Displayed 

data points (black dots) were interpolated to 5 points per decade prior to 3D inversion. Background color 
is contoured apparent resistivity for the XY data mode, rotated to 325 degrees azimuth (E-field 
component oriented perpendicular to trend of the profile). Note that the 3D MT inversion included 
additional data from off-profile MT sites that are not displayed here. 

The preferred 3D MT model was achieved by inversion in two phases. The first phase was an 
inversion of four-component magnetotelluric impedance data starting from a uniform half-space 
with resistivity 40 Ωm. That model was allowed to converge for 60 iterations and achieved a final 
root mean square (RMS) error of 1.63. For the second phase we added tipper data to the inversion 
and used the final model from phase one as the starting model. That model was allowed to converge 
for an additional 45 iterations and achieved a final RMS error of 1.80. Figure 7 shows RMS values 
as a function of frequency for the final preferred model. 
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Figure 7: RMS error for the preferred 3D MT model as a function of data period. Thin gray lines are RMS 

plots for individual sites. Thick black line is average RMS for all sites as a function of period. 

Acquisition of tipper data at select sites provided important constraints on the 3D MT inversion. 
Several sites with lower quality impedance data, including a few sites located within the dense 
infrastructure of Upper Steamboat, exhibited higher quality tipper data, suggesting that noise was 
more prevalent in the electric field compared to the magnetic field. The resistivity models that 
resulted from 3D inversions that incorporated tipper data are considered more robust because they 
are constrained by a higher volume of data, and they include data for sites and frequencies where 
impedance data may be lacking. 

Figure 8 shows a cross section through the preferred 3D MT model. This model was chosen from 
a handful of preferred model candidates based on several criteria. The overall RMS value of the 
model was reasonably low and compared favorably to other models. Individual RMS values were 
relatively uniform for all MT sites and frequencies (Figure 7). Finally, and most importantly, this 
model showed the best agreement with independent data sets, including 1D MT inversions and 
down hole data from multiple deep wells (see next section). 
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Figure 8: 3D MT model cross section for the Steamboat Hills Profile. Background color is resistivity of 

preferred 3D MT model. Location of MT stations along the profile indicated by inverted triangles shaded 
by RMS fit to 3D MT model. Vertical bars below each MT station show 1D MT inversion results 
(minimum structure models) for the transverse-electric mode of each MT site. Thin black and red lines 
are well tracks. Wells discussed in the text are labeled in black and red. Thick blue horizontal lines 
indicate static water levels. Surface features of interest labeled in gray. 

6. Comparison of 3D MT Model to Down Hole Data 
Resistivity anomalies in geothermal settings can be attributed to a variety of geologic features and 
subsurface conditions, including rock type, hydrothermal alteration, temperature, and groundwater 
fluid chemistry (Ussher et al., 2000). Down hole data from existing wells, including mud logs, 
alteration mineralogy, temperature, and drilling data, can provide useful constraints on the 
inherently non-unique interpretation of 3D MT inversion results. Data from multiple wells can 
refine these interpretations further and allow projection of geologic interpretations of the 
geophysical data into undrilled portions of the resource. 

Figure 9 compares the resistivity of the preferred 3D MT model to downhole data from two deep 
wells drilled at Upper Steamboat, 21B-5 (total depth 5,695 ft) and 83C-6ST (TD 3,100 ft). Both 
wells are deviated production wells that target high-angle fault structures within the 230-240°C 
resource of Upper Steamboat. Data in Figure 9 are presented in elevation relative to sea level to 
facilitate comparison to the cross section in Figure 8. 

The left column of Figure 9 shows interpreted natural state temperatures for each well alongside 
the results of methylene blue titration analysis on stored well cuttings. Natural state temperature 
profiles were interpreted by Ormat geologists by compiling and evaluating multiple pressure-
temperature surveys collected under static conditions. Methylene blue (MeB) titration analysis is 
a semi-quantitative method for assessing the abundance of smectite clays in well cuttings 
(Gunderson et al., 2000). Smectite clays are typically only stable in the temperature range 70-
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200°C. At higher temperatures (200-240°C) smectite transitions to mixed-layer smectite/illite and 
eventually pure illite, both of which exhibit less affinity for MeB dye and higher resistivity in MT 
models due to a reduced cation exchange capacity. The MeB titration technique has found use 
within the geothermal community as a rapid, inexpensive downhole geothermometer that can be 
deployed either while drilling or in the laboratory to map mineral alteration within a geothermal 
reservoir and constrain interpretations of MT resistivity models (e.g., Sepulveda et al., 2012). 

The middle column of Figure 9 shows simplified lithology for each well. These geologic profiles 
are compiled from mud logs and geologic interpretations of the resource conceptual model. The 
comb-tooth pattern near the bottom of 83C-6ST (Figure 9b, below 1050 m elevation) represents a 
complicated zone in which multiple thin veins of granodiorite are intermixed with the older 
metamorphic rocks. Multiple zones of total lost circulation were observed while drilling at these 
depths.  

The resistivity profiles shown in the right-hand column of Figure 9 were extracted along each 
three-dimensional well path in measured depth and then transformed into elevation. These 
resistivity profiles may differ slightly from those shown in Figure 8, where 3D well paths have 
been projected onto a 2D cross section.  
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Figure 9: Down hole data for wells (a) 21B-5 and (b) 83C-6ST. Plot on the left shows methylene blue titration 

analysis at 100 ft intervals and interpreted natural state temperatures. Center plot shows interpreted 
lithology from mud logs. Plot on the right shows resistivity from the 3D MT model extracted along the 
well path as both a resistivity profile (black line) and resistivity pixels (background). Blue arrows 
represent indications of permeability encountered while drilling (e.g., no returns). W.L. = static water 
level. G.L. = ground level. See Figure 8 for well paths projected onto a cross section through the 3D MT 
model. 
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7. Discussion 
7.1 Well 21B-5 

Well 21B-5 is useful for interpreting the MT model because it is one of the few wells along the 
Steamboat Hills profile that crosses the high-angle contact between the Cretaceous granodiorite 
that comprises the basement rock in Middle Steamboat and the older metamorphic rocks 
encountered in most wells in Upper Steamboat. We see from comparison to the simplified 
lithology in Figure 9a that there is a clear correlation between the intruded granodiorite and higher 
resistivity values in the MT model. The lower section of granodiorite is exceptionally resistive 
(>50 Ωm), while the upper section is less resistive (>20 Ωm) but still distinct from the sections of 
metamorphic rocks above and below. This could imply that the upper section of the granodiorite 
has been moderately altered by the hydrothermal system, or it could simply be an artifact of model 
regularization that minimizes sharp contrasts in the 3D resistivity structure. We prefer the latter 
interpretation given that there were no indications of permeability encountered while drilling 
through the granodiorite in this section of the well and the MeB analysis suggests there is minimal 
argillic alteration in the cuttings at these depths. 

The shallow low resistivity feature in well 21B-5 is likely related to hydrothermal alteration. The 
cross-section view through the MT model (Figure 8) and the geologic data for this well indicate 
this is a discrete low resistivity zone within the metamorphic rock. A weathered volcanic unit or 
an unaltered sub-unit of the metamorphic section that is naturally low resistivity (e.g., shale) should 
present as a sub-horizontal low resistivity layer in the MT model rather than a discrete anomaly. 
The feature exhibits a resistivity value typical of argillic alteration (<5 Ωm) and has elevated 
smectite content according to the MeB analysis. However, there is no hydrothermal alteration or 
surface manifestations observed in Steamboat Hills above the elevation of the Silica Pit (Figures 
1 and 8). Drilling data suggests there is very little permeability in the shallow subsurface at Upper 
Steamboat and the resistivity anomaly currently resides above the water table. If this feature is a 
result of hydrothermal water-rock interaction, it is unlikely that those processes are occurring in 
the modern system at these depths. An alternate hypothesis is this feature represents relic argillic 
alteration from a time when the water table was higher and/or shallow permeability (since sealed) 
was sufficient to allow hydrothermal alteration of the country rock. 

7.2 Well 83C-6ST 

A key observation of the available down hole data for well 83C-6ST is the strong correlation 
between smectite content from MeB analysis, elevated clay content identified in the mud log, and 
zones of low resistivity observed in the 3D MT model (Figure 9b). There are three distinct peaks 
in the MeB data at 1550, 1450 and 1320 m elevation, which correspond to zones of elevated clay 
content according to the mud log. The shallowest peak correlates with the lowest resistivity 
observed along the well path (~7 Ωm) and the deepest peak corresponds to a broad zone of 
relatively low resistivity in the metamorphics. The middle peak is coincident with a local high in 
the resistivity profile, which could be an indication that this clay zone, the thinnest of the three, is 
below the resolution of the MT method at this depth. The relatively high resistivity may also be 
associated with a tongue of granodiorite that was observed in the well log near this clay zone. 

We interpret the discrete zones of elevated swelling clay in this well as discrete fractures or fault 
damage zones associated with an older iteration of the geothermal system. Hydrothermal water-
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rock interactions within permeable structures would give rise to argillic alteration. That this 
alteration is confined to discrete zones, and the MT model shows only moderately low resistivity 
values, suggests a fracture-dominated permeability regime where the country rock is largely 
isolated from the hydrothermal fluid and left unaltered. Given that the geothermal reservoir 
beneath Upper Steamboat appears to be tight above an elevation of about 950 m, it is reasonable 
to assume these fractures are entirely filled with clay or otherwise sealed and do not provide fluid 
pathways for the modern system. 

Below an elevation of about 1150 m, the natural state temperature profile for this well crosses into 
the smectite-illite transition zone above 200°C. As temperature increases below this elevation there 
is a corresponding decrease in smectite content and an increase in resistivity. Clays that replace 
smectite at higher temperatures, such as illite and chlorite, are not detectable in MeB analyses and 
exhibit higher resistivity values. This suggests resistivity at this elevation is controlled by smectite 
content and temperature. The increase in resistivity may also be attributed to thin zones of 
granodiorite noted in the mud log for 83C-6ST, although we have low confidence in that particular 
interpretation of the lithology. There have been six wells drilled from the 83-6 well pad that all 
target the same structure and only a few of those well logs note granodiorite near the elevation of 
increasing resistivity. 

We note that the “background” smectite content in this well is elevated relative to 21B-5, even if 
the three prominent peaks are ignored. This could be explained by pervasive, clay-filled micro 
fractures that are below the resolution of the well log and the MT modeling, or it may be that 
smectite from the clay-rich fracture zones has been smeared into deeper well cuttings through 
drilling.  

7.3 Synthesis 

Having used the available down hole data to constrain some of the major resistivity anomalies in 
the MT model we can expand our interpretation to some key features of the resistivity cross-section 
in Figure 8. Although there appears to be good correlation between low resistivity features in the 
MT model and argillic alteration observed in well data, it is not straightforward to map the MT 
model to temperature across the entire field. We do not observe a coherent “clay cap” style 
anomaly, i.e., there is no shallow low resistivity layer that can be used to map a particular isotherm 
near the upper end of the smectite stability zone (e.g., 220°C). This could be a consequence of the 
reservoir being comprised of two different rock types that exhibit different permeability regimes. 

In well 83C-6ST, which is drilled primarily in metamorphic rocks, there is good correlation 
between temperature, clay content, resistivity, and permeability. Vertical permeability, especially 
within the smectite stability zone, seems to be low. There are no surface manifestations in Upper 
Steamboat and any fractures above the production zone appear to be well sealed by clay. The 
resistivity signature appears to be controlled by high swelling clay content in discrete fractures 
rather than pervasive alteration of the rock matrix. The good correlation between resistivity, 
temperature, and swelling clay content suggests the resistivity model might be useful in projecting 
temperature contours southwest of well 83C-6ST. 

By contrast, the resistivity within the granodiorite basement rock appears to be controlled by 
permeability and less indicative of temperature. In well 21B-5, the granodiorite at intermediate 
depth appears to be highly resistive and unaltered despite sufficient temperatures to form swelling 
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clays (>70°C). This is presumably a result of exceptionally low permeability within the intrusion 
that prevents hydrothermal fluid from interacting with the rock. This is in contrast with the 
exceptionally low resistivity anomaly (<2 Ωm) observed in the same granodiorite intrusion in 
Middle Steamboat. The shallow subsurface in this portion of the field (2500-3500 m along profile 
in Figure 8) is characterized by an intense low resistivity anomaly that we interpret as acid-sulfate 
and argillic alteration. This interpretation is supported by connection of this feature to the Silica 
Pit, an area of acid-sulfate alteration exposed at the surface (Figure 8). Intense alteration beneath 
Middle Steamboat is likely facilitated by complex fault interactions and a high fracture density 
within the granodiorite that has allowed a high degree of water-rock interaction over geologic time. 
This permeability appears to be intact in the modern system, as evidenced by numerous lost 
circulation zones encountered while drilling in this portion of the field (e.g., well 64A-32, Johnson 
and Hulen, 2006). 

Future work will focus on refining the conceptual model of the Steamboat geothermal field to fully 
incorporate the 3D MT results. We plan to collect additional MeB analysis for other wells in Upper 
and Middle Steamboat and do more work to tie the resistivity model to lithology. We expect that 
the MT results will be critical to understanding permeable fluid pathways and natural state 
temperatures in the transition zone between Upper and Middle Steamboat where there is almost 
no well control and few geologic structures mapped at surface. 

8. Conclusions 
The quality of magnetotelluric data collected near operating geothermal power plants may be 
improved by careful survey planning, select adjustments to standard field practices, and detailed 
data processing. The successful acquisition, modeling, and interpretation of broadband MT data 
collected at the Steamboat Hills geothermal complex provides an example of how this might be 
accomplished in a particularly high-noise environment. Comparison of the MT results to down 
hole data from deep wells is critical for model validation and allows for projecting lithology, 
temperature, and permeability into unexplored portions of the resource. 

We offer the following recommendations for operators looking to collect and interpret high-
resolution broadband magnetotelluric data in the vicinity of existing power plants: 

• Install a dedicated remote reference station in a quiet location several tens of kilometers 
distant from the survey area. Make regular visits to the remote site to ensure it is recording 
for the duration of the MT survey. 

• Record data for two nights (36-48 hours) to maximize the amount of data recorded during 
low noise time windows and/or favorable geomagnetic conditions. This is especially 
helpful for sites located within 1 km of active noise sources. 

• Collect full tensor MT data (at least four channels) to allow for 3D inversion and/or rotation 
of the data into a preferred coordinate frame for 2D inversion. 

• Coordinate with plant operators to schedule data acquisition during plant shutdowns. 
• Methylene blue titration analysis performed on new or stored well cuttings can be 

instrumental in interpreting resistivity models derived from MT. 

We emphasize that new or in-fill MT data may be collected at any stage in the development history 
of a geothermal field. The resistivity signature of a geothermal reservoir is essentially static on the 
multi-decade time scale of project development and operations. Peacock et al. (2022) have been 
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indirectly testing this assumption by collecting time-lapse 3D MT over the vapor-dominated 
Geysers geothermal field in northern California, USA. Although they have observed changes in 
the resistivity structure over time, those changes are only subtle variations in the magnitude of 
anomalies; the geometry of key features is largely unchanged. This implies that the resistivity 
signature of a geothermal reservoir, even when imaged decades into the developmental history of 
a field, is representative of the natural state of the system prior to utilization (or the system at its 
most recent maximum extent in the case of relic alteration). We suspect this is especially true for 
liquid-dominated reservoirs where hydrothermal alteration and stratigraphy provide the dominant 
signals in resistivity imaging (Ussher et al., 2000). While it is always preferrable for noise 
considerations to collect MT data prior to construction and operation of a power plant, there is no 
bad time to collect magnetotelluric data at a geothermal field. 
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ABSTRACT  

Although natural fractures occupy a very small volume of the subsurface formation, they often 
dominate fluid flow and solute transport in a geothermal system. One of the critical factors that 
dictate the ability of fractures to conduct fluid flow is their mechanical properties which are 
dependent on their state of stress. Therefore, a multidomain and integrative geoscience study 
consisting of fracture characterization, fracture modeling, and geomechanics is crucial to 
provide a better understanding of the geothermal reservoir conditions, reduce uncertainty, and 
optimize well targeting in geothermal fields. This study presents a novel workflow that 
integrates a natural fracture permeability model that has been analyzed using critical stress 
prediction with other geological information to improve the delineation of favorable 
geothermal conditions or a “sweet spot” map as reference for well targeting at the Utah Frontier 
Observatory for Research in Geothermal Energy (FORGE) project site, Utah, USA. The 
reference field is classified as hot dry rock or an Enhanced Geothermal System; however, the 
workflow proposed in this study is applicable to other geothermal systems. 

The workflow starts with analyzing the open-source dataset of the Utah FORGE site to generate 
high-resolution 3D geological models, containing information such as lithology, geological 
structures, and temperature models. Subsequently, the model is populated with a discrete 
fracture network using a natural fracture prediction  algorithm, which is a geomechanical 
inversion approach to model fracture networks (type, orientation, and spatial distribution). This 
process was done by calculating the stress distribution and rock failure criteria at the time of 
fracturing using available reservoir structure data, including faults, measured stress conditions, 
and tectonic settings. Once the fracture model is created, a critical stress analysis using a 3D 
mechanical earth model is performed on the fracture model to identify critically stressed/open 
fractures that contribute to fluid flow in the geothermal reservoir. Finally, the identified fracture 
planes that contribute to fluid flow are upscaled into a 3D fracture permeability model using 
the Oda method. 
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The average map of the geomechanically-analyzed fracture permeability model is statistically 
combined with maps of additional geological information, such as lithology, geological 
structures, and temperatures, to obtain the probability distribution or chance maps of favorable 
geothermal conditions. For this study, all parameters are combined with equal weighting, with 
a high probability value indicating it has higher chance to have geothermal area with excellent 
production potential. 

1. Introduction  
The identification, characterization, and modeling of reservoir fracture systems are essential 
for gaining a deeper understanding of thermal-fluid processes in various geothermal reservoir 
settings, particularly in enhanced geothermal systems (EGS). Although fractures exist at 
multiple scales within the Earth's crust, the accurate quantification and modeling of their spatial 
organization, including geometry, abundance, and three-dimensional (3D) distribution in the 
subsurface, remains a persistent challenge (Aulia et al., 2020; Laubach et al., 2019; Mulyani 
and Aulia, 2022).  

The prevailing approach to modeling subsurface fractures commonly relies on geo-statistical 
methods for fracture data analysis, followed by deterministic or stochastic simulations to 
extrapolate the fracture model in 3D (Chabani et al., 2021; Mulyani and Aulia, 2022; Pavicic 
et al., 2017). Alternatively, geomechanical inversion can be deployed in tandem with the 
prevailing approach to generate a fracture model that accounts for the stress distribution and 
rock failure criteria at the time of fracturing (Mulyani and Aulia, 2022). In comparison to the 
purely geostatistical approach, combining geomechanical inversion in the fracture modeling 
workflow creates fracture models that honor the tectonic-related geometrical and spatial 
variabilities within the reservoir of interest.  

Irrespective of the fracture modeling workflows, once a fracture model is created, it is 
imperative to determine fractures that are more likely to conduct fluid in the reservoir in order 
to improve the result of geothermal prospecting, well targeting, and numerical simulations. 
Using the concept of criticality, fractures conceived as the most likely conduits for fluid flow 
in the reservoir can be identified by quantifying the ratio of shear stress to effective normal 
stress that they receive under present reservoir conditions (Morris et al., 1996).  

This paper elaborates on the workflow employed to identify critically stressed fractures in a 
geothermal reservoir, utilizing subsurface data from the Utah Frontier Observatory for 
Research in Geothermal Energy (FORGE) site near Milford, Utah. The fracture model 
analyzed in this research was generated using the geomechanical inversion approach from a 
previous study conducted by Mulyani and Aulia (2022). Once critically stressed fractures are 
identified, their fracture properties, including porosity, permeability, and connectivity, are 
upscaled into the 3D grid model of the Utah FORGE site for analysis and future geothermal 
site development selection. 

2. Reference Field 
All data utilized in this study were sourced from publicly available data obtained from the Utah 
FORGE site, which is a dedicated underground field laboratory sponsored by the US 
Department of Energy's Geothermal Technologies Office. Geographically, the site is situated 
in the Utah Renewable Energy Corridor, around 16 km northeast of Milford and 350 km south 
of Salt Lake City, Utah (Figure 1). Utah FORGE site is an EGS hosted in a granitoid rock unit, 
with temperatures of around 200°C at a depth of 2.5 km. The granitoid rock surface is between 
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0.5 and 1 km in depth, and the minimum temperature threshold of 175°C for the engineered 
reservoir can be found at 2 km in depth (Allis et al., 2016). 

 
Figure 1. The location of the Utah FORGE site overlain on updated geologic map. The cross section 

showcases the location of the potential EGS reservoir within the granitoid unit (green) (Nielson et 
al., 1986; Kirby, 2019; Simmons et al., 2019).  

 

2.1 Structural Geology 

The geological structures in the study area are the product of the Basin and Range extension 
event that occurred in the late Miocene (Coleman et al., 2001; Bartley, 2019; Simmons et al., 
2019). Extensive studies based on field observations, seismic reflection, and the correlation of 
drill logs have identified four faults and fault systems, including the basin-bounding fault 
unconformity, Opal Mound fault, Negro Mag fault, and Mineral Mountain West fault system 
(Bartley, 2019; Kirby, 2019; Knudsen et al., 2019; and Simmons et al., 2019) (Figure 1). 

The basin-bounding fault unconformity marks the contact between the basin fill and the 
basement rocks (Bartley, 2019; Simmons et al., 2019). This fault dips around 30° to the west 
of the study area, and observational evidence indicate that this fault initially formed at a higher 
angle and was tilted eastward to its present orientation and gentler dip (Coleman and Walker, 
1994; Coleman et al., 1997; Bartley, 2019). To the east of the Utah FORGE site is the Opal 
Mound fault, which is a steep east-dipping fault that extends 5 km in the north-northeast 
direction. Magnetotelluric survey indicates that the Opal Mound fault is the hydrological 
barrier that prevents the westward hydrothermal flow of the Roosevelt Hydrothermal System 
(Allis and Larsen, 2012; Allis et al., 2016; Simmons et al., 2019). Towards the northeast tip of 
the Opal mound fault is the Negro Mag fault, which is a steeply dipping fault that strike in the 
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east-west direction. Negro Mag fault offsets old alluvial fan deposits in the Negro Mag wash 
area, and geomorphic evidence shows that most of the Pleistocene rhyolite bodies are located 
south of the fault. Finally, the Mineral Mountains West fault system consists of parallel north-
south trending, normal fault segments with observable offsets exposed at the alluvium deposit's 
surface (Mulyani and Juandi, 2019). The absence of basement offset under the Mineral 
Mountain West fault system indicates that these faults are rooted in the basin-bounding fault 
unconformity, and the surficial deformation at the Mineral Mountain West fault system is 
caused by the down-dip slip of the basin-bounding fault unconformity (Bartley, 2019).  

2.2 Geothermal System 

The Utah FORGE site is located within the Roosevelt Hot Springs geothermal area that has 
been explored since 1970s with more than 100 shallow and deep wells. Near-surface heat flow 
surveys, pressure data, magnetotelluric imaging indicate the geometry of the geothermal 
system to be elongated in the north-south direction along the eastern side of the Opal Mound 
fault (East, 1981; Moore et al., 2020). The reservoir temperature of Roosevelt Geothermal Area 
that exceeds 250°C indicates the presence of shallow cooling magma as the heat source (Moore 
et al., 2020).  

Acord-1 well was the deepest well drilled within the vicinity of the Utah FORGE site at total 
depth of 3,855 m and encountered the granitoid basement rock at 3,100 m (Welsh, 1980; Moore 
et al., 2020). Several deeper wells were drilled as part of the Utah FORGE initiative, including 
well 58-32 in 2017, well 68-32 and well 78-32 in 2019, well 16A(78)-32 in 2020, well 56-32 
and well 78B-32 in 2021, and well 16B(78)-32 that was completed in 2022. Mineralogic 
analysis of the granitoid basement rock that was penetrated by several wells indicates that it 
consists of intergrown plagioclase, K-feldspar, quartz, some accompanying minerals, and a 
minor amount (<5% of the rock) of minerals associated with hydrothermal alteration (Jones et 
al., 2019). Suitable temperature range for EGS in the Utah FORGE site is found in the granitoid 
basement rock at a depth of at least 2,000 m with characteristically low permeability and 
consistent mechanical properties (Moore et al., 2020). 

3. Data and Methodology 
There are two kinds of data used in this study. The first data are existing conceptual model 
(structural, lithology and temperature model) and fracture model coming from previous study. 
The second are well log data from published on the Energy and Geoscience Institute website 
at the University of Utah (Energy and Geoscience Institute, 2021). All data were loaded into 
software and combined with additional information from literature study to create the results.  

3.1 Data and Existing Model 

The main data for geomechanical analysis are well log data such as Gamma Ray, Density, and 
Sonic from four selected wells (58-32, 9-1, 52-21 and 14-2). Some of well log data retrieved 
was in a digital format (.ascii) ready to be used in software, while the other data was in a raster 
format (.tif) requiring digitizing before loaded into processing software.   

The geomechanical analysis in this study required Fracture Models based on geological aspects 
(Lithology and Structural model) in the reference field. This fracture model has been built by 
using a NFP (Natural Fracture Prediction) fracture driver. This fracture driver is a 
geomechanical inversion approach to model fracture networks (type, orientation, and spatial 
distribution) by calculating the stress distribution and rock failure criteria at the time of 
fracturing using available reservoir structure data, including faults, measured stress conditions, 
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and tectonic settings. The existing fracture permeability model and map were extracted from 
that fracture model (Mulyani and Aulia, 2022). The existing discrete fracture and permeability 
model is shown in Figure 2 below. 

   
Figure 2. Discrete fracture model as fracture planes with dip angle value shown by the color scale (left) and 

the existing fracture permeability model (right) (modified from Mulyani & Aulia, 2022) 

For the final probability map, a temperature model was used as one of the key parameters. The 
existing 3D temperature model (Figure 3) at the reference study area was built from 
temperature log & temperature contour points using a kriging algorithm (Mulyani & Juandi, 
2019). 

 
Figure 3. Existing temperature model showing distribution of high temperature region (yellow - red) at 

reference study are (modified from Mulyani & Juandi, 2019) 

3.2 Workflow 

There are four main steps that were done in this study, they are: data preparation, critical stress 
analysis, fracture permeability upscaling and create probability map. In general, the workflow 
starts with analyzing the open-source dataset of the Utah FORGE site such as well logs data 
and existing model including lithology, geological structures, temperature, and fracture 
models. Next, the complete 3D critically stressed fracture analysis was done based on 1D and 
3D mechanical Earth Model (MEM) resulting selected fracture planes from the fracture model 
to be upscaled into a new fracture permeability map. The new fracture permeability information 
was then combined with the temperature model to create probability map indicating sweet spot 
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in the geothermal reference field. Following is the detail explanation of each step in the 
workflow. 

3.2.1 Data Preparation 

The data preparation step consists of loading and quality checking for the position and value 
of data inside the software. All existing models are available in the project of modeling software 
that being used in this study, so the transferring process can be done smoothly to put all models 
at the same working project. Well log data with digital format were imported into that project 
based on the well survey position. Digitation were done for several well logs data with raster 
format (.tif) to be used for further processing. Below is the example of digitation results for 
gamma ray and density log data at well 52-21 (Figure 4). 

 
Figure 4. The gamma ray and density log data at well 52-21 that have been digitized into digital format 

(track 3&4) based on available raster log data (track 2). 

 

3.2.2 Critical Stress Analysis 

To enhance the understanding of 3D critically stressed fracture analysis, a comprehensive 
workflow for geomechanics analysis was implemented (Figure 5). The 3D geomechanics 
analysis is always preceded by constructing the robust 1D Geomechanics or 1D Mechanical 
Earth Model (1D MEM). The 1D analysis was conducted on the available offset wells in the 
Utah FORGE area. For this analysis, four offset wells were used, the 1D geomechanics model 
(1D MEM) was constructed and validated with rock mechanics testing data from another study 
from McLennan (2018). Subsequently, the 1D MEM model is upscaled to a 3D geomechanics 
grid and distributed throughout the 3D model. Finally, the 3D geomechanics model is simulated 
using a geomechanical simulator (finite element) to simulate the stresses in the field. The 
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simulated stresses output was used as one of the inputs for discontinuity stability analysis 
(critically stressed fracture) in the field. 

 
Figure 5. Workflow 3D Geomechanics – Critically Stressed Analysis 

 

1D MEM (mechanical earth model) were constructed to model the pore pressure, rock 
mechanics properties, and in-situ stresses along well trajectory. In this study, 4 wells were 
selected as offset wells for constructing the 1D MEM in Utah FORGE field. Those 4 wells are 
NU-ESW1 (58-32), 9-1, 52-21 and 14-2 and from these 4 offset wells, the well 14-2 was 
selected as a well for blind testing during the 3D modeling process. The rock mechanics 
properties were derived from density, compressional sonic and shear sonic log. However, the 
1D rock mechanics properties such as Young's Modulus, Poisson ratio, UCS (unconfined 
compressive strength) and FANG (friction angle) were calibrated with rock mechanics test 
results by McLennan (2018) shown in Figure 7. The temperature effect on mechanical 
properties must be considered as well (Blanton and Olson, 1999). However, based on the 
temperature measurement in well MU-ESW1 (58-32) it has a maximum value of 266°F or 
130°C. Li et al (2021) conducted the experimental test on the thermal effects on  mechanical 
properties of Granite rock, based on this experiment it shows that the mechanical properties 
(Young’s Modulus, UCS, Tensile) do not change significantly until the temperature reaches 
300°C (Figure 6). Since the maximum temperature in well MU-ESW1 (58-32) is 266°F or 
130°C, the temperature effects on mechanical properties calculation in this study are negligible. 

 

Figure 6. Temperature-dependency of granite under thermal treatment 
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In-situ stresses were modeled based on poroelastic method, honoring the overburden (vertical 
aspect) and tectonic process (horizontal). The minimum horizontal stress was calibrated with 
DFIT interpretation report data from the field by Xing, Mclennan and Moore (2020) with the 
average value of 0.76 psi/ft. Stress azimuth was taken from drilling induced failure data from 
FMI (image log) in well MU-ESW1 (58-32). Overall, the stress regime in this area is a normal 
stress regime with the maximum horizontal stress direction of N 30° E. The complete 1D MEM 
results are shown in Figure 7. 

 
Figure 7. 1D MEM from Well MU-ESW1 (58-32). Red points in track 4-7 are rock mechanics test results 

from McLennan (2018). Dark brown line in in track 8 is average minimum horizontal stress value 
(0.76 psi/ft) from McLennan and Moore (2020) 

 

The 3D static model was used as a base for the 3D Geomechanics model construction. 
However, this 3D static grid already covers the overburden area (approximately 2000 m above 
MSL). Hence, an embedment process was conducted to add the side burden and under burden 
area from the original 3D Grid, this process was needed for finite element process 
(geomechanical simulator) requirements by using boundary stress conditions. The objective 
for this embedment is to construct the 3D Geomechanics model with the ratio maximum 1:3, 
so it will properly transfer the constant stress/strain boundary load applied at the face into a 
material dependent stress/strain. The original static grid is ±2.9 million cells and the total 
number of cells after embedment is ±4.3 million (Figure 8). 
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Figure 8. Grid Embedment result 

 

3D mechanical properties were distributed by using the machine learning algorithm EMBER 
(Embedded Model Estimator). This algorithm for property modeling works by embedding 
geostatistical prior models of spatial continuity and correlation into a decision forest-based 
model. In contract to conventional property modeling algorithm which mostly using 
geostatistics, the EMBER algorithm does not explicitly depend on it. EMBER embeds the 
property model into something (the Machine Learning) between the geostatistics compared to 
the seismic data or any other variables. For this study, the resistivity value from 3D 
magnetotelluric data has been used as secondary variable to distribute mechanical properties 
with co-kriging algorithm. The resistivity parameter will act as guide for lateral distribution of 
those properties. The 3D mechanical properties result is shown in Figure 9 

Figure 9. 3D Mechanical Properties 

 

The stress simulation in 3D was performed based on strain parameters from previous 1D MEM 
analysis. Then, the calculated 3D stress distribution is obtained and validated against 1D MEM 
stress profiles from offset wells. The 3D geomechanical model was subjected to external far-
field stresses together with internal vertical gravitational and pore pressure loads, including a 
sea-weight surcharge load acting on the top boundary of the model. An equilibrium stress 
condition was calculated by the geomechanical simulator finite element geomechanical 
simulator incorporating plasticity. The variation of minimum horizontal stress (Shmin) and 
maximum horizontal stress (SHMax) in the Granitoid interval is shown in Figure 10. 
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Figure 10. Variation of 3D horizontal stresses in Granitoid interval 

 

In this study, the Discontinuity Stability Analysis analyzed the stability of fractures (critically 
stressed fractures) based on a geomechanical simulation performed by the geomechanical 
simulator on the previous step. Fracture stability is calculated based on the Mohr-Coulomb 
criterion considering the friction angle and cohesion of the discontinuity, its dip angle and dip 
azimuth, and the 3D stress field provided by geomechanical simulator. The friction angle for 
the fractures was assumed to be 30° or has coefficient friction of 0.6. 

3.2.3 Fracture Permeability Upscaling 

The selected fracture network can then be converted to a set of effective grid properties, which 
can be used for reserve estimation, flow simulation, or for finding the best potential drilling 
locations and orientations. Effective properties produced by the fracture modeling process 
include Fracture porosity, Fracture permeability and Shape factor (matrix-fracture connection 
coefficient). 

The fracture porosity is simply obtained by geometrical calculation (sum of the product of 
fracture area and aperture within each cell), and the fracture permeability is derived from the 
Oda formula. The effective (upscaled) permeability is typically anisotropic due to the variations 
of orientations of the fractures. 
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3.2.4 Create Probability Map 

Sweet spots mapping involves identifying zones in which predicted permeability is high 
independently from the considered geological scenario. The obtained map yields the likelihood 
that each point belongs to a sweet spot. The combined sweet-spot map is obtained through 
harmonic averaging of the sweet-spot maps obtained for each scenario, this way areas which 
feature poorly on at least one of the maps penalize the combined map (Figure 11). In this study, 
fracture permeabilities in three directions (Ki, Kj, Kk) were combined with the harmonic 
average, while the temperature model was combined later with the arithmetic average. This 
methodology for sweet-spot identification minimizes the risks of linking with uncertain data 
and geological interpretation. The sweet spot maps combine high potential zones identified 
map and yields a synthetic view of the most favorable drilling locations.  

. 

Figure 11. Harmonic averaging method to combine parameter for sweet spot map. 

 

4. Results 
The results from this study can be classified into 3 main parts: Selected fractures based on 
critical stress analysis, new fracture permeability and the probability map to delineate the sweet 
spot. 

4.1 Selected Fractures 

Based on the discontinuity stability analysis for fractures in this field, it shows that the fracture 
set 3 is contributed more to the critically stressed fractures compared to the other fracture sets. 
The critically stressed fracture orientation is predominantly between 045o or 225° to 135° or 
315° azimuth and 35° to 70° dip as shown in Figure 12. The 3D critically stress distribution in 
the field is shown in Figure 13. 
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Figure 12. The critical stressed fractures orientation 

 

 
Figure 13. The location of critically stressed fractures in the study area 

  

4.2 New Fracture Permeability Model 

A new fracture permeability model was obtained based on the critically stressed fracture set 
for all of the zones. This critically stressed fracture set was selected to accommodate the most 
contributing flow of fractures. Fracture permeability was distributed intensively on the area of 
the faulted area. There are three sets of fracture permeability in each direction (Ki, Kj, and Kk). 
The anisotropic on the fault permeability was affected by difference in the fracture orientation. 
As per shown on figure 14, the fracture permeability was distributed intensively around the 
Opal Mountain Fault Complex. The average value for permeability of Kj and Kk was higher 
than fracture permeability on i direction. The average value of each fracture permeability 
direction are Ki = mD, Kj = mD, and Kk = mD. 
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Figure 14. Fracture permeability distribution map and fracture permeability model on each direction (Ki, 

Kj, Kk) 

 

4.3 Probability Map 

The integration of each property from the model such as permeabilities (Ki, Kj, and Kk), and 
temperature was done to generate geothermal sweet spot probability map. The threshold for 
the good permeability (probability=1) is 0.95 mD. The normalized permeability map showing 
the probability of higher permeability are distributed on the area of Opal Mountain Faults. 
While normalized temperature maps could show the probability of having high temperature on 
the area close to well 9-1 and still on the area of Opal Mountain Faults as per shown on Figure 
15. The threshold for the high temperature (probability=1) is 250oC. 
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Figure 15. Probability maps from normalized permeabilities and temperature 

 

From the three probability maps for each permeability direction, harmonic averaging was 
performed to generate the probability of effective permeability. This map (figure 16) shows 
that the probability of having effective permeability above 0.95 mD is clustered on the area of 
Opal Mountain Faults. The integration between harmonic average maps which represents the 
probability of effective permeability with the probability of temperature could represent the 
probability of the geothermal area sweet spot. As shown in Figure 17, the arithmetic average 
of permeability and temperature probability map shows that the geothermal sweet spot area 
probability is higher in the center of the AoI (close to well 9-1). 
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Figure 16. Harmonic average of permeability probability maps (Ki, Kj, and Kk) 

 

 

Figure 17. Arithmetic average of permeability probability map and temperature probability map. 
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5. Discussion 
This study was aimed at integration between geology and the geomechanic domain to get better 
accuracy reservoir characterization for the geothermal field. In this case, parameters of 
lithology and structural geology have been combined to create a discrete fracture network with 
the distribution of predicted fractures in the geothermal field. During the process of fracture 
modeling, granitoid was selected as the only lithology that impacts the geothermal system. 
Moreover, four faults systems have been used as a tectonic reference to distribute the fracture 
model.   

By having this new study, the existing fracture model can be analyzed further by identifying 
which fractures are critically stressed based on their geomechanic condition, to select which 
fractures really contribute to the permeability. The new fracture permeability model was 
combined with temperature information to create a probability map of the most interesting 
areas. 

The distribution of probability values in three dimensions is shown by Figure 18. The area with 
red color shows the location where the possibility of a well  drilled will get good temperature 
(>250oC) and good fracture permeability (>0.95mD) is very high.  Based on the results, good 
reservoir was identified in the center and western part of the study area. In general,  higher 
probability of having both good permeability and temperature is  clustered on the area of the 
Opal Mountain Faults. 

 
Figure 18. The 3D model with distribution of probability value for the sweet spot area in the reference 

study. 

By filtering the value of probability into one (Figure 19), we can see the region with the best 
temperature and permeability is concentrated in the shallow part of the granitoid facies. Based 
on Figure 19, the western part of study area showing good temperature and permeability. 
However, this area is less interesting for well targeting due to deeper location, thin and 
unconnected region of interest. While in the central part of study area, the regions seem large, 
connected and relatively shallow for the granitoid facies which leads to less drilling risk and 
challenges.  
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Figure 19. The 3D model with distribution of probability for the sweet spot area in the reference study that 

has been filtered for the highest value (one). 

During the study, several parameters for the process were set based on literature information, 
while the others are using standard value of general field. In this case, using parameter which 
obtained and calculated specifically from reference field will increase the accuracy of the 
results. An example of parameters that significantly effect fracture permeability is fracture 
aperture. In this study,  we used common values for geothermal fields, using values from the 
actual field is however preferable. The geomechanical properties of faults such as stiffness and 
cohesion value that are being used for the critical stress analysis would also best be derived 
from actual measurements in the field. However, these limitations can be addressed by several 
methods including uncertainty analysis, which has not been done in this study due to time and 
effort constraints. For future studies, additional important parameters should be combined to 
obtain a more comprehensive probability map in the geothermal field area. 

6. Conclusion and Recommendations 
A workflow which integrates a fracture permeability model that has been analyzed 
geomechanically using critical stress prediction with a temperature model was completed. 
Quality control on the geomechanical step was done by using well 14-2 as a blind well test to 
ensure the accuracy of the results. Based on the final probability map, the highest probability 
of sweet stop was located in the center of study area near well 9-1 and 14-2. This information 
can be used as one of the references for well targeting at the Utah Frontier Observatory for 
Research in Geothermal Energy (FORGE) project site, Utah, USA. 

In general, better understanding of the reservoir condition in the geothermal field can help to 
increase the production and reduce the resource risk. In this study, the results can be optimized 
further by using accurate parameter values such as fracture apertures and geomechanic 
properties of the faults  stiffness and cohesion) from the reference study area.  
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ABSTRACT  

As part of the Basin & Range Investigations for Developing Geothermal Energy (BRIDGE) 
research project to explore hidden geothermal systems, a helicopter time-domain electromagnetic 
(HELITEM) resistivity survey was flown over an area of ~3,000 km2 in western Nevada. The 
exploration strategy for using HELITEM was based on imaging the low resistivity smectite clay 
that caps the buoyant hot fluid flow of geothermal reservoirs. In the Basin and Range (B&R), 
smectite clay is found in low permeability sedimentary rocks and alteration zones overlying and 
adjacent to geothermal systems. The depth to the top of the low resistivity clay (ToC – Top of 
Conductor) is the minimum required for a well to penetrate surface aquifers cooled by meteoric 
water. The depth to the base of the low resistivity clay (BoC – Base of Conductor) is the shallowest 
at which a geothermal upflow or its outflow might be discovered. The HELITEM system used by 
BRIDGE has resolved resistivity to ~300 m depth on average in the Basin & Range environment, 
detecting the ToC and sometimes the BoC where shallow. Estimates of the depth to which the 
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HELITEM reliably imaged resistivity, the depth of investigation (DOI), is important for judging 
whether BoC has been resolved and if MT is needed for deeper imaging. Comparison of MT 
resistivity to three DOI estimates shows that two provide good guides on what is resolved by the 
HELITEM.  
A case study at the hidden East Hawthorne prospect illustrates the BRIDGE strategy for use of 
HELITEM surveying in B&R geothermal exploration by comparison to MT resistivity cross-
sections, surface and borehole geology and alteration, geologic structure and borehole temperature 
and pressure. The HELITEM images a high resistivity (30-100 ohm.m) zone from surface to 
approximately 50-100 m depth and shallow TG wells show this is a cool meteoric aquifer. This 
overlies a low resistivity (<15 ohm.m) smectite clay zone in which shallow TG wells measured 
linearly increasing temperature, demonstrating low permeability. The temperature gradient was 
extrapolated to the base of the low resistivity zone from deeper resolution MT measurements, 
providing an estimate of the sub-surface resource temperature beneath the TG well. This indicates 
that temperatures of >120 °C may be encountered to the west of the current wells where a 
maximum of only 100 °C has been measured. The low resistivity zone thins towards outcropping 
basement rocks and terminates where a slim hole well encountered 100 °C at 150 m depth with a 
temperature reversal to 80 °C at 1 km depth. This indicates that the current wells may have only 
encountered the outflow of the system and that a higher temperature upflow may exist elsewhere. 
The HELITEM, MT and other geoscience data at East Hawthorne were integrated to develop a 
range of conceptual models for this upflow and to site new TG wells to test these. The East 
Hawthorne case study demonstrates how HELITEM resistivity surveying can identify potential 
hidden systems and guide data collection during the early stages of exploring B&R geothermal 
systems. 

1. Introduction  
The Basin and Range Investigations for Developing Geothermal Energy (BRIDGE) project was 
initiated with the main goal of developing techniques and workflows of identifying and exploring 
hidden geothermal systems in the Basin & Range (B&R) province in the western US (Schwering 
et al., 2022). Hidden geothermal systems, those that do not have surface thermal expressions (i.e. 
warm-hot springs, fumaroles, steaming ground, etc), have historically mostly been identified 
serendipitously from shallow wells drilled for other purposes such as groundwater or mineral 
exploration (Dobson, 2016). With most non-hidden geothermal systems in the B&R having been 
explored and/or developed, DOE-supported projects like BRIDGE and INGENIOUS have been 
directed at developing and demonstrating technology and work flows to systematically identify 
and explore hidden geothermal reservoirs.  

There are a number of potential reasons why geothermal systems may be hidden including being 
well sealed at the surface, having large outflows beneath caps such that heat is dissipated 
conductively and cold flows of meteoric fluid that quench thermal fluids in the upper few hundred 
meters (Dobson, 2016). Figure 1 illustrates a possible conceptual model for a hidden geothermal 
system. In this model, a low vertical permeability cap, typically consisting of smectite clay-bearing 
sediments and/or smectite-clay alteration, seals the buoyant hot upflow hosted in fractures and 
prevents hot water from reaching the surface and forming hot springs or from reaching the water 
table at a temperature near the boiling point and forming fumaroles. The upflow is diverted updip 
below the cap to an outflow which dissipates heat conductively to cool the outflow to <100 °C. 
The water table is usually below the surface for a large area around the geothermal system, so that 
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minor leaks through the cap do not reach the surface. Cold flows of meteoric water in the upper 
few hundred meters cool the top of the conductively heated geothermal reservoir cap and directly 
mixes with the geothermal outflow fluid, diluting its chemistry and reducing its temperature 
(Dobson, 2016). This is one example of a possible hidden system conceptual model that 
demonstrates the key conceptual model elements, namely its hot upflow, cooler outflow, an a low 
vertical permeability cap and a mechanism for why the system would be hidden (in this case via 
conductive heat loss and mixing with cool meteoric water).  

 
Figure 1. Example conceptual model of a hidden geothermal system and its expected resistivity structure. 

Resistivity surveying has become the main geophysical method used to characterize both hidden 
and non-hidden geothermal systems in the B&R (e.g. Folsom et al., 2018). Shallow (upper 2-3 
km) low resistivity zones imaged by magnetotelluric (MT) surveys in the area of geothermal 
systems in the western US B&R province have been shown to be mostly related to smectite clays, 
either sedimentary clay, hydrothermal alteration clay or both (e.g. Cumming 2009, Folsom 2018, 
Siler et al., 2016). Smectite clay has low electrical resistivity (Ussher, 2000) and forms layers with 
low vertical permeability that cap the flow path of the higher temperature upflow of the geothermal 
system and diverts it to a similarly capped outflow aquifer, eventually emerging at the surface or 
mixing with meteoric water. The low vertical permeability clay layers also prevent the downflow 
of cooler and, depending on salinity, often denser meteoric water. This promotes the shallow 
accumulation of hot water at relatively shallow depth above upflows in permeability associated 
with deeply penetrating fault zones. The smectite rich zones in B&R systems are most commonly 
within Quaternary sedimentary layers but can also form through hydrothermal alteration in non-
sedimentary layers and in older rocks. Clays mixed with saline water associated with evaporites 
form particularly low resistivity zones. Basement rocks on the range side of basin-bounding faults 
are commonly high resistivity. Resistivity imaging can therefore be used to identify areas where 
low resistivity clay would provide a cap over underlying permeable fractured rock. In addition, 
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resistivity surveying may image smectite zones that cap shallower outflows that are commonly 
associated with very shallow thermal anomalies (Folsom et al., 2018). 

As part of the BRIDGE project, an airborne electromagnetic survey was flown over more than a 
dozen prospective basins in western Nevada by Xcalibur using their HELITEM system (Figure 2). 
The HELITEM system is the most powerful airborne electromagnetic surveying system available 
and has been shown to be capable of detecting conductive targets within moderately resistive rocks 
at depths of over 500 m (Hodges et al., 2016). HELITEM surveys have been conducted at several 
geothermal fields in Japan and these surveys effectively imaged smectite clay alteration in the 
near-surface with good matches between low resistivity areas and mapped occurrences of surface 
hydrothermal alteration (Hope et al., 2015). The main aims of the HELITEM survey were to test 
the efficacy of the method for imaging shallow resistivity in typical Basin & Range settings 
through comparison to MT and existing wells in known systems and to identify potential new 
hidden systems within the area. This paper presents the validation of the HELITEM method for 
assisting in locating potential hidden systems and presents a case study of the utility of HELITEM 
for the East Hawthorne hidden geothermal system. 

 
Figure 2. HELITEM flight lines and BRIDGE prospects. 
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2. HELITEM survey  
2.1 Objectives and survey design 

The survey was designed to both test the HELITEM method at known geothermal operating sites 
(the hidden Don Campbell system and the Salt Wells system), known non-hidden and hidden 
systems (e.g. East Hawthorne) as well as to identify potential new hidden systems in the area. The 
areas included highly prospective areas identified in previous Play Fairway analysis of the area 
(e.g. Faulds et al., 2018). Lines were flown over known wells and MT surveys such that direct 
comparisons between the HELITEM resistivity, MT resistivity and well temperature, geologic and 
alteration data could be made. Lines were spaced approximately two kilometers apart for lines 
perpendicular to basin boundaries with larger spacing for lines or single tying lines parallel to the 
basin boundaries for most of the areas. The two kilometers spacing was considered to be adequate 
for the purpose of identifying new potential hidden systems based on typical B&R systems having 
geophysical and thermal expressions of several km2. Closer line spacing of 1 km was flown over 
the East Hawthorne area where there is abundant well data and a known hidden geothermal system 
exists. Areas of high and rugged topography were avoided as these are difficult to fly when 
acquiring data. The survey plan also considered future accessibility of sites for TG and slim well 
drilling and potential electromagnetic noise sources (e.g. standoff of several hundred meters from 
high voltage powerlines, townships and power plants). Due to this planning, electromagnetic noise 
was not a major issue for the data acquired. 

2.2 Survey Acquisition 

The technical specifications of the HELITEM system are listed in Table 1 and a schematic of the 
hardware setup is shown in Figure 3. In total of 1,877 line-km of HELITEM was flown over 12 
days of acquisition in March-April of 2022. Soundings were made approximately every 3m along 
flight paths thus providing high horizontal resolution imaging along profiles.   

Table 1. Technical specifications of the HELITEM system 

Surveying speed 110 km/h 
EM system HELITEM 25 channel multicoil 

Transmitter loop area 962 m2 
Number of transmitter loops 4 

Transmitter current 146 A 
Dipole moment 5.6 x 105 A m2 

Receiver Multicoil X, Y, Z. Recording rate of 10 samples / sec 
Base frequency 7.5 Hz 

Pulse width 33.3 ms 
Pulse off-time 33.3 ms 

 

The contractor (Xcalibur) delivered preliminary processing of the data within a day of the data 
being acquired in a number of forms, the most used being differential resistivity cross-sections and 
maps. The differential resistivity transform is described in Huang & Fraser (1996). Comparison of 
the differential resistivity to the final inversion products and MT soundings indicated it provides a 
robust initial subsurface resistivity image. Hence the differential resistivity cross-sections and 
maps were used to monitor data quality and depth of penetration and to adjust survey flight lines 
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during the survey. For example, differential resistivity from several initial flight lines over the 
Fallon area indicated very low near-surface resistivity related to high salt content playas and based 
on this result, further planned lines in the area were cancelled. In addition to resistivity, the 
HELITEM system also acquires high-resolution aeromagnetic data which can be used in the 
identification of potential hidden systems. 

 
Figure 3. (a) Schematic of Xcalibur’s HELITEM system (b) photo of the system with circular transmitter loop 

and receiver in the middle of the loop. 

  

2.3. Inversion, depth of investigation and comparison to MT 

Two inversions of the HELITEM data were carried out one by Xcalibur using Geoscience 
Australia’s GAAEM code and an inversion carried out by USGS using Seequent’s Workbench 
Airborne TEM module. The depth of investigation (DOI), an estimate of the depth to which 
resistivity is resolved, was computed by both Xcalibur and the USGS. The USGS provided both a 
‘standard’ and ‘conservative’ DOI estimate. A comparison of the different inversions and DOI’s 
and how these compared to MT is shown in Figure 4. All inversions produced similar resistivity 
images above about 200m depth but varied below this. The differential resistivity and the USGS 
inversion produced the best results below 200m when compared to the MT, confirming that the 
differential resistivity transform provides a robust initial resistivity image. The GAAEM inversion 
produced a consistent base to the low resistivity layer, which was not observed in the USGS 
inversion nor in the MT. This general result held true for most of the areas surveyed and hence the 
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USGS inversion was mostly used for interpretation purposes. Both the USGS DOI estimates 
provided good estimates of the depth resolution based on comparison to MT data at several 
locations and where the deep resistivity became more variable laterally along cross-sections. 

 
Figure 4. Comparison of the different inversions carried out on the data (a-d) and comparison to 1D (TE mode) 

MT inversion (e) for a cross-section through the Dixie Valley area. Depths below the DOI have been 
made opaque. 
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3. Results 
3.1. Effectiveness of HELITEM for identifying potential hidden geothermal systems 

The data acquired in most of the areas surveyed demonstrate that the HELITEM method can be a 
very effective tool for identifying potential hidden geothermal systems. However, as expected 
prior to conducting the survey, low resistivity features are not necessarily indicative of a hidden 
geothermal systems. By considering geologic context, hydrology and thermodynamics some low 
resistivity features could be determined to be less likely due to active geothermal systems (e.g. 
dipping lake sediments, relict argillic alteration). Extensive playas occur throughout the B&R 
which cause very low resistivity in the near-surface and where these occurred the HELITEM DOI 
was less than 100 m (Figure 5). Although the near-surface very low resistivity in these areas is 
likely related to the high salinity playas, it is still possible that geothermal systems exist beneath 
these areas. 

Good correlation between near-surface, low resistivity (upper 100m, <20 ohm.m) and previously 
identified near-surface thermal anomalies was observed in the areas surveyed. Contouring the 
depth to the top of the low resistivity layer (e.g. <10 ohm.m) is one way to identify near-surface 
low resistivity that may be associated with hidden geothermal systems, and an example of that 
from Gabbs Valley is shown in Figure 5. In the Gabbs Valley example, most of the identified 
shallow thermal anomalies in the area, as defined by 2m temperature surveys and drilling (e.g. 
thermal gradient wells), are associated with low resistivity (<10 ohm.m) in the upper 100m. The 
North Gabbs thermal anomaly, which is based on 2m temperature surveying does not have a large 
<10 ohm.m near-surface resistivity feature, however it does have a deeper, <15 ohm.m layer 
associated with it. This demonstrates the need to utilize other maps and cross-sections when 
examining the HELITEM resistivity for possible hidden system resistivity signatures. Extensive 
near surface <10 ohm.m resistivity in the Don Campbell and Cobble Questa areas is likely 
influenced to some extent by near-surface playas. At Cobble Questa a warm spring and 2-m 
temperature anomaly exists that indicate a geothermal system is present, but it is unclear whether 
there is an extensive outflow system beneath the shallow low resistivity layer similar to that 
observed at Don Campbell as TG wells in this area have been both hot and cold.  

However, it was clear that not all shallow low resistivity features are associated with geothermal 
systems in the areas surveyed. An example of this from Fairview Valley is shown in Figure 6. In 
this example, the basin bounding fault is clearly visible in both the topography and the HELITEM 
resistivity. However, the basement rock in the range has low resistivity likely due to relict 
alteration and the basin has higher resistivity, particularly in the upper 200m that is likely due to 
fan deposits with low clay content, probably saturated with cold meteoric water. Although this 
resistivity structure was not commonly observed in the surveyed areas, it demonstrates that there 
are other causes of near-surface low resistivity in the B&R and resistivity geometries that are not 
consistent with the more typical model shown in Figure 1.  
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Figure 5. Depth to the Top of <10 ohm.m Conductor (ToC) in the Gabbs Valley area and known shallow 

thermal anomalies identified by 2m temperature and/or thermal gradient wells. Where the HELITEM 
profiles are black, there is a <10 ohm.m conductor that is greater than 150m depth, where green there is 
no <10 ohm.m conductor. Pink dashed outlines indicate where there are likely near-surface playa 
deposits that are visible in satellite imagery. 

 
Figure 6. Resistivity cross-section from Fairview Valley. The basin bounding fault is clearly seen in the 

topography and in the resistivity. A package of resistive rock can be seen thickening towards the basin 
bounding fault. Below the standard DOI is opaque. Vertical exaggeration = 3x. 
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3.2. East Hawthorne Case Study 

A case study of the East Hawthorne area is presented that demonstrates the efficacy of the 
HELITEM approach for identifying potential hidden geothermal systems and characterizing them. 
Previous 2-m temperature surveying and TG and slim well drilling in the area had identified a 
shallow thermal anomaly on the eastern side of the basin. Deep slim well drilling to ~1 km 
encountered a temperature high of 100 °C at approximately 500 ft, below which temperature 
decreased. Based on the known prospective system in this area and abundance of data to compare 
the HELITEM too, HELITEM lines were flown on a 1 x 1 km grid providing more detailed 
resistivity imaging than in the other survey areas. 

The HELITEM surveying imaged a <10 ohm.m conductor that shallowed towards the known 
shallow thermal anomaly but that also extended to the south of the temperature anomaly, wrapping 
around outcropping basement in the east (Figure 7). The HELITEM in this area effectively imaged 
both the top and bottom of the <10 ohm.m layer where the bottom was within ~250m from the 
surface. There is good correlation between this low resistivity layer and elevated smectite content 
based on quantitative XRD clay analyses on drill cuttings from the HAD-1 well (Figure 8). The 
smectite clay is within Quaternary alluvial deposits and could be related to both depositional clay 
and hydrothermal alteration. An illite and chlorite altered quartz diorite was drilled below the 
Quaternary sediments, which is observed as high resistivity in the HELITEM. Temperature in 
HAD-1 increases linearly within the low resistivity smectite zone and reaches a peak of ~100 °C 
at its base, providing evidence that the smectite zone acts as a low permeability cap over the 
system. Below this, the temperature decreases, indicating that the well has penetrated through an 
outflow of the system, not its upflow. Based on conceptual interpretation of the HELITEM, well 
temperatures and geology, the most likely locations for the upflow are basinwards from the shallow 
thermal anomaly or to the south. 

Comparison of the HELITEM results to temperature data from another TG well (TG13) 
demonstrate how the HELITEM can be used to determine how deep thermal gradient wells need 
to be drilled and how the combination of HELITEM and MT resistivity imaging can be used with 
thermal gradient data to project temperature to depth (Figure 8). An isothermal zone is observed 
in the upper 50m of TG13 at ~40 °C, indicating there is vertical permeability and heat transfer is 
via convection not conduction in this zone. Below this, temperature increases linearly with depth, 
indicating conductive heat transfer and low vertical permeability. The transition between the 
isothermal, convective zone and linear thermal gradient, conductive zone correlates well with the 
transition between higher resistivity (>10 ohm.m) to lower resistivity (<10 ohm.m) in the 
HELITEM. This is consistent with the clay cap model of interpreting resistivity i.e. low resistivity 
being due to elevated smectite clay and low vertical permeability. As the low resistivity has low 
vertical permeability, the linear thermal gradient measured at the top of the low resistivity layer 
can be extrapolated to depth within it. It follows as well that to be able to project temperatures 
from thermal gradient wells to depth they should be drilled several 10s of meters into the low 
resistivity layer. TGs that do not penetrate the resistive surface layer above the low resistivity layer 
are very likely to encounter temperature gradients that are perturbed by cold meteoric flows that 
will likely mask the deeper temperature gradients. 

Based on the HELITEM results, a 25 station MT survey was conducted to provide deeper imaging 
of the low resistivity layer. 1D inversion of the MT data compared well with the HELITEM 
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resistivity and confirmed that the standard and conservative DOI estimates provide a good guide 
to what is resolved in the HELITEM (Figure 8). The MT imaged the low resistivity layer deepening 
from ~100m depth near the centre of the shallow thermal anomaly around HAD-1 to ~500m depth 
beneath TG13 to a maximum of ~1 km depth further to the east (Figure 8). The 500m depth low 
resistivity zone imaged by the MT beneath TG13 was consistent with the HELITEM even though 
this was below the conservative and standard DOIs. With the base of the low resistivity constrained 
by the MT measurements, the thermal gradient from TG13 could be extrapolated to its base which 
suggests that temperatures there are >120 °C (Figure 8). Based on this projection, a 500m deep TG 
well is planned to be drilled near the TG13 location. Another 500m deep TG well is planned to the 
south of the shallow thermal anomaly and together the two wells should allow assessment of the 
location of the highest temperature upflow to the system. 

 
Figure 7. Depth to the top of the <10 ohm.m conductor (ToC) for the East Hawthorne hidden system overlain 

on SRTM topography hillshade. The dashed pink polygon is the area of anomalous 2m survey 
temperature and the dashed purple line indicates the potentially prospective area identified from the 
HELITEM and other datasets. Purple lines show the full extent of HELITEM data points used in the 
inversion (small gaps in lines are noisy data omitted in the inversion) that did not image a <10 ohm.m 
conductor. The blue dashed line marks the boundary of outcropping Mesozoic basement in the southeast. 
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Figure 8. Comparison of well temperature, geology and alteration on a HELITEM + MT X-section along profile A-A’ (see Figure 7 for location). (a) 

HELITEM and MT resistivity on the left and measured (green) and projected (red) temperature with depth for TGH-13 on the right. The dashed 
pink and brown lines correspond to the top of conductor and bottom of conductor respectively. (b) HELITEM and MT resistivity on the left and 
measured temperature, geology and clay type and clay weight percent from deep slim well HAD-1. N.b. HAD-1 is ~750 m north of this profile. Pink 
triangles are MT station and colored bars beneath these are from 1D layered inversion of the MT data. Vertical exaggeration = 3x. 
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Figure 9. NE-SW HELITEM resistivity cross-section through the East Hawthorne area (see Figure 7 for 

location). Pink triangles are MT station and colored bars beneath these are from 1D layered inversion of 
the MT data. Vertical exaggeration = 3x.  

4. Discussion 
Comparison of the HELITEM resistivity to MT resistivity, surface geology, 2m temperature data 
and well data validates the methods efficacy in identifying and characterizing potential hidden 
geothermal systems in the Basin & Range. Through comparison to MT resistivity and DOI 
estimates, we have shown that HELITEM resistivity provides high horizontal resolution imaging 
to depths of ~300-500m in most of the surveyed area. Exceptions to this were flight lines over very 
low resistivity playas and/or saline bodies that limited resolution to <100m depth. In future, such 
areas might be more effectively avoided by flying test lines over suspected playas and high salinity 
water bodies and the differential resistivity used to assess depth resolution and whether further 
lines should be flown in these area. The differential resistivity can be used for this purpose and we 
have demonstrated that this provides a robust resistivity image that can be used during the survey 
acquisition to make decisions on where to add or remove flight lines. Future surveys might make 
more use of this, flying widely spaced lines across a basin first and using the differential resistivity 
sections and maps to hone in on low resistivity features. The two DOI estimates provided by the 
USGS were shown to good estimates of depth resolution by comparison to MT and well data.  

Correlation was observed between shallow thermal anomalies and shallow (<150m) low resistivity 
(<10 ohm.m) and hence identifying such features in the HELITEM surveying is one way that 
HELITEM can be used to identify potential hidden geothermal systems. However, it is very clear 
that not all shallow low resistivity will be associated with hidden geothermal systems and there 
are other possible causes of shallow low resistivity (e.g. playas, v. high salinity water, old 
hydrothermal alteration). It is also possible that the low resistivity caps above some hidden systems 
are relatively deep and such layers were identified in a number of locations in the HELITEM 
surveying. Therefore it is highly recommended that the HELITEM interpretation considers 
possible geologic causes and conceptual model thinking (that low resistivity is associated with low 
vertical permeability and that this provides a cap over potential systems). Additionally, identifying 
and ranking potential hidden systems should consider a range of geoscience indicators (e.g. 
structural settings conducive to vertical permeability, 2m temperature surveying, LIDAR).  

HELITEM surveying has also proven useful for planning MT and 2m temperature surveying as 
well as TG well drilling locations and depths. The East Hawthorne case study is an excellent 
example of this. With the knowledge gained from HELITEM, MT stations can be planned in the 
most prospective areas (e.g. where a <10 ohm.m low resistivity layer exists in the upper few 
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hundred meters) and where the base of the low resistivity layer has not been constrained by the 
HELITEM. HELITEM can also be used to define the minimum depth required for TG wells to 
penetrate into the smectite clay cap and thus determine a thermal gradient that can be projected to 
depth.  

HELITEM can also be used to infer areas that are less likely to host hidden geothermal systems - 
i.e. if there is no <20 ohm.m resistivity in the upper several hundred meters, this suggests the 
absence of a smectite cap and that the area is either low permeability cold rock, permeable cold 
rock and therefore likely to have downflowing cold meteoric water and/or that any geothermal 
resource in the area is small.  

Future work with the HELITEM data will include incorporating it into MT 3D inversions as both 
starting model constraints and as jointly inverted datasets. 

5. Conclusions 
We have demonstrated that HELITEM surveying provides an accurate and high horizontal 
resolution image of resistivity in the upper few hundred meters in the Basin and Range. HELITEM 
thus images shallow smectite-clay rich zones that act as low vertical permeability caps over 
geothermal systems in the B&R. Good correlation was observed between shallow low resistivity 
and known shallow thermal anomalies, however, other causes of shallow low resistivity are 
apparent throughout the surveyed areas. Hence it is important that HELITEM resistivity is 
integrated with other geoscience data in a conceptual model approach when identifying potential 
hidden systems and ranking their prospectivity. HELITEM was also shown to be useful in planning 
MT surveying and TG drilling campaigns (both where to locate TG wells and how deep they 
should to obtain a thermal gradient that can be robustly projected to depth). The BRIDGE project 
team believes the use of HELITEM to be a significant step forward in how to more systematically 
identify potential hidden geothermal systems relative to previous, mostly serendipitous discovery 
of such systems. 
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ABSTRACT  

This paper describes a new high-temperature hybrid optical sensor array consisting of Distributed 
Acoustic Sensing (DAS), Distributed Temperature Sensing (DTS) and three-component motion 
(3C) fiber-optic point sensors for use with both long-term and short-term monitoring of 
geomechanical changes in and around geothermal wells. Field data show that the optical point 
sensors measure signals at frequencies from sub-Hz to several kHz. A relatively sparse array of 
these point sensors is used to complement a fiber-optic DAS array, compensating for the inability 
of the DAS sensors to measure the wave-field polarization and characterize geothermal fracture 
networks from a single well. A hybrid fiber-optic receiver array provides vector information about 
the wave field and provides broadband, wide aperture sensing without requiring any electronics at 
the sensors. Compared to more conventional geophone arrays, an all-optical sensor array will be 
simpler, have a longer lifetime, and it goes beyond the temperature limits of the highest-grade 
electrical equivalents and eliminates the risk of failure at geothermal temperatures. Installed in a 
well, such a system would be well-suited for permanent distributed acoustic and temperature 
monitoring, and the system would also be ready for on-demand 4D seismic imaging and 
microseismic fracture network characterization. 
 

1. Introduction 

Enhanced Geothermal Systems induce fractures by pumping fluids into tight geothermal reservoir 
rock injector wells at high pressure.  The fracture network allows fluid flow to the hot water 
drainage well that needs to be placed optimally within the induced fracture network. 

Continued monitoring over time allows tracking the evolution of fracture-related microseismic 
events during and after the frac operation.  In a geothermal well, the longevity and therefore 
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profitability of the well are directly related to the evolution of a fracture network, so an accurate, 
up-to-date fracture map is necessary to predict future geothermal performance and make informed 
decisions regarding maintenance, well interventions, or the establishment of new wells within the 
same reservoir. Long-term fracture growth and propagation can also be a threat to the integrity of 
wells and potentially to surface infrastructure. 

To determine the spatial and temporal origin of acoustic emissions, three-component (3C) sensors 
are required and the sensors need to be installed close enough to sense the disturbances. For 
permanent installation in a geothermal well, the sensors must endure persistent temperatures of 
200°C or more for long time periods. Conventional geophones cannot sustain temperatures 
exceeding 200°C for an extended period of time.  The sensor technology described below avoids 
these problems by eliminating all electronic components from the borehole, replacing them with 
proven optical techniques.  

The acoustic monitoring system does not include any failure-prone electronic components in the 
borehole, a prior obstacle to field-worthiness. Instead, a proven optical interferometric technique 
is used to precisely measure acoustic signals in the well in or near the heat reservoir, using passive 
sensors constructed from rugged materials and high-temperature fiber. The 3C sensors, described 
in the following section, are designed for deployment in several form factors and a variety of 
geothermal well configurations, i.e., behind casing, on tubing or on wireline. It is also suggested 
that the data be processed automatically based on migration imaging (Haldorsen et al. 2013; 
Haldorsen et al., 2023), letting the DAS data determine the location along the well and the distance 
from the well. The 3C data determine the azimuthal direction to the event, giving estimates at high 
precision of the location of hypocenter for weak microseismic events. Furthermore, in a permanent 
configuration, the hybrid array can continue to detect subtle deep-earth movements as well as 
higher-magnitude induced seismicity that may require earthquake-mitigation procedures. 

2. Optical Sensing  
2.1 Distributed Acoustic Sensing (DAS) 

Optical technologies, like DAS are well established in the O&G Industry for acoustic geophysical 
applications (e.g., Farhadiroushan et al., 2009). DAS systems are slim and well designed for 
borehole imaging applications but are sensitive to only one of the three directions in space (along 
the fiber axis). This makes them unsuitable for microseismic challenges when using only one 
fiber/well. Optical Point Sensors (OPS) have commonly been used for surface seismic imaging 
from the seafloor but were not designed for high temperature and high pressure of deep boreholes 
and were too big to fit in such a small environment. 

A DAS interrogator measures the difference in phase between reflections from two points 
separated by the “gauge length”, typically 8-10 m, along an optical fiber (Figure 1). This phase 
difference translates to fiber strain and the measurement is the rate of change of the fiber strain 
between points separated by the “gauge length”. It measures only the component of particle motion 
along the fiber axis, and therefore it gives no clue as to where the signal originated. 
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Figure 1: DAS measures the change in the distance dz over time, centered at location z, and at time t. 

 

2.2 Optical three-component acoustic sensing 

Winding the optical fiber around a unidirectional mass spring (Figure 2), the total extension ∆𝐿𝐿 of 
the fiber would be a measure of the extension of the spring and thus be proportional to the force 
and acceleration 𝑎𝑎 of the mass: 

                                                  ∆𝐿𝐿 ∝ 𝑎𝑎 

Encouraged and supported by a super-major O&G company, MagiQ Technologies has developed 
a narrow 3C sensor with high-sensitivity and large frequency range. The O&G company wanted a 
sensor for permanent or semi-permanent installation in a narrow borehole annulus for acoustic 
monitoring of injected CO2. The fully optical sensor requires no electric power, contains no 
failure-prone electronics, and can be specified to withstand long-term exposures to temperatures 
in excess of 300℃. 

 

Figure 3 shows the optical three-component GeoLite sensor, assembled from three directional 
optical accelerometers that are sensitive to motion in mutually perpendicular directions. Adding a 
‘fiber-management” module, the assembly fits into a tube with an outer diameter of about 1.1 in 
(0.028 m), and length of about 2 ft (0.6 m). As in this figure, the sensor can be enclosed in a rigid 
housing; however, a flexible housing will allow a large array to be spooled on a reel, which would 
greatly simplify the deployment. On the other hand, a rigid housing helps the vector fidelity of the 
sensor, and also simplifies the assembly.  

 

Figure 2: The slim GeoLite optical accelerometer developed by MagiQ Technologies. The optical fiber is 
wound around a mass-spring allowed to expand along a single axis. 
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Figure 3: GeoLite 3C sensor packages three of the directional optical accelerometers, oriented in orthogonal 

directions, into a cylinder of approximate dimensions 1 in by 2 ft. 

This 3C sensor enables the building of a fully-optical, high-temperature hybrid sensor array that 
combines DTS with wide-bandwidth DAS / 3C acoustic receiver array. The combination of 
acoustic sensors allows unambiguous estimates of the direction of propagation for seismic 
wavefields in 3D space. With the directional measurements one can uniquely determine the origin 
of a seismic or microseismic sources (Haldorsen, 2022), as illustrated in Figure 4.  

The hybrid array also has the advantage of being more cost effective and having a longer life 
expectancy (tens of years) than geophones (years) permanently deployed in deep boreholes. This 
is due to the absence of any downhole electronics.  

 

 

Figure 4: Localization of induced seismicity using DAS (one vertical component) (left) versus 3C sensors (right). 

The highly multiplexed system architecture used by the GeoLite accelerometer is illustrated in 
Figure 5. The architecture includes multiple Fiber Bragg Gratings (FBGs) at each sensor level, and 
a splitter siphoning a measured fraction of the laser pulses into each sensor level. The use of 
multiple modulated laser beams allows for time- and wavelength-division multiplexing while 
making the system particularly robust against laser noise and transmission-line pickup.  
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Figure 5: The architecture of the optical system is flexible and scalable and allows hundreds or thousands of 
sensors in a single network with, e.g., 10-20 3C sensor nodes connected to each of a limited number of 
fibers. 

An array of up to 20 3C sensors nodes can be connected on a single fiber. Different levels of 
redundancy can be obtained by different patterns of interleaving sensor strings. The architecture is 
flexible and scalable, and the system allows hundreds, or even thousands, of sensors in a single 
network with, e.g., 10-20 3C sensor nodes connected to each of a limited number of fibers. Several 
technical challenges had to be overcome with the algorithmic design and component selection to 
make a manufacturable, cost effective, high performing sensor with a narrow form factor.           

3. Data Verifications 

3.1 Laboratory verifications 

The sensitivity and the resonance frequency for the flexing springs in the optical accelerometers is 
adjusted based on the requirements from the specific application. Figure 6 shows the response 
curves for the GeoLite sensor at frequencies from DC and 2 kHz, with a resonance frequency at 
about 1100 Hz. The sensitivity curves for all three components are calibrated using reference 
accelerometers.  

The figure also shows the angular response of the transverse sensor, measured in the laboratory at 
100 Hz using a linearly polarized source and a controlled geometry. The response agrees well with 
the theoretical cosine-function from the projection of the transmitted compressional signal on to 
the axis of the accelerometer. See Haldorsen et al. (2021a) for descriptions of this and other fiber-
optical acoustic and seismic sensors. 

The cross-axis rejection, the sensitivity of a sensor to a motion perpendicular to its presumed 
sensitive axis, was measured to 34 dB for the transverse sensor, and 33 dB for the axial sensor. 
This compares to typical values of around 20 dB for geophones (Haldorsen et al., 2021a,b). It 
should be pointed out that the deployment method and clamping performance may also affect 
directionality.  

o Acquisition of data is 
multiplexed both in time 
and frequency 
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Figure 6: a) The frequency-dependent sensitivity for the optical accelerometers. Dividing the raw frequency-

dependent amplitudes by these sensitivities converts the raw measurements to µg. The sensitivity curves, 
plotted in linear scale, are calibrated to reference accelerometers. b) The angular response of the optical 
accelerometer measured in the lab with a source at 100 Hz, compared to a cosine-function, consistent 
with a projection of the signal on to the axis of the sensor. 

 

 
Figure 7: a) Laboratory setup for comparing prototype optical and reference accelerometers.  b) Waveforms 

produced by each sensor. 

Figure 7 shows the laboratory setup and the results from a comparison between the optical 
accelerometer and a conventional reference accelerometer with the sensitive axes aligned. The 
figure compares the waveforms produced by each sensor in response to a signal from a controllable 
signal generator. The visually very similar waveforms have both been filtered to the frequency 
band from 10 Hz to 300 Hz.  
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3.2 Field Verification 

A laboratory prototype was tested in a research well in Houston, TX in 2020 (Haldorsen et al., 
2021b) with the objective of acquiring VSP data with the 3C prototype optical tool (Figure 8). The 
full data set included 1167 individual VSP data records using a Vibroseis source from four 
different source locations. The vibrator nominally generated signal at a frequency that increased 
linearly in time from 8 to 120 Hz in 12 s.  

Figure 9 shows the components of the data obtained by mathematically rotating the 3C data around 
the vertical component, minimizing the energy on one of the transverse components. This rotation 
will have the other transverse component point along the horizontal component of the ray 
connecting the source to each receiver.  

 

Figure 8: Aramco research well in Houston TX, with the large Vibroseis source. 

 

Figure 9: VSP data acquired at the Aramco research well, using an array of 3C optical accelerometers. 
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4 Clamping of the Sensors 

The development of low-noise, high-sensitivity, wide-band fiber 3C sensors requires a new 
approach to coupling them to the Earth. Traditional clamping devices, which have been used in 
the past, are cumbersome, complicated, and expensive. A new patent-pending approach that uses 
dissolvable alloy technology is proposed, which will be suitable for high-temperature geothermal 
wells where power is not available (Brooks and Haldorsen, 2021).. 

Passive bow springs have been used for years to couple borehole sensors to monitoring wells for 
wireline deployment. However, the coupling is limited by the force of the springs, which must be 
less than gravity to carry the array into the well, resulting in a weak force-to-weight ratio for sensor 
to formation coupling. 

By compressing the springs before deployment, higher strength springs can be used, resulting in a 
much higher force to weight ratio. This provides a strong coupling between sensor and formation, 
maximizing signal-to-noise ratio. The device for keeping the spring in a compressed state is a 
chock of dissolvable alloy that dissolves after the seismic array reaches the bottom of the well. The 
goal is to achieve a 20:1 force to weight ratio (Figure 10). 

The array can also be deployed using different methods for semi-permanent and permanent 
settings. For semi-permanent settings, the array can be deployed on tubing and released using 
swellable elastomers and dissolvable alloys or TotalEnergie’s ‘spider’ mechanism (Verliac, 
Bergery and Lesnikov, 2021). For permanent deployment, the GeoLite system can be cemented-
in-between the casing and formation, due the slim form factor of the array (Figure 11). 

 

 
Figure 10. A compressed high-strength bow spring is deployed using a dissolvable chock and then released to 

firmly couple the array to the outer wall of the well. 
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Figure 11. Options for permanent deployment include a patent pending combination of swellables and 

dissolvables (Brooks and Haldorsen, 2021), TotalEnergies’ ‘Spider’ clamp (Verliac, Bergery and 
Lesnikov, 2021), or cementing in the annulus between the casing and formation. 

5 Conclusions  

Monitoring of natural or induced seismic activity in and around high-temperature geothermal 
reservoirs can best be done from deep boreholes, at or near the reservoir depth. An adequate 
platform for this monitoring would be a sparse array of the slim-diameter three-component optical 
accelerometer combined with a near-continuous optical DAS/DTS array, both permanently 
deployed underground. For permanent installation in a geothermal well, the sensors must endure 
persistent temperatures of 200°C or more for long time periods. Conventional geophones cannot 
sustain temperatures exceeding 200°C for an extended period of time.  The sensor technology 
described in this paper avoids these problems by eliminating all electronic components from the 
borehole, replacing them with proven optical techniques.  

A sensor array deployed temporarily on wireline is suitable for characterization of induced fracture 
networks during engineered geothermal frac’ operations. A sensor array installed permanently in 
a well near the reservoir would allow quick and inexpensive repeat imaging of fluid pathways in 
the geothermal reservoir, leading to more efficient operations, and would also enable continuous 
monitoring of microseismicity and induced seismicity in and around the geothermal reservoir. 
Such surveillance may be either mandatory for the regulator or needed for public acceptance. 
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ABSTRACT 

As the evolution of geothermal resource development progresses, new technical challenges 
associated with the continuation of reliable downhole drilling and measurement sensors are 
examined surrounding the accumulated effects of high temperature and vibration and their 
respective changes to maintenance schedules for sensitive electronics.  Since enhanced geothermal 
systems incorporate deviated wellbore designs adjacent to active hydrothermal systems, 
maintaining accuracy of measurement-while-drilling (MWD) sensors is key to properly evaluate 
the spatial differences in heat distribution through the highly fractured geologic formations.  The 
suite of electronic sensor packages located in the M/LWD tool string provide insights into wellbore 
placement by measuring borehole inclination, azimuth, and gamma ray log responses.  By 
identifying the true vertical depth (TVD) of key formation tops and their corresponding 
intersection points of the deviated wellbore, accurate real-time trajectory modifications can be 
made to ensure proper placement in the planned bottom-hole location of the reservoir.   

While the M/LWD tool’s diagnostic data is primarily used to avoid catastrophic downhole failures 
by alerting on-site drilling personnel when the pre-defined thresholds of temperature and vibration 
levels are exceeded, the high frequency data recorded to memory can also be utilized for 
identifying any contributing out-of-specification (OOS) events when real-time transmission from 
the MWD tool was not enabled.  But, further implementation of the diagnostic memory data has 
shown to have a positive contribution to the long-term reliability of electronics when it is integrated 
into the sensor components’ maintenance schedules. 

Design of a life-cycle management system for proactive maintenance of downhole MWD sensors 
prevents downhole measurement errors and electronic failures due to extended exposure to 
temperature and vibration.  Active tracking of the downhole hours at specified temperature ranges 
and vibration levels is performed both real-time and post-run to assign these individual MWD 
sensors a weighted point-based system for managing their expected fatigue limits.  This condition-
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based system represents a step change in determining how many downhole hours are allowed to 
be accumulated before a sensor is brought back to a manufacturing facility for repair and 
maintenance.  The old adage of “running a tool until it fails” will ultimately lead to increased 
downtime and loss of productivity during the drilling process.  By removing electronic components 
from service before they reach a fatigue level, higher reliability can be achieved while eliminating 
costly downhole sensor failures. 

1. Introduction 
The drilling process of a well often requires accurate and reliable downhole measurements for 
determining wellbore trajectory, as well as recording geologic variances with formation evaluation 
sensors.  The drilling and measurement service sector has traditionally designed their planned 
maintenance programs for MWD/LWD components based on assumptions regarding the level of 
expected wear associated with certain parameters, such as circulating hours.  This method of 
determining service requirements from downhole hours is widely utilized across the industry and 
works remarkably well when environmental conditions are relatively benign.  Such conditions are 
normally found in large sedimentary basins with relatively soft geologic formations which hold 
the potential for trapping hydrocarbons (Sugiura et al 2021).  With renewed focus on the potential 
for increasing energy production in geothermal reservoirs, new methods have been developed for 
optimizing life cycle management of critical downhole measurements while drilling through hard 
granitic rock formations that are normally associated with underground heat sources. 

1.2 Enhanced Geothermal Systems 

Recent advancements in geothermal resource development have placed a new focus on the 
accuracy and reliability of MWD/LWD equipment.  By incorporating lessons learned during 
stimulation efforts of unconventional reservoirs with low permeability, operators such as Fervo 
Energy and the Utah FORGE project utilize multiple deviated wellbores which are then 
hydraulically interconnected through post-well fracturing efforts (Norbeck et al 2023).  The 
reservoir and geo-mechanical models for mapping fracture network growth rely on accurate 
wellbore placement and trajectory measurement surveys (Gentry et al 2022).  If the wellbores are 
spaced too far apart, then the hydraulic communication between them may be negatively affected.  
The economical implications of placing the wellbores at specific TVDs (true vertical depths) is 
also important to help validate the heat-in-place (Fercho et al 2023). 
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Figure 1: Section view of an enhanced geothermal development project with two adjacent horizontal wells 

which are hydraulically interconnected through pre-existing and newly created fractures. Credit for 
image to Fercho et al 2023. 

To achieve the key aspects for enhanced geothermal system development, the drilling program 
incorporates MWD/LWD tools and directional drilling methods for building wellbore inclination 
and azimuth to pre-defined values at specific TVDs (Finnila et al 2021).  The MWD sensors utilize 
a precise set of magnetometers and accelerometers for surveying the borehole as its drilled, while 
LWD sensors are used to identify stratigraphic geologic markers for structure modeling purposes.  
As the sensors located in the M/LWD tool string positively contribute to the accuracy of fracture 
stimulation modeling by determining the spatial distribution between wells, it is important to 
consider how their accuracy can be negatively affected by the extreme downhole environments 
near active hydrothermal systems, of which include both high temperature and high vibration 
while-drilling through igneous and metamorphic rock with high compressive strengths.   

2. MWD/LWD Sensor Overview 
Measurement-While-Drilling tools consist of a suite of electronic sensors, batteries, and a signal 
transmission method for real-time data collection while the tool is downhole.  Each one of these 
components is critical in the accurate surveying of the wellbore trajectory and can be negatively 
affected by high temperature and vibration.  Without means of accurate wellbore surveying while-
drilling, there is potential to collide with an offset well or drill in the wrong direction.  The financial 
risk of wellbore collisions and sidetrack operations have driven the MWD service sector to 
implement strict QA/QC processes for qualifying wellbore surveys, as well as improving tool 
reliability. 
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Figure 2: MWD survey sensor calibration at regional repair and maintenance facility. 

 

While the electronic sensors that are responsible for surveying the wellbore can be quality checked 
by looking at the raw accelerometer and magnetometer data acquired while stationary (i.e. during 
a pumps-off scenario), the method of transmitting this data to surface once flow is reestablished is 
equally important to the drilling process.  A common method of real-time data transmission is 
utilization of a mechanical poppet valve that temporarily restricts flow down the drill pipe to create 
a pulse pattern that is decoded on surface from pressure transducers installed on the drilling rig’s 
standpipe.  This mechanical poppet valve is located in the MWD tool’s pulser component and can 
be configured to reliably transmit the downhole data in a variety of drilling fluid types.  Design of 
the MWD pulser should allow for a wide range of flow rates and mud weights, due to the dynamic 
condition of drilling through varying formation pressures.  Since the drilling process relies on this 
real-time data transmission to accurately determine location of the wellbore relative to the geologic 
structure, high reliability in the events of extreme vibration or temperature are crucial for reducing 
the drilling rig’s non-productive time (NPT). 
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Figure 3: MWD pulser service being performed at local operations and maintenance facility. 

In addition to the electronics that measure wellbore inclination and azimuth, formation evaluation 
sensors are responsible for measuring unique log responses across different geologic formations.  
The most common method for measuring the general rock composition while-drilling is with a 
LWD gamma ray sensor.  This sensor measures the naturally occurring gamma rays emitted from 
the rock which are driven by the radioactive decay of clays minerals and/or organic content.  
Through advanced correlation techniques, geologists can determine approximate formation tops 
from the LWD gamma ray sensor measurements, and then make subsequent recommendations to 
modify the well’s trajectory based on the intended bottom-hole location of the wellbore in the 
reservoir.  As gamma ray sensors typically utilize scintillation detector crystal packages that are 
sensitive to vibration and temperature, accurate log measurements responsible for making critical 
well path decisions depend on the accuracy and reliability of the LWD sensors. 

Last but not least, the method for powering the downhole M/LWD electronics is critical in the 
measurement and data transmission process.  Lithium batteries located in the downhole tool string 
are rated for ranges of specific temperature thresholds, and proper pre-job planning to determine 
which temperature-range specific batteries to include for powering the electronic sensors is 
essential for a safe and reliable operation of the electronics.  Manufacturers of lithium batteries 
used in M/LWD equipment have strict procedures for handling depleted or damaged batteries 
which have been exposed to high temperature and vibration, as there is possibility of battery 
venting which would build up explosive pressure in the MWD tool’s sealed pressure barrels.  Smart 
battery management systems that utilize electronic sensors to monitor battery voltages and amp 

1964



Webb et al. 

hours remaining can help in the subsequent safe handling procedures for dealing with depleted 
batteries. 

3. Life Cycle Management System 
In an effort to reduce NPT during the drilling process, a new life cycle management system was 
developed that incorporates downhole recorded vibration and temperature into the determination 
of time between equipment servicing.  This system used a vast amount of historical reliability and 
run data of the M/LWD components and their correlation with downhole environmental 
conditions.  By tracking the relationship between vibration and temperature thresholds and their 
effect on the longevity of electrical components, a weighted point-based system was constructed 
to optimize the time before individual sensors are pulled from service to undergo a complete 
rebuild.   This pro-active approach to removing assets from field use before a downhole failure has 
been shown to increase the MTBF (mean time between failures).   

 
Figure 4: The figure above is showing the actual reduction in downhole failures due to the implementation of 

the life cycle management system after it was incorporated halfway through Year 1. 

When the individual sensor components are manufactured (or undergo service), they start their 
first downhole run with a value of zero in the life cycle management system.  During the first run, 
and subsequent runs afterwards, the number of circulating hours that are tracked to the individual 
M/LWD sensor components have a multiplier based on the temperature and vibration data 
recorded to the tool’s memory.  In instances with very low vibration and temperature, this 
multiplier can be a value of less than one, resulting in certain components staying in service longer 
than normally expected.  This helps reduce the cost in the maintenance program for components 
that are in good condition and have a minimal risk of failure.  But when MWD tool components 
see extreme levels of temperature and vibration, these weighted points will accumulate much 
faster, therefore removing it from service for a complete rebuild to a zero-hour tool status. 
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Figure 5: Visual representation showing the benefit of performing preventative maintenance on M/LWD 

components using the point-based life cycle management system. 

In addition to the preventative maintenance schedules being influenced by the downhole vibration 
and temperature data recorded to the MWD tool’s memory boards and uploaded post-run, the real-
time monitoring of environmental conditions allows for proactive measures to take place for 
possible reduction of these types of catastrophic damage events.  To streamline the vibration and 
temperature monitoring for MWD field operators at the rig-site, an intuitive “traffic light” system 
for bucketing environmental conditions into a color-coded system was also developed.  This easy-
to-understand system allows for MWD personnel to visually observe potentially damaging 
downhole conditions while-drilling and allows for pro-active measures of surface drilling 
parameter variation techniques to mitigate these out-of-specification vibration events before a 
MWD tool failure happens. 

 

 
Figure 6: Visual display of the real-time drilling dynamics “traffic light system” for MWD field operations. 
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Figure 7: Comparison of real-time vs memory data from the vibration levels recorded to MWD system.  Large 
increase in lateral vibration is associated with the transition from sliding to rotating the drill pipe. 

After each downhole run, the memory data from the MWD sensors are downloaded to the job’s 
database file, which is then synced to a cloud-based server.  The cloud’s central database is then 
responsible for assigning and tracking the environmentally weighted points to the individual sensor 
components.  When M/LWD components are reaching the end of their derived percentage of 
lifetime consumed metric (i.e., their point limit), automatic notifications to the regional operations 
team are sent out to inform them of the upcoming preventative maintenance.  This system is also 
integrated into the financial software that is responsible for assigning the repair costs to the district 
based on the accumulated points only while that component was assigned to that specific region.  
This methodology promotes proactive mitigation of potentially damaging conditions downhole if 
there is a possibility of M/LWD sensors reaching the life cycle management system’s point limit 
in short duration. 
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Figure 8: Diagram to show the relationship of M/LWD tool components and how the environmentally-based 

weighted points are tracked per well (Individual Job Database), per maintenance cycle (Central Cloud 
Database), and per region (Asset Tracking System). 

 

4. Conclusions 
Throughout a well’s drilling process, any activity which is unplanned and negatively impacts the 
progress of reaching the well’s total depth can be considered NPT.  Minimizing or eliminating 
these NPT events is a target for both service company and operator, as there are financial benefits 
for achieving these goals without incident.  By developing a life cycle management system which 
involves implementing preventative maintenance schedules based on environmental conditions 
represents a step change in the repair process of M/LWD sensor components.  With the weighted 
point-based system that incorporates both temperature and vibration into the metric used for 
determining a sensor’s allotted time before repair, productivity at the rig-site increases due to 
decreased amounts of downhole failures due to electronic component fatigue.  The lessons learned 
during implementation of this unique process has allowed for improvements in reliability when 
drilling in downhole environments with potentially damaging conditions. 
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ABSTRACT  

The Salton Sea Geothermal Field is known for its high-pressure, high-temperature (HPHT) 
hypersaline brine, with dissolved solid concentrations ranging from 20-30 wt% depending on the 
production depth. Scaling, particularly calcium sulfate (anhydrite) and iron silicate precipitation, 
can occur in the wellbores upon flashing of these brines. Mechanical methods have been effective 
in removing scale and restoring production; however, limitations in wellhead/wellbore geometry 
result in the bottom hole assembly (BHA) not reaching the casing ID, leaving a larger scale drift 
in the wellbore. 

During well cleaning operations using Coil Tubing Units (CTU), variations in the circulating 
pressure of the cleaning tools have been observed, showing different patterns that correlate with 
the depth at which the tool is tripped in or out of the hole, despite no perceived operational or 
wellbore mechanical restrictions. These changes in pressure have been utilized to identify scale 
formation or obstruction intervals, reducing the need for caliper tool runs in future operations and 
improving the planning of the cleanouts. This paper outlines the methods and parameters used to 
determine scale formation in the wells and validates the findings through correlation with wellbore 
models and production outcomes. 

1. Introduction  
Live Well Cleanouts (LWC) are commonly performed in the Salton Sea to address scale build-up 
in wells. Cyrq Energy has successfully utilized All Metal-Motors or Hot Mud Motors (HMM) to 
physically remove the scale, resulting in a productivity increase of over 45% (Rocha et al., 2023). 
During these cleanouts, various parameters are recorded and monitored to assess the condition of 
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the Bottom Hole Assembly (BHA) and the overall operation. One key parameter of interest is the 
circulation pressure, which helps identify torque on the bit and detect motor stalling. 

In theory, the circulation pressure trend should increase with depth due to the corresponding 
increase in hydrostatic pressure and frictional effects. However, during some cleanouts, a decrease 
in pressure was observed at shallow intervals without any changes in other parameters. No 
obstructions were detected while the bit was running, and thorough inspections revealed no tool 
failures or leaks when tested. 

This raises the question of how to explain the depth-related pressure drop. To investigate this 
phenomenon, 16 runs were analyzed, considering the previous understanding of the well's 
geometry and scale. A hypothesis was formulated, suggesting that the pressure changes could be 
attributed to the wellbore's inner diameter (ID), where the bit is not in direct contact with the scale 
but is close enough to create a pressure differential with the bit nozzles. The following paper 
discusses the findings from this analysis, which is currently undergoing further study. 

2. Unexpected behavior observed 
While performing cleaning operations on one of the production wells in the field, an unexpected 
and consistent decrease in pressure was observed. In accordance with safety protocols, the tools 
were withdrawn from the hole to verify their proper placement and ensure their expected 
functionality. Upon completing the tool testing, it was confirmed that all tools were in order and 
functioning correctly. To ensure proper operations, the HMM was replaced, and the tools were 
once again run into the hole while adjusting the coil pump rates. Despite these measures, the same 
gradual decline in pressure persisted, and no obstructions were encountered (Figure 1). The run 
was completed with minimal restrictions detected; however, there was no improvement in 
production from this well. What caused this steady pressure decline?  

 
Figure 1: Operational parameters where the decrease in pressure were observed. See the pressure drop with 

increased depth. 
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3. Standard HMM operations at Hudson Ranch 
The following sections describe the expected behavior of a normal LWC operations and the 
hypothesis formulated to possibly explain the steady decrease in pressure with depth.  

3.1 HMM Operational Parameters 

The LWCs performed by Cyrq Energy use a BHA that consists of a standard centralizer, All Metal-
Motor or Hot Mud Motor, and a standard drilling bit (Figure 2). The primary parameters utilized 
to assess the progress of the operations are the circulating pressure and the weight of the 
string+BHA. These measurements allow the operator to determine if we encounter any restrictions 
while drilling, identify motor stalling, or determine whether we are moving in or out of the hole 
without any obstructions. Torque in these types of operations can be interpreted when the 
circulation pressure increases (sudden increases in pressure represent a motor stall) and the CT 
weight decreases, this means that the bit is working through an obstruction. 

While running in the hole, it is expected that the overall circulation pressure trend will increase 
with depth, in conjunction with the pump rate required to rotate the HMM and the increasing fluid 
column above. This can be attributed to the differential density between the hypersaline brine 
extracted and the fresh canal water injected through the coil tubing to drive the HMM. The density 
of the Salton Sea brine varies based on depth and temperature, with denser brine typically 
occurring at higher temperatures. The measured production density ranges from 1.05 to 1.3 g/cm³ 
(Thermochem, 2022). Consequently, the circulating pressure within the coil should 
correspondingly increase with depth due to these density differentials. The opposite trend was 
observed in the cleanout run shown in Figure 1, so a different analysis was performed to explain 
the pressure behavior.  

Note: phase changes were also considered as an alternate hypothesis, where the pressure and 
temperature drop will cause the fluid to flow in a double phase. However, if the changes seen were 
attributed to this, the actual circulation pressure read should increase, rather than decrease with 
depth. 

3.2 Previous Cleanout Behavior – Hypothesis Formulation 

Based on the data gathered from previous operations, a similar trend was observed in other 
production wells, particularly when the BHA was being pulled out of the hole, and this trend was 
correlated with the depth. Previous experience has shown that the scale in these wells tends to 
accumulate more in similar recurring shallow sections due to lower pressures and flashing events 
(Rocha et al., 2023). Furthermore, there is a 5/8" drift between the OD of the used bit (11-5/8”) 
and the ID of the casing being cleaned (12.41”). Consequently, it is possible for scale to be present 
within this drift space.  

This behavior was examined from older reports and parameters from previous HMM cleanouts. It 
was noticed that the depths where this phenomenon was observed corresponded with the depths 
where the CTU had to exert more effort to mill the scale. Remarkably, these depths aligned with 
the points suggested by wellbore models for annular flow regimes in the wells (Figure 3). 
Consequently, the circulation pressure could act as a qualitative caliper to evaluate the 
performance of the run and the final status of the well after the workover. The following section 
studies this hypothesis using data from real workovers. 
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Figure 2: BHA used to cleanout scale in the Salton Sea (TTS, 2023) 
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Figure 3: Coil speed while running in the hole to represent scale cleanout. Circulation pressure while pulling 

out of the hole to possibly represent ID of the well after the work. 

4. Internal Diameter of Scale/Obstruction Quantification 

After processing the data for more than 16 runs, a correlation to identify the wellbore ID was 
formulated. This correlation uses the circulation pressure and pump rate recorded when pulling 
out of the hole, and speed of the coil while running in the hole with respect to depth. Then, the ID 
calculated was then used to match the wellhead deliverability curves for the mass production after 
the cleanouts were performed. Finally, the correlation and understanding of the wellbore ID was 
used to improve the cleanouts performed, which also confirmed the scale/obstruction formation in 
the wellbore. 

4.1 Circulation Pressure – ID Correlation 

At first, it is important to understand the physical phenomena of the circulation pressure reading. 
The pressure naturally increases with the pump rate on the coil, which is then translated into the 
hydrostatic head through the pipe. The higher the rate, the higher the circulation pressure. When 
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the pressure increases while keeping the pump rate stable, it can be translated into torque in the 
BHA as the fluid finds resistance to flow out of the nozzles – or the bit touches the 
well/scale/obstruction. It is also understood that at certain point, the pressure increases to a point 
where the motor stalls or is completely touching the wall/scale/obstruction. 

If the change in circulation pressure is due to a ‘tighter’ hole, the fluid flowing from the bottom to 
the surface will create a small, but constant channel between the well ID and the bit, causing an 
increase in pressure. Thus, the real pressure readings are higher than having a clean hole. It is also 
worth mentioning, that at some point when the drift between the bit and the obstruction is large 
enough, the circulation pressure should maintain stable or would even increase, as is expected from 
theory. 

Understanding this, the pressure increase should be compared to a background (𝐵𝐵𝐵𝐵), or expected 
trend, and the difference between these two can be translated to the distance between the bit OD 
and the wellbore ID. This background equation can be calculated by using the density difference 
between the injected fluid through the coil tubing (𝜌𝜌𝑐𝑐𝑐𝑐), and the produced brine (𝜌𝜌𝑏𝑏) in the LWC, 
times the depth (𝐵𝐵𝑇𝑇𝑇𝑇), giving a hydrostatic pressure increase. The curve should have an initial 
measured circulation pressure on surface (𝐹𝐹𝐹𝐹𝑜𝑜), which depends on given pump rates: 

𝐵𝐵𝐵𝐵 = 𝐹𝐹𝐹𝐹𝑜𝑜 + (𝜌𝜌𝑏𝑏 − 𝜌𝜌𝑐𝑐𝑐𝑐) ∗ 0.052 ∗ 𝐵𝐵𝑇𝑇𝑇𝑇 

Where, 

𝐵𝐵𝐵𝐵 = Background Trend, psi 

𝐹𝐹𝐹𝐹𝑜𝑜 = Initial Circulation Pressure, psi - the initial measured circulation pressure changes at 
different pump rates 

𝜌𝜌𝑏𝑏 = Production Brine Density, ppg 

𝜌𝜌𝑐𝑐𝑐𝑐 = Circulating Water Density, ppg 

0.052 = Unit conversion factor, psi/ft 

𝐵𝐵𝑇𝑇𝑇𝑇 = True Vertical Depth, feet 

To measure the circulation pressure at given rates, it is recommended to record these parameters 
when the HMM is being tested on surface before running the tools in the hole at the pump rates 
that will be used during the cleanout runs.  

Once the background trend is calculated, a simple interpolation can be made to determine the 
obstruction diameter. This correlation uses the expected casing ID of the wellbore being cleaned, 
and the OD of the bit being utilized, where the background trend serves as the clean wellbore, and 
any difference from this trend can be translated into a reduction in the diameter of the well.  

First, the difference between the recorded pressure and the background pressure needs to be 
calculated and the drift from the bit OD and the casing ID: 

∆𝐹𝐹 = (𝐹𝐹𝐹𝐹 − 𝐵𝐵𝐵𝐵) ∗ 𝑄𝑄 ∗ 𝑠𝑠 

Where, 
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∆𝐹𝐹 = Pressure differential between circulating pressure and background trend, psi 

𝐵𝐵𝐵𝐵 = Background Trend, psi 

𝐹𝐹𝐹𝐹 = Circulation pressure while running out of the hole, psi 

𝑄𝑄 = Pump rate, bbl/min 

𝑠𝑠 = 2.1, Pump rate correction factor, min/bbl 

 

𝑇𝑇 = 𝐼𝐼𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶 − 𝑂𝑂𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏 

Where, 

𝑇𝑇 = Drift, inches 

𝐼𝐼𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶= Internal diameter casing, inches  

𝑂𝑂𝑇𝑇𝑏𝑏𝑏𝑏𝑏𝑏= Outer diameter of the bit, inches 

Once the pressure differential between the curves and the drift are calculated, the real diameter 
(𝐼𝐼𝑇𝑇𝑐𝑐𝑏𝑏) of the wellbore can be estimated:  

𝐼𝐼𝑇𝑇𝑐𝑐𝑏𝑏 = 𝐼𝐼𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶 − ∆𝐹𝐹 �
𝑇𝑇

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚  � 

Where, 

𝐼𝐼𝑇𝑇𝑐𝑐𝑏𝑏 = Wellbore Diameter, inches 

𝐼𝐼𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶  = Internal Diameter of the Casing, inches 

∆𝐹𝐹 = Pressure differential between circulating pressure and background trend, psi 

𝑇𝑇 = Drift, inches 

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 = Maximum circulating pressure recorded while running out of the hole 

While most of the calculated scale buildup correlated with the obstruction cleaned in the 
operations, there has not been a direct measure of the buildup to completely rectify the accuracy 
of the correlation with a caliper. Nevertheless, wellbore modeling has been used to check the 
correlation.  

4.2 Wellbore Model Match 

As an example, Well B (13-3/8” OD casing – 12.41” ID Casing) was used to determine the 
Scale/Obstruction in the wellbore. By following the described equations and procedure, the 
following was the calculated ID of the well. As pumps are shut down close to surface, the 
shallowest depth calculated  is around 140 feet. From there an ID of 11-5/8” is assumed, as it was 
the bit diameter used in the cleanout: 
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Figure 4. ID of the wellbore calculated from the correlation. A weighted average (black) was used to clean the 

spikes from the raw data (gray). 

WellSim (2023) was used as wellbore modeling tools to check the accuracy of the 
Scale/Obstruction Thickness correlation. The tool was able to match the expected production 
pressures and flows, when using the calculated ID of the wellbore from the above correlation and 
keeping the reservoir, fluid, and wellbore model parameters constant. The results were compared 
and calibrated with the legacy WHD curves (Norton, 2011) calculated from a clean wellbore. 

The following are the results of the wellbore model match, that uses the calculated ID from the 
operational parameters when running out of the hole. The correlation matched the production data 
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of the well when turned back into production. These results were then used to better plan the future 
cleanouts, by optimizing the bit OD and the cleanout depths of the operations. 

 
Figure 5. Wellhead Deliverability Match using the wellbore ID from the correlation. 

4.3 Cleanout Refinement  

While this paper was written, new changes have been proposed to optimize the depth of the 
cleanouts. Bigger survey valves are being procured to fit bigger tools that could reduce the drift to 
the identified depths with bigger obstructions than expected. Additionally, caliper surveys will be 
recommended to calibrate the correlation. Finally, while the drift is being reduced while the 
cleanouts are performed, it is paramount to identify scale build-up vs. casing pin-ins, which could 
result in casing failures. It is important to always study the well history and previous tight spots 
that the drilling engineer has identified.  

5. Conclusions 

• Our observations thus far support that the constant pressure drop observed in the cleanouts 
is explained by a different size wellbore, where the bigger pressures are observed when the 
ID of the well is smaller 

• When the geometry calculated is used in a wellbore simulator, the curve calculated matches 
the production data of the well after placed back on production 

• While not an objective of the paper, the calculations on the correlation served to validate 
the Salton Sea brine density to be between 10-10.8 ppg 

• A caliper log will validate the correlation and is planned to be run in the next few months 
• This is a work in progress and the only data to validate the results is a wellbore model 
• Future cleanouts with bigger bits will also help to validate the impact of this correlation 
• Additional work can be performed to understand the physics of the pressure change with 

different wellbore ID’s 
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ABSTRACT  

Data acquisition in geothermal wells can be challenging when the logging environment exceeds 
175°C. Quenching is often performed to accommodate logging tool temperature limits and 
associated data quality, although the temperature contrasts created in the well put strain on the 
infrastructure and production. The obtained data resolution and well coverage of the chosen 
logging method is thus critical to make the most of each run. Furthermore, with common well 
issues such as scale, pipe deformations and corrosion associated with geothermal wells, data is key 
to maximise the potential of the well and to informative decision making. 

High temperature video technology operates in up to 200°C and limits the quenching required 
prior to deployment. The higher temperature rating of the tool allows access and data acquisition 
at depths below isolated high temperature anomalies, e.g., inflow zones, which could limit data 
coverage with other technologies. 

The high-resolution data obtained by the cameras is a time efficient method to gather information 
and can be applied to a wide range of operational scopes.  

Results from high temperature video data obtained from different types of geothermal wells 
(monitor, injection, and production) is presented in this paper, including how the diagnostic guided 
the Operator’s decision making in different stages of the life of the wells. The technology’s pre-
eminence is also discussed relative to other well logging methods and how visual analytics can be 
applied to further enhance the understanding. 

1. Introduction  
Geothermal energy is a naturally occurring energy source that has been utilized for centuries in a 
variety of applications from medical treatments to heating of ancient spas (Allahvirdizadeh, 2020). 
In modern times with the increasing electrification and climate awareness it has been progressively 
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more central in discussions relating to sustainable energy generation.  A reservoir capable of large-
scale electrical power generation is linked with geology and tectonics which enables efficient 
heating of either dry rock or ground water. Countries that are preeminent in their installed 
geothermal capacity are located in proximity to tectonic boundaries and thus have favorable 
conditions to develop and operate the reservoir while maintaining economic feasibility  (Figure 1) 
(Richter, 2023). In countries where geological conditions are less favorable, development is often 
deterred due to the investment risk involving factors such as drilling depth, temperature and more 
(Kristjánsdóttir & Margeirsson, 2014). 

 

Figure 1: The ten largest installed geothermal capacity by country in 2022  (Richter, 2023). 

The operational use of a geothermal well holds risks that can be detrimental to the profitability and 
even viability of the overall geothermal project. These risks are diverse, but are mainly associated 
with the chemical properties of the geothermal fluid and geological activity. Examples of common 
challenges to geothermal well integrity are scale build up, pipe deformations/collapses and 
chemical corrosion. 

Pressure and temperature changes within the produced fluid promotes precipitation of mineral 
compounds saturated in the fluid which are deposited on the casing wall (Figure 2) – often referred 
to as scale. The scale build-up restricts the produced flow from the reservoir and can limit access 
to the well during intervention, directly impacting the production performance of the well and 
increasing operational risk. The challenge of scale is something that is almost inevitable for a 
geothermal well Operator and there are methods to inhibit mineralization, such as fluid 
acidification, chemical additives, casing coating and more, which contribute to additional 
operational cost (Kioka & Nakagawa, 2021). The types of mineralization found in geothermal 
wells are variable and are linked to regional geology and geochemistry i.e., the interaction between 
the fluid and rock during fluid transport. Common mineral types observed are silicates and 
carbonates e.g., silica and calcite. 
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Figure 2: Down view camera image of severe scale build up in a well bore (EV, 2023). 

One of the main causes of geothermal well abandonment is mechanical failure of the wells’ casing 
string. Although mechanical ‘wear and tear’ is expected over time, premature abandonment can 
be a result of well casing deformation (Figure 3). With the main geothermal capacity located in 
areas of tectonic activity, the wells are exposed to greater risk of becoming deformed. There are 
various degrees of severity of deformed tubulars, in the most severe cases the formation movement 
may create a complete breach of the casing with no alternative for remediation. In less severe 
cases, the casing may still be intact but bent in well trajectory, creating a restriction in the well 
bore. Detailed diagnosis of these types of deformations are available that enable Operators to 
continue exploitation of the well while maintaining a safe operation (Griffith & Bell, 2021). 

 

Figure 3: A 3D view of multi-finger caliper data across a well deformation (Griffith & Bell, 2021). 

Chemical composites from the reservoir can in some instances induce corrosion in the well, with 
common compounds reported in the geothermal community being H2S, CO2 and HCl. High 
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corrosion rates influence the integrity of the well and its productive life span and have in some 
cases resulted in premature well abandonment (Allahvirdizadeh, 2020). Corrosion is also observed 
in wells with no production of geothermal fluid, e.g. injection wells. The injected fluid in these 
wells is instead enriched in chemical components, such as O2, creating a corrosive environment. 
Mitigation controls for corrosion include the selection or treatments of downhole tubulars, e.g., 
coating, tubular thickness and materials of tubulars (Wood, 2017).  

Diagnostic well logging technologies presents an opportunity for well Operators to proactively 
monitor and obtain data which can further be used to maximize the potential of the well. The oil 
and gas industry has a long history of operating and overcoming well related challenges, including 
the development of quantitative and qualitative diagnostic tools. As part of the energy transition 
technology expertise from oil and gas is migrating to the geothermal industry. However, 
geothermal production wells can have temperatures above 270ºC which significantly exceeds the 
temperature of any typical oil and gas well. Logging technology initially developed for oil and gas 
applications were based on typical environments in that industry thus common logging 
technologies have a temperature rating between 125ºC and 175ºC. To accommodate tool 
temperature limits during intervention in geothermal wells, quenching is performed. Although this 
method adjusts the well temperature to a suitable environment for the intervention tools, thermal 
stresses are applied to the well construction which over time can cause mechanical damage to the 
well (Lohne, et al., 2017). Furthermore, complex fluid systems within the reservoir can inhibit the 
cooling effect of quenching and thus limit well access and the potential to successfully complete 
the intervention objective (Figure 4). 

 

Figure 4: Graph displaying three flow rates of quenching water unable to cool the deeper section of the well 
due to high temperature reservoir fluid inflow (Contact Energy, 2023). 
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In adaptation to the higher operating temperatures in the geothermal industry, well-known 
diagnostic technologies have emerged with increased tool temperature ratings, although large scale 
supply is still limited (Lohne, et al., 2017). A comparison between tools with temperature ratings 
of 125ºC and 200ºC, clearly demonstrates why the development of high temperature tools would 
be favorable for the geothermal community. Figure 5 illustrates the required time to quench a 
275ºC geothermal production well for an intervention based on real temperature data. As the 200ºC 
tool requires less cooling, the well is prepared more quickly for the intervention compared to the 
125ºC tool. Moreover, by minimizing the quenching time, less thermal stress is applied to the well 
construction. With a narrower temperature differential in the well relative to the production 
temperature, the ramp-up time is reduced when using the 200ºC tool. Consequently, this expedites 
the return to production.  

   

Figure 5: Graph displaying overall intervention time between two tools with different temperature ratings in a 
275ºC geothermal production well based upon operational data (EV, 2022). 

From an economic standpoint, the intervention duration results in non-productive time where the 
well yields no output. In addition, the greater the temperature change, the more stress the well is 
put under. Consequently, accelerating the well intervention process holds financial benefits for the 
Operator. The non-productive time is reduced by 49% with the 200ºC tool relative to the 125ºC 
tool.  

The example presented above serves to underscore the significance of temperature adaptation in 
diagnostic technologies, facilitating the optimization of geothermal fields’ potential and new 
development. Despite the limited availability of high-temperature logging technologies, various 
service companies have developed such tools. When choosing a downhole technology, it's 
important to consider the balance between temperature resilience and data resolution. This paper 
explores high temperature video technology and its application through four case studies, while 
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also conducting comparative analysis of other high-temperature diagnostic technologies used in 
the geothermal industry to assess their respective advantages and limitations.  

2. Geothermal Well Integrity Diagnostic Technologies 
2.1 Current technologies available 

2.1.1 Downhole camera technology  

Downhole video has been in existence since the early 1960s and has evolved into a widely adopted 
logging technology (Tymons, et al., 2023). Initially, it utilized a single lens approach, but over 
time, significant advancements have been made. In 2019 the introduction of the first array camera, 
featuring four sensors with overlapping field of view revolutionized the technology, enabling a 
comprehensive circumferential view of the tubular wall. Furthermore, the development of visual 
analytics – the ability to derive measurements from video footage – enhanced the information 
derived from the camera data and minimized any quantitative limitations (Tymons, et al., 2019). 
Cameras have a well-established track record from the oil and gas industry with versatile 
applications including fishing operations, hydraulic fracture optimisation, inspection of engineered 
assemblies and more. One of the notable advantages of camera data is its inherent interpretative 
clarity, eliminating the need for immediate processing and thereby saving time.  

The complexity of the camera technology employed during an intervention is predominantly 
contingent on the well temperature. In geothermal wells, a typical tool string configuration is 
usually equipped with either a down-view camera, which peers downward in the well, or a side-
view camera directed towards the tubular wall or both in combination. To achieve a comprehensive 
view around the circumference, a motor is positioned above the side-view camera to facilitate 
rotation. These camera technologies combined can operate in temperatures up to 150°C (EV, 
2019), while the down view camera individually is capable of operating in temperatures up to 
200°C (see example tool string in the appendix) (EV, 2019). 

2.1.2 Multi-finger caliper  

Multi-finger calipers (MFC) are another technology originating from the oil and gas industry that 
have been adapted to the high-temperature environment of geothermal wells. Standard MFCs (with 
24-finger and 40-finger configurations, for example) have a tool temperature rating of 175°C 
(Lohne, et al., 2017). While this temperature exceeds that of certain other technologies, it still falls 
short of minimizing quenching for geothermal applications.   

The availability of high temperature MFCs initially were limited to X-Y calipers, which features 
four arms arranged perpendicular to each other, enabling diametric measurements from two axes 
of the well bore. Although this method efficiently detected anomalies, its resolution was 
inadequate for detailed analysis of the inner tubular wall. However, in recent times, the geothermal 
community has gained access to an array of high-temperature MFCs for diagnostic interventions. 
Published geothermal case studies feature successful utilization of 24-finger MFCs operating at 
220°C (Khastoo, et al., 2021), 40-finger MFCs operating at 315°C (Sledz, et al., 2020) and 60-
finger MFCs operating in 320°C (Williams, et al., 2016). These advances have paved the way for 
a promising future of MFC logging in geothermal wells.  
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2.1.3 Ultrasonic logging technology 

The genesis of ultrasonic logging tools was mainly utilized in the applications of formation studies 
and fracture evaluation (Tymons, et al., 2023). The utilization of ultrasonics for analysis of cased 
holes applications were developed in the late 1960s. While the camera technology was already 
available at this time, the ultrasonic method enabled data collection in opaque fluids (Luthi, 2001). 
The initial technology setup compromised a solitary transducer emitting a pulse signal and the 
signal was retrieved at the same sensor, where the signal transit time and amplitude was converted 
to data. This approach necessitated a motorized rotation of the tool to gather comprehensive data 
around the circumference of the target, which introduced certain limitations to the technology. In 
addition to inner radial measurement, transmission of low frequency signals enables the ultrasound 
tools to detect anomalies, e.g., corrosion, on the outer casing wall through measurements of wall 
thickness (Luthi, 2001) (Tymons, et al., 2023). In 2009 significant improvements were made to 
the circumferential resolution through the development of phased array ultrasonic tools, which 
were configured with multiple transducers. These sensors enable the creation of a 3D map of the 
surroundings, through the control of the focal length, the direction of the transmitted signal and 
the convergence of multiple received signals. (Tymons, et al., 2023). Ultrasonic technology has 
been engineered to operate in the elevated temperatures associated with geothermal fields and has 
been reported to function in up to 300°C for time-limited applications (Ásmundsson, et al., 2014).    

2.2 Comparing diagnostic technologies 

Unexpected changes in a well’s flow performance and/or structural integrity are common 
challenges, both within oil and gas and geothermal contexts. These alterations involve metal loss 
and restrictions, posing a threat to well integrity and operational viability. The ability to assess and 
make informed decisions is significantly dependent on the logging technology selected, 
particularly with regards to their data resolution and data quality. In this section, a comparative 
assessment will be conducted regarding the resolution and data quality of the diagnostic 
technologies introduced above. 

The discrepancy in the measuring methodology can be related to a temporal resolution, referring 
to the volume of information that can be obtained at a single frame or sample depth. Video 
technology obtains data in a three-dimensional mode: as radial information (distance from the 
lens), along the wells circumference (horizontal field of view) and the wells depth or height 
(vertical field of view) are considered. While the other technologies discussed capture data on a 
two-dimensional plane containing the radial information (radial measurements) and the 
circumference. The planar mode of measuring for MFC and ultrasound technologies hence require 
vertical movement to build a three-dimensional image, while video technology captures it in a 
single image frame (Figure 6) (Tymons, et al., 2023). Furthermore, the high frame rate of the video 
technology (around 25 frames per second (EV, 2023)) facilitates the capability of capturing 
movement within the captured data volume, e.g., fluid leakage. 
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Figure 6: Illustration of three-dimensional mode of data capture (left) and two-dimensional mode (right) 
(Tymons, et al., 2023). 

The selection of technology for detailed analysis is influenced significantly by data resolution, i.e., 
ensuring that the data is detailed enough to make informed decisions. Among the discussed 
technologies, camera and ultrasound technology exhibit the highest level of vertical resolution 
around 0.1 mm and 2.3 mm sampling rates respectively (EV, 2023), contributing to comprehensive 
data acquisition across the well. In contrast, the data sampling resolution in MFC technology is 
commonly between 3 mm to 5 mm, yielding a coarser level of resolution.  

Circumferential resolution poses another aspect where MFC technology presents a shortfall 
compared to the other technologies. The motorized rotation functionalities featured in simpler 
camera and ultrasonic technologies, as well as the advanced multi-sensor array tools, enable 
comprehensive data collection spanning the entire circumference. MFC data acquisition around 
the circumference is constrained by the finger configuration as space between the fingers will not 
record any details from the tubular surface, and thus poses the potential to overlook crucial data. 
Furthermore, the completion design in geothermal wells tend to have a larger casing size in 
comparison with standard oil and gas wells to accommodate heat transfer and production 
optimization. Common casing sizes found in geothermal wells range between 8 ½ to 10 ¾ inches, 
while typical sizes reported in oil and gas wells range between 4 ½ to 6 ¾ inches (Ramis & 
Teodoriu, 2018). The increase in circumferential distance has a direct impact on the resolution of 
the MFC tool (Figure 7). The circumferential resolution is significantly less affected by changing 
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casing sizes in the camera technology or acoustic tools as they capture between 10x and 100x 
samples in the circumferential plane than an MFC. 

 

Figure 7: Illustration of circumferential resolution between different pipe sizes in a 24-finger MFC. 

A significant distinguishing factor among the three technologies is the radial measurement 
capabilities of ultrasonic and MFC technologies. A common objective in an integrity survey is to 
investigate the minimum measured inner diameter of the wellbore, a parameter often pivotal in 
determining the well drift for remediation tools. A well restriction caused by tubular deformation 
requires more sophisticated data analysis and processing to accurately model the true nature of the 
restriction. In these instances, hindrance arises from the shape e.g. a bend or buckle in the pipe 
rather than simply an alteration in diameter.  

With most geothermal fields being in active geological regions, the capacity to identify anomalies 
on a radial plane and in eccentricity (referring to tool string deviation from well bore axis) is thus 
advantageous in MFC and ultrasonic technologies. Calculations performed during data processing 
enables an Operator to sustain operation and production of a deformed well through drift 
simulations and quantitative analysis of the well shape (Figure 8). Camera technology does pose 
the ability detect deformations through the side-to-side movement as it manoeuvres through the 
deformed area. However, while this yields depth information, cameras alone cannot capture 
quantitative data for this issue.  
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Figure 8: Graph displaying drift simulation computed using MFC technology across a deformation. The graph 
serves as a tool to facilitate configuring a tool string assembly that can navigate the deformation based 
on OD and length (EV, 2022). 

In addition, when investigating metal loss and other forms of restrictions (e.g., scale build-up) the 
radial measurement capabilities of MFC and Ultrasonic sensors are favourable. However, surface 
rugosity created on a tubular wall due to features such as heavy pitting or scale affect the energy 
intensity of the received signal through scattering when utilizing an ultrasonic technology (Wang, 
et al., 2018). MFC technology would thus obtain a higher level of accuracy in the data compared 
with the ultrasonic technology, which can be crucial when analysing metal loss. 

Advances in downhole camera image processing capabilities have led to the development of visual 
analytics that allows measurements to be made from features observed in the data (Figure 9). These 
measurements can include radial restriction measurements, anomalies (e.g., pitting area) or 
statistical analysis of perforated well intervals or sand screens. The latter two have been utilized 
in the oil and gas industry to optimize frac distribution and performance or identify reservoir zones 
with higher sand production or calculate restricted flow paths in base holes (Tymons, et al., 2019). 
Although these measurements are not continuous within the logged interval, because of the sample 
rate for a MFC, they provide quantitative information from specific features.  
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Figure 9: Image displaying the application of visual analytics where the area of pitting has been measured along 
length measurements of tractor tracks in an oil and gas well (EV, 2019). 

The advantages and disadvantages of the technologies discussed above display variation in their 
possible well intervention application. In summary, the video technology has a higher degree of 
flexibility in terms of applicable job objectives, but the absence of radial information can at the 
same time be disadvantageous. In particular in wells with deformations or significant metal loss. 
The integration of data has been documented by the oil and gas industry from both MFC data 
combined with video data (Hamid, et al., 2022) (Figure 10), and ultrasonic data combined with 
video data (Tymons, et al., 2023)(Figure 11) which could be adapted to the geothermal community. 
Williams et al., (2016) reports the combination of high temperature MFC and electromagnetic 
tools in geothermal wells to evaluate inner casing integrity and the wall thickness. Cooperation 
between service companies performing well intervention with high temperature logging tools 
could enable a fully qualitative and quantitative view of the geothermal well bore, including other 
type of log data not discussed in this paper (e.g., PLT).  
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Figure 10: Log view displaying camera data and MFC data and a 3D representation of the combined datasets 
(EV, 2021). 

 

Figure 11: Log view displaying camera data and ultrasonic data and a 3D representation of the combined 
datasets from the well (EV, 2022). 

3. Geothermal Well Case Studies 
In this section four different types of geothermal wells at different life stages are presented as case 
studies where video technology was utilized as a diagnostic solution in New Zealand. The camera 
tool string in each study was configured with a single lens side view camera (pointing towards the 
casing wall), down view camera (pointing down the well) and a motor with the ability to rotate the 
side view camera, enabling a full 360-degree perspective of the casing wall. Data was captured 
and monitored in real time at surface limiting the time spent on data transfer and data processing 
compared with an alternative memory survey option. A typical tool string diagram with this 
configuration can be found in the appendix. 
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3.1 Production well 

3.1.1 Challenge 

The Operator noted a sharp reduction in well production prompting a routine intervention. It was 
discovered the surface equipment had failed and chemical treatment was not being carried out. 
Preparatory steps for the intervention included the retrieval of ¼” (OD) tubing for the calcite scale 
inhibition system (CIS) to the surface. During the recovery operation the Operator encountered an 
issue with excessive pulling force, creating the inability to the recover the CIS tubing intact. To 
understand the factors contributing to the tubing entanglement and the decline in production, a 
diagnostic intervention was necessary to ultimately regain production in the well.   

3.1.2 Result 

During the descent of the camera tool string into the well significant scale was observed in side 
view and down view (Figure 12A). Sections of the ¼” tubing were observed embedded within the 
scale, explaining the likely cause of the excessive pulling during the prior recovery operation 
(Figure 12B).  

 

Figure 12: (A) Down view image displaying significant scale build-up on casing wall. (B) Side view image 
displaying ¼” anti-scale tubing embedded in scale build-up (EV, 2019). 

The extent of scale accumulation readily observed in the camera footage prompted a mechanical 
clean-up operation to be conducted prior to proceeding with the next stage of the recovery 
operation, to ensure the release of the ¼” tubing from the scale. During the mechanical clean-up, 
parts of the tubing got entangled in the hammer bottom hole assembly and was brought up with it 
to surface (Figure 13). The cameras were utilized during the operation to monitor the clean-up 
progress and subsequently to pinpoint the upper segments of ¼” tubing fragments and their 
orientation, facilitating the fishing operation (Figure 14).  
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Figure 13: Image displaying 1/4" tubing entangled in the hammer BHA. 

 

Figure 14: Processed side view camera data displaying top of parted ¼” anti-scale tubing after scale clean-up 
(EV, 2019). 

All pieces of the fragmented ¼” tubing was successfully retrieved from the well (Figure 15). The 
Operator identified the issues with the equipment and introduced a more robust operating system 
with more effective monitoring to ensure failures were identified. Following the execution of a 
comprehensive chemical scale clean-up (Figure 16 and Figure 17), the CIS tubing was reinstated. 
As a result, the well was subsequently returned to productive operation. 
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Figure 15: Image at surface displaying retrieved ¼” anti-scale tubing fragments. 

 

Figure 16: Image taken during the operation of the live cleanout. 
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Figure 17: Calcite from a live cleanout operation in the discharge silencer box. 

3.1.3 Technology discussion 

The severe scale precipitation described in the study would have been detectable with all the 
technologies discussed in the paper. However, identifying the ¼” tubing could have posed greater 
(or insurmountable) challenges for ultrasonic and MFC technologies.  

When comparing the pipe circumference with the finger coverage provided by a 40-finger MFC, 
the distance between the fingers and the vertical sampling rate surpasses the diametric size of the 
tubing used for scale inhibition. This presents the potential risk of missing data across the ¼” scale 
embedded tubing, leaving the data collection at specific points to chance and uncertainty. 
Moreover, entanglement on the tubing could pose a greater risk for the mechanical fingers of the 
MFC than other instrument types. The ability of the camera to see and immediately understand the 
downhole environment allowing real time risk assessment is beneficial in such situations. 

Ultrasonic technology might also encounter difficulties in detecting the tubing embedded in the 
scale accumulation. However, this would not be a result of insufficient circumferential data 
resolution, but rather the impact of the surface roughness caused by the scale precipitation on the 
signal reception.  

In this specific case, video technology possessed a distinct advantage due to its adaptability to a 
number of different required applications within the same overall operation, including monitoring 
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clean-up operations and the subsequent fishing activities. Although it is possible that ultrasonic 
technology could be utilized after the mechanical scale clean-up for the fishing operation, the 
presence of video technology rendered it the most time and cost-efficient solution for the Operator. 
The larger pipe sizes in the well, perforated liner 10 ¾ and production casing 13 3/8 inches (OD), 
could also influence the selection of sensor technology in this scenario. The restrictive diameter 
caused by the scale was not of significant concern in terms of the well access for bottom hole 
assemblies. If the inner diameter of the completion had been smaller, the scale thickness could 
potentially pose a greater restriction and thus signify the requirement of radial measurements. 

3.2 Injection well 

3.2.1 Challenge 

Steam turbines in geothermal power plants are sensitive to water ingress, produced geothermal 
fluid is thus separated depending on phase to mitigate damage. The water separated through this 
process can be used as reinjection fluid to the geothermal system and is often high in silica 
concentration after the separation process (Zarrouk & Purnanto, 2014)(Figure 18). 

An Operator observed a decrease in injectivity in the well following a silica scale clean-up 
operation conducted in a connected separated geothermal water disposal pond. It was thus 
suspected that scale fragments had been injected into the well, leading to blockage in the liner 
perforations. To reestablish the injectivity of the well, the Operator was required to perform a well 
remediation. During the selection of the most effective approach, it was essential for the Operator 
to guarantee the well’s suitability for the selected method, given the corrosive properties inherent 
to separated geothermal water. 

 

Figure 18: Image displaying the separated geothermal disposal water pond connected to the injection well 
(Shutterstock, 2022). 
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3.2.2 Result 

Video camera footage confirmed the injection of silica fragments in the perforated liner and the 
blockages they had created. The side view camera displayed how the perforations were either 
completely or partially blocked by the fragments (Figure 19). 

 

Figure 19: Side view camera images displaying silica fragments in fully or partially blocking perforations (EV, 
2019). 

During its descent into the well, the down view camera also detected the presence of a well 
deformation. A deviation in the well trajectory away from its expected center line was discovered 
as the camera tool string was observed being pushed towards the wall (Figure 20). Furthermore, 
minor corrosion was detected in the well, but the Operator was confident that tubular integrity was 
suitable for the selected remediation method. 

 

Figure 20: Sequence of down view images displaying the detection of a deformation in the well (EV, 2019). 

The identified deformation was concluded not to inhibit the functionality of the well and the 
Operator could therefore proceed with the well remediation. An online chemical cleaning method 
was performed on the well to remove the scale fragment blockage in the perforations, and the 
injectivity of the well was restored. 
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3.2.3 Technology discussion 

In this study, camera technology has potential advantages in confirming the presence of scale 
fragments within the perforated liner, compared to other technologies previously discussed. For 
instance, Tymons et al., (2023) described incomplete perforation data in ultrasonic data where 
perforations were filled with proppant. Here ultrasonic reflections from the proppant could not be 
distinguished from reflections from the surrounding casing making perforations difficult to 
identify. Similarly, scale fragments in the perforations of the injection well could create a similar 
scenario. The absence of indicative data of perforations would imply that the scale fragments have 
indeed contributed to the blockage, although it would not fully describe the extent of blockage in 
each individual perforation. The ability of the MFC technology to detect blockages would hinge 
on the compactness of the blockage material. If the blockage possesses a certain degree of mobility, 
the tool finger may not register it properly. As with ultrasonic technology, the MFC would not be 
able to register the degree of blockage.  

In the casing integrity inspection, the alternative technologies could offer a more detailed analysis 
of the casing wall and the deformation, albeit with a lower resolution than the camera images. 
Calculations of pitting depth and metal loss would provide the Operator with a more 
comprehensive corrosion assessment of the casing and the overall well integrity. Moreover, the 
MFC and ultrasonic technologies could yield additional insight on the deformed area. 

3.3 Monitor well (1) 

3.3.1 Challenge 

The Operator of a monitor well encountered a restriction in the liner during a well intervention. 
Due to the frequent challenge of ground subsidence in the field, the Operator found it necessary to 
conduct a diagnostic intervention to investigate the underlying cause and extent of the restriction. 

3.3.2 Result 

Mechanical damage in the form of a breach in a liner joint connection was revealed from the down 
view camera footage. External forces applied to the liner had created an ovalized circumferential 
shape to the breached liner, and thus restricted the inner dimeter across the shorter axis (Figure 
21).  
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Figure 21: Down view image displaying liner breach with oval appearance (EV, 2019). 

The side view camera displayed the presence of holes and splits in the liner wall across the 
damaged liner section (Figure 22 and Figure 23). Gas ingress observed in the camera video footage 
contributed to additional evidence that the damage to the liner wall was fully penetrating. 

  

Figure 22: Processed side view camera data displaying splits and holes the liner around the full circumference 
(EV, 2019). 

 

Figure 23: Processed side view camera data display the liner wall condition around the full circumference (EV, 
2019). 

The Operator concluded that the mechanical damage to the well was beyond repair and ultimately 
decided to decommission the well. In the abandonment preparations, the damaged section 
underwent a mechanical swaging procedure to facilitate access to the wellbore. Gravel was later 
pumped into the reservoir zone to fill the annular space between the well and the reservoir. The 
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well was subsequently cemented all the way up to the surface. Pressure tests confirmed that the 
well was fully isolated, and that the abandonment could be finalized. 

3.4.3 Technology discussion 

This case study extends beyond a singular suitable logging technology. While certain details such 
as small splits might not be readily detected by an MFC, it is unlikely that the extent of the damage 
would not be observed. Video technology’s high-resolution data clearly displays the extent and 
nature of the damage around the full circumference while rotating. In contrast, both MFC and 
ultrasonic technologies have the capabilities to capture a quantified assessment of the breach in a 
single pass. Furthermore, the radial measurements obtained through these technologies could 
confirm the complete penetration of the liner. As for the video technology, the observed gas ingress 
added a higher degree of certainty to the features resembling holes. 

3.4 Monitor Well (2) 

3.4.1 Challenge 

While conducting a well intervention, an Operator discovered a collapse within a monitor well 
caused by ground subsidence. Due to the extent of the damage, the decision was made to abandon 
the well. Consequently, preparations were underway prior to the commencement of the main 
abandonment operation. These preparations entailed milling through the collapsed section to 
improve access to the wellbore below it. During the milling operation, an anomalous obstruction 
was encountered at the liner top. As a result of the discovery, a diagnostic intervention was required 
to identify the nature of the obstruction and to confirm that the milling job had been completed as 
planned.  

3.4.2 Result 

The obstruction at the top of the liner was successfully detected by the down view camera which 
indicated a blockage. Upon closer inspection, it was revealed that the blockage material 
compromised debris resulting from the previous milling operation. This finding provided  
confirmation that no other damage had occurred in the well (Figure 24). 

2000



Waldheim et al. 

 
Figure 24: Down view images displaying the obstruction from a zoomed-out perspective (left) and zoomed-in 

perspective (right) (EV, 2020). 

Results of the milling operation was inspected utilizing the side view camera. No anomalies, such 
as side tracking, were observed (Figure 25). Data captured by the cameras also concluded that no 
restriction remained in the milled widow. During the descent of the camera tool string into the 
well, a minor deformation was observed above the milled section using down view camera footage. 
However, the deformation was concluded not to be significant enough to jeopardize the well 
abandonment (Figure 26). 

 

Figure 25: Side view images from the milled area in the well (EV, 2020). 
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Figure 26: Down view images showing the camera pushed to side of the wellbore indicating a dog leg 
deformation above the milled area (EV, 2020). 

With the Operator confident of the well integrity and that the restriction encountered did not 
require further intervention, the abandonment operations could proceed. A cement plug was set at 
the liner top, and the well was subsequently filled with cement up to surface. The abandonment 
was finalized after pressure tests concluded full isolation. 

3.4.3 Technology discussion 

Data acquisition with ultrasonic and MFC technologies depends on sensor movement across a 
feature to record information from it. In this case study, neither of the technologies would have 
been able to pass the obstruction and thus no relevant data could be gathered. Furthermore, the 
resolution of the technologies would limit the possibility of identifying the type of material 
creating the blockage. The ability to look down the well below the sensor is a clear benefit of a 
camera for the type of restriction observed in this well. 

Across both the milled area and the observed deformation, the camera configuration was able to 
obtain the necessary information to confirm the well status required for abandonment. 
Nevertheless, in instances where the well is not in an abandonment phase, data derived from MFC 
and ultrasonic technologies could offer additional insights that would be valuable for subsequent 
operations in the well.   

4. Conclusion 
The exploitation of geothermal energy for electrical power generation is a step in the right direction 
towards a greener energy industry. To support and facilitate geothermal wells used for this purpose 
leveraging expertise and technology from the well-established oil and gas sector, and its 
technological adaptation to the distinct well climate, was demonstrated to be effective. This paper 
has discussed three such widely used logging technologies, each adapted to a high temperature 
logging environment.  
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Downhole video technology has a demonstrated successful track record in geothermal well 
interventions. One of its standout advantages compared to other technologies lies in its high-
resolution data, which presents a time efficient logging alternative that eliminates the need for 
additional data processing, rendering it accessible, intuitive and easily comprehensible. Moreover, 
the technology exhibits operational versatility across a wide range of scenarios. More advanced 
camera technologies, such as circumferential sensor array configuration, would evolve and become 
available for geothermal applications with enhanced temperature compatibility. This would 
improve data coverage and reduce operational time by eliminating the need for motor rotation to 
obtain a comprehensive view across a logged interval. 

Although video technology excels in many aspects, it does not record quantified radial information 
– a domain where the high temperature ultrasonic and MFC technologies have significant 
advantages. The case studies capture that video technology is often utilized in scenarios where the 
nature of the downhole problem e.g. a restriction or integrity failure is unknown. The data is thus 
used as a foundation for the decision making for subsequent activity, which could possibly at times 
result in deploying an alternative logging technology (e.g., to quantify metal loss).  

Logging technologies for standard oil and gas wells with generally lower temperatures have 
advanced to combine logging tools into a single tool string and integrate different types of datasets. 
While similar technologies are available with high temperature adoption individually, enhanced 
data resolution and quality could be achieved through collaborative data integration and 
cooperation between service companies and technology developers. This would harness the 
technologies’ advantages while limiting their disadvantages and ultimately obtain a 
comprehensive and quantitative wellbore profile for geothermal Operators.   
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ABSTRACT  

Augmenting geothermal power plants with battery storage can provide flexible and reliable power 
in decarbonized electricity grids, supplementing more variable power sources such as wind and 
solar. To simulate the integrated geothermal and battery system, we developed a coupled physics 
model, involving the geothermal subsurface resource, production and injection wells, power plant, 
and battery storage. Additionally, we incorporated publicly accessible forecasts of the California 
power markets developed by Energy and Environmental Economics, Inc., such that gross revenue 
spans returns from wholesale power markets, capacity value, and renewable energy certificates. 

We use a multitask learning framework with two levels of temporal abstraction: (1) low level, and 
(2) high level. These abstractions target interdependent objectives toward optimizing the initial 
design and sequential dispatch of the integrated geothermal and battery facility. Our agent achieves 
a net present value (NPV) of $523 million, which is superior to two baseline scenarios we 
examined. We observed a quick convergence across static decision variables after approximately 
1000 episodes. However, NPV takes longer to converge as the reinforcement learning agent of our 
framework takes longer to learn an optimal battery dispatch policy. Generally, our algorithm 
displays an arbitrage behavior, i.e., charging and discharging from the grid during hours of low 
and high electricity prices, respectively. Meanwhile, the model has the tendency to almost always 
charge from the power plant whenever there is available energy storage capacity in the battery 
unit. 

These findings indicate that a multitask framework holds a great potential to solve other design 
and dispatch optimization problems toward flexible geothermal power systems, such as 
simultaneous system static design and sequential dispatch, long-duration storage, and 
coproduction of district heating and power. 
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1. Introduction 
The California net-zero carbon economy has been dependent on the rapid growth of solar and wind 
electricity, as well as electrification of transportation and heating. However, the increasing reliance 
on weather-dependent renewables can raise grid reliability challenges which mandate careful 
resource planning. Hence, there is a need for “clean firm power”: carbon-free power resources that 
are always available for as long as needed. Diversity of resources across dispatch capabilities is 
also desirable and found to reduce the cost of full grid decarbonization (Long et al. 2021). 
Generally, a renewable resource is more appealing when it can integrate cost-effectively into the 
energy mix and shift its power output to span diverse forms of dispatch, e.g., baseload, hourly, 
daily, and seasonal. 

Geothermal energy provides clean firm power, which has been viewed historically as a baseload 
or “always-on” resource with high-capacity factors. However, the high penetration of intermittent 
resources caused an increase in the value of flexible geothermal generation that would fill in the 
diurnal and seasonal gaps. Under the Grid Modernization Initiative launched by the U.S. 
Department of Energy, the Geothermal Technologies Office invested in the Beyond Batteries 
initiative, which aims to integrate geothermal energy into a flexible and controllable resource 
through underground storage (Dobson et al. 2020). In the 2021 U.S. Geothermal Power Production 
and District Heating Market Report, the National Renewable Energy Laboratory identified 
dispatchable geothermal energy as one of the top ten emerging geothermal technologies (Robins 
et al. 2021). Hence, there is a need for techno-economic analysis to evaluate the economics and 
requirements of flexible geothermal operations when integrated with storage facilities for future 
decarbonized electricity grids. 

The literature shows limited studies and field implementations analyzing the techno-economics of 
flexible geothermal power dispatch (Ricks et al. 2022; Millstein et al. 2021; Garabetian 2021; 
Rutqvist et al. 2021; Rutqvist et al. 2020; Dobson et al. 2020; Petursdottir et al. 2020; Hardarson 
et al. 2018; Nordquist et al. 2013; Minson et al. 1985). None of these works considers battery units 
as means of storage in geothermal power facilities. In recent efforts, both Calpine and the Northern 
California Power Agency have been evaluating the installation of battery banks at The Geysers 
geothermal field to optimize power dispatch and boost profits. In a recent study, we investigated 
the optimization of flexible integrated geothermal systems and battery storage (Aljubran et al. 
2023). We posed the problem as a “planning'” task where we assumed knowledge of the 
environment transition and reward dynamics and applied genetic algorithms (GA). However, this 
approach is lacking because the transition and reward dynamics are unknown and stochastic in 
practice. 

On the other hand, there exist studies in the literature using reinforcement learning (RL) to 
optimize the dis/charge of battery units coupled with energy systems (other than geothermal), such 
as solar power (Liu et al. 2018; Shang et al. 2020, Krishnamoorthy et al. 2021; Stai et al. 2022). 
However, they assumed a fixed design for the battery and energy system facility (e.g., battery 
power capacity) and only optimized for the optimal dispatch of the system over time. 

In this study, we posed the techno-economic optimization of integrated geothermal system with 
battery storage as a “learning” problem with unknown environment dynamics. We aim to 
simultaneously optimize: (1) the initial geothermal and battery facility design (static decisions), 
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and (2) the battery power dis/charge schedule (temporal decisions) using a multitask RL 
framework which couples RL and GA agents. 

2. Problem Statement 
We considered the integrated geothermal design seen in Figure 1. The produced geofluid flows 
from one or more producer wells at variable mass flow rates, passes through a heat exchanger (e.g., 
vaporizer and preheater train) to boil a binary working fluid, and is reinjected at one or more 
injector wells with variable mass flow rates. The boiling binary working fluid spins a turbine to 
generate power and then runs through a dry condenser before reentering the heat exchanger train. 
We considered two means for flexible generation: (1) power plant bypass, and (2) battery storage. 
We are interested in projects where revenue is earned through trading in the free market as 
managed by an independent system operator. In this work, we considered three revenue streams: 
wholesale market based on real-time (RT) wholesale markets, capacity markets, and renewable 
energy certificates (RECs) markets. In a previous work (Aljubran et al. 2023), we developed an 
integrated techno-economic simulator that was also used in the current work. We briefly 
summarize the relevant techno-economic details in this section. 

 
Figure 1: Diagram of a geothermal resource developed with producers and injectors, and a binary power plant. 

This configuration incorporates two means for flexible geothermal power operations: (1) power plant 
bypass, and (2) battery. Revenue is acquired from trading in the free power market. 

2.1 Physical Parameters 

We categorize the problem parameters into fixed variables, state variables, and decision variables. 
Fixed variables (f) include the initial development design, i.e., subsurface geothermal model, 
number of producers (Nprd), number of injectors (Ninj), wellbore configurations, nameplate power 
plant capacity (PPC), capacity factor (CF), bypass piping, and battery design. Whereas we fixed 
most of these variables, we optimized for PPC, and battery power and energy capacities while 
simultaneously solving for the respectively optimal dispatch schedule. State variables (s) vary over 
time (t) and must be computed for each timestep (Δ𝑡𝑡). The state variables can be divided into three 
categories: upstream, downstream, and electricity market. Upstream state variables are associated 
with the reservoir and wellbore conditions, i.e., reservoir pressure (𝑃𝑃𝑡𝑡𝑟𝑟) and temperature (𝑇𝑇𝑡𝑡𝑟𝑟), and 
producer wellhead temperature (𝑇𝑇𝑡𝑡

𝑝𝑝𝑟𝑟𝑝𝑝). Downstream state variables relate to the power plant 
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output, i.e., ambient temperature (𝑇𝑇𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎), injection water temperature (𝑇𝑇𝑡𝑡
𝑖𝑖𝑖𝑖𝑖𝑖), geofluid consumption 

efficiency (𝜂𝜂𝑡𝑡
𝑝𝑝𝑝𝑝), battery state of charge (SOC), and operational limits of ramp up/down power and 

mass flow rates. State variables also involve the state of electricity market, i.e., real-time market 
prices (𝑝𝑝𝑡𝑡𝑅𝑅𝑅𝑅), capacity value (𝑝𝑝𝑡𝑡

𝑐𝑐𝑎𝑎𝑝𝑝), RECs value (𝑝𝑝𝑡𝑡𝑅𝑅𝑅𝑅𝑅𝑅), and battery effective load carrying 
capacity (𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡). Lastly, decision variables (a) are quantities determined by the optimization 
algorithm with the objective of maximizing the economic value of the flexible geothermal system 
operations. Some decision variables are static, i.e., battery power capacity 𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡 and duration 
𝐵𝐵𝐵𝐵𝑎𝑎𝑎𝑎𝑡𝑡. Other decision quantities are temporal, i.e., battery charge from the power plant 
(�̇�𝑝𝑡𝑡

𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎,𝑝𝑝𝑝𝑝) or grid (�̇�𝑝𝑡𝑡
𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎,𝑎𝑎𝑟𝑟𝑖𝑖𝑝𝑝), and discharge (�̇�𝑝𝑡𝑡

𝑝𝑝𝑖𝑖𝑑𝑑𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎,𝑝𝑝𝑝𝑝) power. The objective is to 
maximize net present value (NPV) by dynamically controlling system power generation (Gt). 

2.2 Financial Parameters 

With geothermal power plant lifetime of 𝑁𝑁𝑙𝑙
𝑝𝑝𝑝𝑝 years and inflated nominal discount rate (d), the 

objective is to maximize NPV defined as the sum of discounted annual profits, seen in Eqs. 1-6. 
For a given year (n), annual profits are defined as the difference between the annual revenue (𝑅𝑅𝑖𝑖 ) 
and annual cost (𝐸𝐸𝑖𝑖 ). The latter is calculated as the sum of the annual short-run marginal cost 
(SRMCn) of total annual generation (Gn), and fixed cost of capacity (FCOCn) which is constant 
over years. Since geothermal power does not involve carbon emission and fuel costs, SRMCn is 
equal to the variable operation and maintenance cost (VOMn) minus production tax credit (PTCn). 
Meanwhile, FCOCn is equal to the sum of the levelized cost of capacity (LCOCn) and annual fixed 
operation and maintenance cost (FOMn) minus investment tax credit (ITCn). We used the cost 
recovery factor (CRF) to calculate LCOCn for overnight capacity cost Ccap including storage 
facility cost. Meanwhile, 𝑅𝑅𝑖𝑖  is calculated as the revenue from the RT, capacity, and RECs markets 
based on the generation schedule, as seen in Eq. 7, where 𝐺𝐺{𝑖𝑖,𝑡𝑡}

𝑅𝑅𝑅𝑅 = 𝐺𝐺{𝑖𝑖,𝑡𝑡}, since the RT market is 
treated as the sole revenue stream to wholesale markets. Note that the effective PPC accounts for 
reservoir depletion, while 𝐺𝐺{𝑖𝑖,𝑡𝑡} is a function of the flexible dispatch schedule. 

𝑁𝑁𝑃𝑃𝑁𝑁 = ∑ 𝑅𝑅𝑛𝑛−𝑅𝑅𝑛𝑛
(1+𝑝𝑝)𝑛𝑛

𝑁𝑁𝑙𝑙
𝑝𝑝𝑝𝑝

𝑖𝑖=0           (1) 

𝐸𝐸𝑖𝑖 = 𝑆𝑆𝑅𝑅𝑆𝑆𝐸𝐸𝑖𝑖 ⋅ 𝐺𝐺𝑖𝑖 + 𝐹𝐹𝐸𝐸𝐹𝐹𝐸𝐸𝑖𝑖 ⋅ 𝑃𝑃𝑃𝑃𝐸𝐸        (2) 

𝑆𝑆𝑅𝑅𝑆𝑆𝐸𝐸𝑖𝑖 = 𝑁𝑁𝐹𝐹𝑆𝑆𝑖𝑖 − 𝑃𝑃𝑇𝑇𝐸𝐸𝑖𝑖         (3) 
 

𝐹𝐹𝐸𝐸𝐹𝐹𝐸𝐸𝑖𝑖 = 𝐸𝐸𝐸𝐸𝐹𝐹𝐸𝐸𝑖𝑖 + 𝐹𝐹𝐹𝐹𝑆𝑆𝑖𝑖 − 𝐼𝐼𝑇𝑇𝐸𝐸𝑖𝑖        (4) 
 

𝐸𝐸𝐸𝐸𝐹𝐹𝐸𝐸𝑖𝑖 = 𝐸𝐸𝑅𝑅𝐹𝐹 ⋅ 𝐸𝐸𝑐𝑐𝑎𝑎𝑝𝑝          (5) 

𝐸𝐸𝑅𝑅𝐹𝐹 = 𝑝𝑝⋅(1+𝑝𝑝)𝑁𝑁𝑙𝑙
𝑝𝑝𝑝𝑝

(1+𝑝𝑝)𝑁𝑁𝑙𝑙
𝑝𝑝𝑝𝑝
−1

          (6) 

𝑅𝑅𝑖𝑖 = �𝑃𝑃𝑃𝑃𝐸𝐸 ⋅ 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖
𝑝𝑝𝑝𝑝 + 𝐵𝐵𝐸𝐸𝑖𝑖 ⋅ 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝑎𝑎𝑎𝑎𝑡𝑡� ⋅ 𝑝𝑝𝑡𝑡

𝑅𝑅𝑎𝑎𝑝𝑝 + ∑ ∑ 𝐺𝐺{𝑡𝑡,𝑖𝑖}
𝑅𝑅𝑅𝑅

𝑖𝑖
8760
𝑡𝑡=1 ⋅ �𝑝𝑝{𝑡𝑡,𝑖𝑖}

𝑅𝑅𝑅𝑅 + 𝑝𝑝{𝑡𝑡,𝑖𝑖}
𝑅𝑅𝑅𝑅𝑅𝑅�  (7) 
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3. Methodology 
Our multitask RL approach uses two levels of temporal abstraction: (1) low level, and (2) high 
level. These abstractions target interdependent objectives toward optimizing the initial design and 
sequential dispatch of the integrated geothermal and battery facility. As seen in Figure 2, the high-
level abstraction is concerned with optimizing the initial geothermal and battery facility design 
(static decisions) using a GA agent, 𝜋𝜋𝐺𝐺𝐺𝐺. At each episode (k), this agent determines the static 
design vector 𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐 which sets a new task; in other words, each episode is a new task defined by 
𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐. Meanwhile, the low-level interactions aim at optimizing the battery power dis/charge 
schedule (temporal decisions) using an RL agent, 𝜋𝜋𝑅𝑅𝑅𝑅, that determines the battery dispatch 
schedule at each timestep (t) of episode (k), 𝒂𝒂{𝑘𝑘,𝑡𝑡}

𝑡𝑡𝑎𝑎𝑎𝑎𝑝𝑝𝑡𝑡𝑟𝑟𝑎𝑎𝑙𝑙. Optimization is done simultaneously at 
both levels. 

 
Figure 2: Demonstration of how the two-level temporal abstraction is posed, such that two agents interact 

simultaneously with the environment. 

3.1 High-Level Abstraction 

For each episode (k), our algorithm takes a single-shot decision that directly governs the 
environment transitions 𝒯𝒯 and rewards ℛ. Hence, each new episode is potentially a new task; in 
other words, k indexes both episodes and tasks seen by our algorithm. Thus, the low-level and 
high-level interactions are interdependent. At the start of each new episode k, 𝜋𝜋𝐺𝐺𝐺𝐺 proposes a high-
level decision vector 𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐 which configures the environment into a new task for the low-level 
agent 𝜋𝜋𝑅𝑅𝑅𝑅 to generate rollouts of interactions. While the RL agent parameters are updated using 
stochastic gradient descent as it interacts with the environment, the high-level GA is only updated 
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at the end of each episode when it receives NPV. Hence, these NPV estimates are stochastic as 
they reflect the quality of the (1) high-level decision vector, and (2) RL agent. 

3.2 Low-Level Abstraction 

In practice, optimizing power dispatch schedules involves stochastic sequential decision making. 
Therefore, we propose to use the RL framework to develop optimal strategies for sequential 
decisions under an uncertain and dynamic environment (Sutton and Barto 2018). We pose this 
problem as a Markov Decision Process (MDP). Consider an agent (i.e., power plant operator) that 
interacts with an environment (i.e., subsurface resource, wellsite, power plant, and electricity 
market) over time with the goal of maximizing the project NPV. Formally, at each timestep (t) 
with environment state 𝒔𝒔{𝑘𝑘,𝑡𝑡}, the agent at a current environment observation 𝑶𝑶{𝑘𝑘,𝑡𝑡} updates its 
belief 𝒃𝒃{𝑘𝑘,𝑡𝑡} using a neural network (𝑔𝑔), takes an action 𝒂𝒂{𝑘𝑘,𝑡𝑡}

𝑡𝑡𝑎𝑎𝑎𝑎𝑝𝑝𝑡𝑡𝑟𝑟𝑎𝑎𝑙𝑙 sampled from a stochastic policy 

𝜋𝜋𝑅𝑅𝑅𝑅, transitions to the next state 𝒔𝒔{𝑘𝑘,𝑡𝑡+1},  with probability 𝒯𝒯�𝒔𝒔{𝑘𝑘,𝑡𝑡+1} | 𝒔𝒔{𝑘𝑘,𝑡𝑡}, 𝒂𝒂{𝑘𝑘,𝑡𝑡}
𝑡𝑡𝑎𝑎𝑎𝑎𝑝𝑝𝑡𝑡𝑟𝑟𝑎𝑎𝑙𝑙,𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐  � 

and receives an immediate reward ℛ� 𝒔𝒔{𝑘𝑘,𝑡𝑡}, 𝒂𝒂{𝑘𝑘,𝑡𝑡}
𝑡𝑡𝑎𝑎𝑎𝑎𝑝𝑝𝑡𝑡𝑟𝑟𝑎𝑎𝑙𝑙,𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐  �. 

In an MDP with infinite horizon, we can pose this sequential optimization task as a dynamic 
programming problem using the Bellman Equation (Bellman and Dreyfus 2015). The goal is to 
learn a policy 𝜋𝜋  that maximizes the state value function 𝑁𝑁𝜋𝜋(𝒔𝒔𝒕𝒕 = 𝒔𝒔), as seen in Eq. 8, which is 
defined as the 𝛾𝛾-discounted expected sum of rewards under policy 𝜋𝜋  starting with state 𝒔𝒔 at 
timestep (t). We also introduce the notion of state-action value function 𝑄𝑄𝜋𝜋(𝒔𝒔𝒕𝒕 = 𝒔𝒔, 𝒂𝒂𝒕𝒕 = 𝒂𝒂), seen 
in Eq. 9, which is defined as the 𝛾𝛾-discounted expected sum of rewards under policy 𝜋𝜋  starting 
with state 𝒔𝒔 and action 𝒂𝒂 at timestep t. Note that the policy discount rate 𝛾𝛾 ∈ [0,1) and is not 
necessarily equal to the economic discount rate quantity d; rather, larger 𝛾𝛾 values set more weight 
on delayed/long-term rewards when training the agent policy 𝜋𝜋 . Since both the transition 𝒯𝒯 and 
reward ℛ models are stochastic and unknown to the control agent, we use model-free algorithms 
with deep neural networks as function approximators. 

𝒱𝒱𝜋𝜋(𝒔𝒔𝒕𝒕 = 𝒔𝒔) = 𝐸𝐸𝒂𝒂𝒕𝒕∼𝜋𝜋[ℛ𝓉𝓉 + 𝛾𝛾ℛ𝓉𝓉+1 + 𝛾𝛾2ℛ𝓉𝓉+2 + ⋯ |𝒔𝒔𝒕𝒕 = 𝒔𝒔] = 𝐸𝐸𝒂𝒂𝒕𝒕∼𝜋𝜋[ℛ𝓉𝓉(𝒔𝒔,𝒂𝒂𝒕𝒕)] +
𝛾𝛾𝐸𝐸𝒂𝒂𝒕𝒕∼𝜋𝜋(⋅|𝒔𝒔);𝒔𝒔′∼𝒯𝒯�⋅�𝒔𝒔,𝒂𝒂𝒕𝒕�[𝒱𝒱

𝜋𝜋(𝒔𝒔𝒕𝒕+𝟏𝟏 = 𝒔𝒔′)]       (8) 

𝒬𝒬𝜋𝜋(𝒔𝒔𝒕𝒕 = 𝒔𝒔,𝒂𝒂𝒕𝒕 = 𝒂𝒂) = ℛ𝓉𝓉(𝒔𝒔,𝒂𝒂) + 𝛾𝛾𝐸𝐸𝒔𝒔′∼𝒯𝒯(⋅|𝒔𝒔,𝒂𝒂)[𝒱𝒱𝜋𝜋(𝒔𝒔𝒕𝒕+𝟏𝟏 = 𝒔𝒔′)]    (9) 

4. Experiments 
In this section, we focus on the experimental setup, algorithms, and parameters used in our 
approach. We also highlight and discuss the significance of the main findings. Particularly, we 
analyze the capability of our approach in optimizing the design and dispatch of the integrated 
system described in Figure 1. 

4.1 Dataset 

To evaluate the techno-economics of a 30-year flexible geothermal system coupled with storage 
in California, we mainly require forecasts for the wholesale, capacity and REC markets, and 
battery capital and operational expenses. We used a publicly accessible avoided cost calculator 
(ACC) developed by Energy and Environmental Economics, Inc. (E3 2022) which spans 2021-
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2050 for the California trading hub NP15. To conduct an evaluation with respect to potential future 
investments in geothermal and storage systems, we considered a project launched in 2025 with a 
30-year financial lifetime. To fully span the project lifetime of 2025-2055, we linearly extrapolated 
the 2022 E3 ACC market forecasts based on yearly growth/decline to cover the desired period. As 
it is atypical to forecast RECs market value, it can be substituted for the carbon cap and trade 
value, which is forecasted in the 2022 E3 ACC calculator. 

As seen in Figure 3, RT locational marginal prices (LMP) and REC values both depict a “duck 
curve” behavior with varying trends over years due to the forecasted expansion in solar and storage 
capacity. Figure 4 demonstrates the respective forecasts for the capacity market and battery ELCC. 
We note that capacity value is relatively high in the first few years and declines continuously to 
zero. This is because the 2022 E3 ACC model bases capacity value on battery capacity expansion 
in California, which is forecasted to increase significantly resulting in diminishing capacity values 
in the presence of wholesale and REC markets depicted in Figure 4. Lithium-ion battery ELCC is 
forecast to also diminish as battery power capacity increases in the California power system. Note 
that battery ELCC in today’s California market is about 90%. In the 2022 E3 ACC models, 
Lithium-ion batteries are characterized with 20 years lifetime and 84% roundtrip efficiency. Figure 
5 shows forecasts for battery capital expenditure, which is calculated based on their energy and 
power components, where each is associated with a corresponding cost. 

 
Figure 3: Annual average hourly price forecasts for the RT (left) and REC (right) markets based on the 2022 

E3 ACC model. 
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Figure 4: Annual capacity value (left) and battery ELCC (right) forecasts based on the 2022 E3 ACC model. 

 
Figure 5: Annual battery power and energy capital costs including interconnection (left), and replacement and 

augmentation forecast (right). 

4.2 Hierarchical Learning Parameters 

For the low-level agent, we use the Rllib implementation of the Asynchronous Proximal Policy 
Optimization (APPO) with one learner worker and 36 actor workers, each with 7 CPUs. Training 
was conducted on the Stanford Sherlock computing cluster. For each episode k with task 𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐, 
we define 𝑶𝑶{𝑘𝑘,𝑡𝑡} to span the previous 24 timesteps of 𝑝𝑝{𝑘𝑘,𝑡𝑡}

𝑅𝑅𝑅𝑅 , 𝑆𝑆𝐹𝐹𝐸𝐸{𝑘𝑘,𝑡𝑡}, 𝑇𝑇{𝑘𝑘,𝑡𝑡}
𝑎𝑎𝑎𝑎𝑎𝑎, and 𝐺𝐺{𝑘𝑘,𝑡𝑡}. We use a 

linearly discretized temporal action space of {1, 2, 3, 4, 5}3, representing charging from the power 
plant (�̇�𝑝{𝑘𝑘,𝑡𝑡}

𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎,𝑝𝑝𝑝𝑝 ∈ [0,𝑃𝑃𝑃𝑃𝐸𝐸𝑘𝑘]), charging from the grid (�̇�𝑝{𝑘𝑘,𝑡𝑡}
𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎,𝑎𝑎𝑟𝑟𝑖𝑖𝑝𝑝 ∈ [0,𝐵𝐵𝐸𝐸{𝑘𝑘,𝑡𝑡}]), and 

discharging (�̇�𝑝{𝑘𝑘,𝑡𝑡}
𝑝𝑝𝑖𝑖𝑑𝑑𝑐𝑐ℎ𝑎𝑎𝑟𝑟𝑎𝑎𝑎𝑎 ∈ [0,𝐵𝐵𝐸𝐸{𝑘𝑘,𝑡𝑡}]). Here, we considered the scenario where a battery unit 

expires before the end of the project lifetime and is replaced by another. Hence, we define 𝐵𝐵𝐸𝐸{𝑘𝑘,𝑡𝑡} 
to be the battery power capacity installed in episode k at timestep t. While the agent actions are 
not constrained, the simulator is developed to internally clip battery dis/charging actions to respect 
physical constrains (e.g., battery energy content, battery energy capacity, available geothermal 
energy). Reward is set to the per-timestep revenue scaled by the battery power capacity, 𝑅𝑅{𝑘𝑘,𝑡𝑡}/ 
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𝐵𝐵𝐸𝐸{𝑘𝑘,𝑡𝑡}. Table 1 summarizes the major model hyperparameters used in configuring the low-level 
APPO agent. 

Table 1. Major RL agent hyperparameters. 

 

For the high-level agent, we used the pymoo implementation of genetic algorithms. For each 
episode k, this GA agent 𝜋𝜋𝐺𝐺𝐺𝐺(⋅) sets the task configuration 𝒂𝒂𝑘𝑘𝑑𝑑𝑡𝑡𝑎𝑎𝑡𝑡𝑖𝑖𝑐𝑐 ∈ ℕ5 with five positive integer 
quantities describing the environment: [PPCk, 𝐵𝐵𝐸𝐸𝑘𝑘

𝑎𝑎𝑎𝑎𝑡𝑡1, 𝐵𝐵𝐵𝐵𝑘𝑘
𝑎𝑎𝑎𝑎𝑡𝑡1, 𝐵𝐵𝐸𝐸𝑘𝑘

𝑎𝑎𝑎𝑎𝑡𝑡2, 𝐵𝐵𝐵𝐵𝑘𝑘
𝑎𝑎𝑎𝑎𝑡𝑡2]. Note that we 

incorporate two battery units since the average lifetime of a battery unit (20 years) is shorter than 
that of a geothermal power plant (30 years), which brings up the decision of potentially installing 
another battery unit during the lifetime of the project. The GA objective is to maximize NPV. 

In configuring the GA agent, we used random sampling, simulated binary crossover (SBX), and 
decaying polynomial mutation (PM) (Deb et al. 2007). Table 2 summarizes the major model 
hyperparameters used in configuring the high-level GA agent, 𝜋𝜋𝐺𝐺𝐺𝐺(⋅). 

Table 2: Major GA agent hyperparameters. 

 

5. Results 
As there exists no prior work for “learning” settings in the context of the described power system 
in Figure 1, we contrast the performance of our approach with two baselines: 

• No Storage: this design considers a traditional power plant facility with no battery storage 
unit. Hence, battery design and dispatch optimization are irrelevant. Rather, we only 
optimize PPC and sell all system power output to the power markets. This baseline choice 
aims at evaluating the usefulness of the static parameters we converge to using our 
approach. 
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• Naive Dispatch: this design considers the same optimal static facility parameters found 
using our approach. However, instead of the trained APPO agent 𝜋𝜋𝑅𝑅𝑅𝑅, it uses a naive battery 
dispatch based on the hour of the day (i.e., 24-hour clock system) using a discrete, 
deterministic strategy to discharge daily during peak power price hours, as seen in Eq. 10. 
 

𝜇𝜇(𝒔𝒔𝒕𝒕) =  �   𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎.                  𝑑𝑑𝑖𝑖 ℎ𝑜𝑜𝑜𝑜𝑎𝑎 ∈ [17,20]
   𝑡𝑡𝑎𝑎𝑡𝑡 𝑡𝑡𝑜𝑜 𝑑𝑑ℎ𝑎𝑎𝑎𝑎𝑔𝑔𝑎𝑎.           𝐹𝐹𝑡𝑡ℎ𝑎𝑎𝑎𝑎𝑒𝑒𝑑𝑑𝑑𝑑𝑎𝑎                    (10) 

As seen in Table 3, we compare the power plant capacity (MW), capacity (MW) for the first and 
second battery, duration (hours) for the first and second battery, and NPV (million $) of the 
described strategies. We first notice that the No Storage baseline yields higher NPV compared to 
the Naive Dispatch baseline with $292 million and $245 million, respectively. This shows that 
installing a battery can be advantageous if not dispatched optimally to the power market. 
Meanwhile, our approach yields NPV of $523 million, which is superior to both baseline scenarios. 

Table 3. Our results compared to baselines. 

 

Furthermore, we note that our algorithm converged to a marginally larger PPC of 67 MW 
compared to the optimal No Storage design of 64 MW. We also notice that the optimal 
𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡1design is 2000 MW, which is the upper limit we set for this static variable. This indicates 
that, when dispatched optimally with an RL agent, it is best to install the maximal 𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡1given its 
profit margin in the California power market forecasts we use in this study. Meanwhile, 𝐵𝐵𝐵𝐵𝑎𝑎𝑎𝑎𝑡𝑡1  is 
found to be optimal at one hour which shows the preference of short-duration storage in such 
markets. Lastly, our optimal design shows it is optimal not to install a second battery after the first 
expires, hence 𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡2 = 𝐵𝐵𝐵𝐵𝑎𝑎𝑎𝑎𝑡𝑡2 = 0.0. 

6. Discussion 
In this section, we report the GA agent learning behavior over episodes. We also inspect the policy 
learned by the RL agent. Particularly, we are interested in the trading behavior the RL agent 
follows to maximize revenue. 

Figure 6 shows the evolution of the objective quantity (i.e., NPV), and static decision variables 
(i.e., PPC, 𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡1, 𝐵𝐵𝐵𝐵𝑎𝑎𝑎𝑎𝑡𝑡1 , 𝐵𝐵𝐸𝐸𝑎𝑎𝑎𝑎𝑡𝑡2 , and 𝐵𝐵𝐵𝐵𝑎𝑎𝑎𝑎𝑡𝑡2) during training. We notice a quick convergence 
across static decision variables after approximately 1000 episodes. However, NPV takes longer to 
converge as the low-level APPO RL agent is still learning a continuously improving battery 
dispatch policy. We can also observe the effect of the decaying GA mutation in that they decrease 
noise as training progresses. This GA mutation decay schedule promotes a more exploratory 
behavior during early training episodes and a more exploitative counterpart over time. In total, the 
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optimization process required approximately 12 hours using a single learner worker and 36 actor 
workers, each with 7 CPUs. 

 
Figure 6: Plot of the algorithm learning curves for NPV, static decision variables, and GA mutation. 

We are also interested in understanding the dispatch behavior across the different strategies. Figure 
7 shows a random one-week period of battery dispatch using the trained RL agent. Generally, it 
displays an arbitrage behavior, i.e., charging and discharging from the grid during hours of low 
and high electricity prices, respectively. Meanwhile, it has the tendency to almost always charge 
from the power plant whenever there is available energy storage capacity in the battery unit. All 
dispatch schedules successfully exploit the installed battery energy capacity, frequently spanning 
the full range of SOC to 100%. Despite not having access to the transition and reward dynamics, 
the RL agent shows a desirable and robust dispatch behavior. Overall, it yields NPV of $523 
million. These results show the significance of the proposed approach to simultaneously optimize 
static and dynamic decision variables in “learning” settings. 
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Figure 7: Plot of dispatch behavior across agents developed in this work for “learning” settings. Note that the 

power market price (top) is the same across all scenarios. 

7. Conclusions 
Augmenting geothermal power plants with battery storage can provide flexible and reliable power 
in decarbonized electricity grids, supplementing more variable power sources such as wind and 
solar. To simulate the integrated geothermal and battery system, we developed a coupled physics 
model, involving the geothermal subsurface resource, production and injection wells, power plant, 
and battery storage. Additionally, we incorporated publicly accessible forecasts of the California 
power markets developed by Energy and Environmental Economics, Inc., such that gross revenue 
spans returns from wholesale power markets, capacity value, and renewable energy certificates. 

The techno-economic viability of these integrated geothermal systems is governed by: (1) the 
initial geothermal and battery facility design (static decisions), and (2) the battery power dis/charge 
schedule (temporal decisions). Using an integrated physics simulator and California power market 
forecasts, we aim to find the optimal system facility design and battery dispatch schedule that 
maximize the net present value over the project lifetime. We use a multitask learning framework 
with two levels of temporal abstraction: (1) low level, and (2) high level. These abstractions target 
interdependent objectives toward optimizing the initial design and sequential dispatch of the 
integrated geothermal and battery facility. The high-level abstraction is concerned with optimizing 
the initial geothermal and battery facility design (static decisions) using a genetic algorithm agent. 
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Meanwhile, the low-level task aims at optimizing the battery power dis/charge schedule (temporal 
decisions) using a reinforcement learning agent that determines the dis/charge of the battery at 
each timestep. Optimization at both levels is done simultaneously. In total, training each of this 
model required approximately 12 hours using a single learner worker and 36 actor workers, each 
with 7 CPUs. 

Our agent achieved NPV of $523 million which is superior to two baseline scenarios we examined. 
We observed a quick convergence across static decision variables after approximately 1000 
episodes. However, NPV takes longer to converge as the reinforcement learning agent of our 
framework takes longer to learn an optimal battery dispatch policy. Generally, our algorithm 
displays an arbitrage behavior, i.e., charging and discharging from the grid during hours of low 
and high electricity prices, respectively. Meanwhile, it has the tendency to almost always charge 
from the power plant whenever there is available energy storage capacity in the battery unit. 
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ABSTRACT 

Since the beginning of the 2000s, private investors have studied and proposed innovative 
projects exploiting medium enthalpy geothermal resources with “zero emissions” into the 
atmosphere. This paper describes the Italian Geothermal Project Casa del Corto presented in 
2014, which foresees the construction of a 5 MW ORC (Organic Rankine Cycle) power plant 
with total fluid reinjection. The Geothermal Project Casa del Corto is located on the eastern 
edge of the large geothermal anomaly of Mt. Amiata (Tuscany), about 3-4 km east of the 
geothermal field of Piancastagnaio (Concession of Enel Green Power). The project foresees 
the geothermal fluid being confined in a closed-loop system. This opportunity is essential both 
from an environmental point of view and social acceptance: possible pollutants inside the 
geothermal fluid are not released into the environment and are directly reinjected into the same 
geothermal reservoir. The project also follows the best practices implemented in Italy by the 
“Guidelines for the usage of medium and high enthalpy geothermal resources” prepared jointly 
by the Ministry of Economic Development and the Ministry of the Environment. 

1. Introduction  
European legislation recognized in the early 2000s geothermal energy as a strategic and 
sustainable renewable energy source to foster with more significant incentives in case of lower 
emissions. Furthermore, the high Italian population density, the conformation of the land, and 
the presence of valuable agriculture impose environmental constraints generally not present in 
other geothermal development areas. The geothermal project Casa del Corto was developed in 
this context: a small power plant to minimize environmental and social impact.  

Casa del Corto Geothermal Pilot Power Plant is an innovative 5 MW zero-emission project 
with a reduced visual impact. In the following, the main characteristics of the project and the 
proposed technical solutions are discussed. 

First, the Casa del Corto Research Permit (RP) was applied for. The RP extends over approx. 
5 km2 (see Figure 1), located on the eastern edge of the great geothermal anomaly of Mt. 
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Amiata (Italy, Tuscany) close to an industrial and an urbanized area contiguous to the steam-
dominated geothermal field of Mt. Amiata where 121 MWe are installed as geothermal power 
plants. 

 
Figure 1: Location of Casa del Corto Research Permit 

Secondly, a pre-feasibility activity was initiated, considering the project's technical, 
environmental and social impacts. 

The local population and authorities are susceptible to any possible transformation of the 
present economic and social activities dominated by rural tourism and the production and sale 
of eno-gastronomic products. Population and local authorities are worried about the emission 
of CO2 and pollutants in the atmosphere (H2S and Hg), land occupation, and visual impact that 
may be perceived as harmful elements for their traditional economic development. 

The project, therefore, aims to reduce the concerns of the population and authorities through 
several innovative technological solutions: fluid production by high-temperature electrical 
submersible pumps (ESP), buried pipelines at high pressure, spill detection, possible energy 
recovery by means of a hydraulic turbine, and visual impact mitigation.   

Besides these environmental aspects, the design solution of Casa del Corto project proposes a 
technology allowing the advantage of eliminating the carbonate scaling characteristic of the 
geothermal fluid. 

Finally, due to these innovative solutions, Casa del Corto was filed as a national interest project 
and, consequently, authorized by a national procedure, obtaining direct access to the Feed In 
Tariff system. 

2. Geological and Geothermal Conceptual Model 
The geological-structural setting around the volcano of Mt. Amiata was characterized thanks 
to the geothermal development of the Bagnore and Piancastagnaio geothermal fields 
(Productive Area in Figure 2a). The scientific community integrated the published data with 
thematic insights (geological, hydrogeochemical, and geophysical) that gave rise to geological-
structural interpretations (Batini et al., 2003; Barelli et al., 2010; Brogi et al., 2015; Ferrari et 
al., 1996; Giannelli et al., 1988; Pandeli et al., 1988). 
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The stratigraphic sequence of the Mt. Amiata area shown in Figure 2a (from surface to bottom) 
has been reconstructed on the basis of well data and geological studies (Batini et al., 2003; 
Barelli et al., 2010; Brogi et al., 2015).  
 
Figure 2b shows the hydraulic properties of the geological formations. The main water surface 
body is a phreatic aquifer hosted in the Volcanic Complex. Two water-dominated geothermal 
systems concern shallow and deep reservoirs, hosted in the Tuscan Nappe (Carbonate end 
evaporitic sequence; TN) and the Metamorphic Complex (mainly phyllites; MRU2). In the Casa 
del Corto RP, the Volcanic Complex (V; see Figure 2) is absent, and, therefore, also the shallow 
aquifer. 

 
Figure 2: a) Geological Map of the Amiata area. In red, the Pilot Permit Casa del Corto (from Barelli et al., 

2010, modified); b) Geologic and hydrogeologic sketch. V: Volcanic Complex; M-P-Q: 
Neoautochthonous and Quaternary Complex; LU: Ligurian Unit; TN1-TN2-TN3: Tuscan Nappe 
Unit; MRU-GC: Metamorphic Complex; MR: Magmatic Rocks (from Barelli et al., 2010) 

Although separated by a thick impervious layer, shallow and deep reservoirs are hydraulically 
connected: all the pressure measurements in existing geothermal wells of Mt. Amiata (Bagnore 
and Piancastagnaio) belong to the same hydrostatic pressure trend with a piezometric level at 
about +230 m above sea level (a.s.l.). This pressure remained constant over the years and was 
not influenced by the geothermal exploitation of the fields of Bagnore and Piancastagnaio 
(Barelli et al., 2010). 
The fluid’s temperature in the first reservoir is around 175 - 180 °C (Baldi et al., 1993). 

The shallow reservoir in the Casa del Corto RP area, hosted in the Tuscan Nappe, has a 
thickness of about 500 m and overlays Metamorphic Basement as shown in Figure 3. 
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Figure 3 Conceptual geological cross-section passing through the permitting area 

The interpretation of temperature profiles of the existing wells drilled near the RP suggests a 
convective circulation between 1,600 and 2,000 m depth inside the Tuscan Nappe and an 
average temperature of about 180 °C clearly defining the presence of a geothermal reservoir 
with a static level at 230 m a.s.l. and therefore at around 90 m from ground level. 

These data and the assumed technical profile of the productive wells allowed us to predict the 
production characteristic curve utilizing a well simulator (Barelli et al., 1982). The design flow 
rate resulted in 150-200 t/h per well. 

3. Project description 
Based on the above considerations, we decided to design a total reinjection ORC power plant 
fed by submersible pumps capable of stabilizing production and avoiding calcium carbonate 
scaling. Three production wells and three reinjection wells were estimated to be necessary for 
a net output of 5 MWe. 

The following main sections will constitute the Casa del Corto Project: 

• One production well pad (called CC1) with 3 production wells 
• The ORC power plant 
• One reinjection well pad (called CC2) with 3 injection wells. 

The ORC plant will be installed next to the production well pad. The reinjection well pad will 
be located approximately 1.5 km from the power plant area in the north direction. Figure 1 
shows the location, and Figure 4 reports the proposed layout of the project. 

The power plant will be connected to the MV (Medium voltage) national grid by an aerial 15 
kV line extending for 5.3 km. 
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Figure 4: Proposed Layout 

The following table shows the main technical data of the Casa del Corto power plant.  

Table 1: Casa del Corto project main technical data 

TECHNICAL DATA 
Production temperature 180°C 
Reinjection temperature 100°C 
Operating pressure 60 bar 
Flow rate per well 155 t/h 
Total production flow rate 465 t/h 
Pipeline diameter 16 inches 
Gross Power 7,55 MWe 
Net Power 5,0 MWe 
Gross efficiency 17,30% 
Auxiliary consumption 2,55 MWe 

3.1 Electrical submersible pumps 
The fluid is produced by ESP (see Figure 5). Their primary purpose is to keep the fluid pressure 
higher than the noncondensable gas bubble pressure. In this way, the fluid is maintained liquid, 
CO2 is not released from the geothermal solution, avoiding the conversion of calcium 
bicarbonate to calcium carbonate. Consequently, carbonate scaling in the wells, pipelines, and 
equipment is prevented. 

On the other hand, using ESP in harsh operating conditions (depth of approximately 1.000 m, 
temperature of 180°C) may reduce the operational reliability. 

 

2026



Basile et al. 

 
Figure 5: Sketch of the ESP 

The cooling system of the motor has to be adequately designed to avoid pump failure because 
of overheating to reduce the number of unplanned maintenance operations. Due to installation 
depth and pump size, lifting operations can be very long and expensive. The proper design of 
the ESP is, therefore, one of the main challenges of this solution. 

In the following table technical characteristics of the required ESP are summarized: 

Table 2: ESP technical characteristics. 

 

 

 

 

Moreover, as shown in Table 1 and 2, it shall be underlined that the geothermal fluid's operating 
pressure is relatively higher than what is normally used in these plants. This feature implies the 
necessity to foresee a high rating for all the equipment in contact with the geothermal fluid and 
components with higher thicknesses than those routinely installed in geothermal installations. 
On the other side, liquid-liquid heat exchangers are smaller and simpler equipment to be 
managed.  

Another advantage of ESP is that it can maximize the geothermal fluid flow rate that each well 
can obtain. In this way, the only limit to the flow rate is the productivity index of the well itself: 
the required pressure to lift the fluid to the wellhead to overcome pressure losses and the 
geodetic head will be guaranteed by the pump head. Maximizing the flow from each well may 
minimize the total number of necessary wells, reducing the project's capital investment.  

Parameter Value 
Flowrate 155 t/h 
Head 75 bar 
Delivery Pressure 155 bar 
Absorbed power 600 kW 
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3.2 Reinjection pipelines 

The reinjection will be performed using pre-insulated underground pipelines to reduce visual 
impact. Pipelines are placed at a depth of 1.5 m below ground level to avoid damage by 
agricultural machinery used to plow the land. This type of solution is extensively used for 
district heating systems, but, in this case, the operating pressure is higher, and the fluid is more 
aggressive. Therefore, the pipeline design has considered these unique features in selecting 
materials and rating. Pre-insulated pipe guarantees lower installation time: pipe and insulation 
are installed at the same time, and thanks to the recent joint systems, the welding time and the 
durability of joints itself, have reached a very high level of reliability with a simple and standard 
welding procedure.  

The risk of soil contamination in case of spill is drastically reduced by utilizing a monitoring 
system for leakage detection that intervenes before geothermal water reaches the soil. In case 
of leakage, the foam humidity causes a decrease in the electrical resistance that shall be detected 
by two copper wires installed in the polyurethane foam layer capable of sending a signal to the 
central control system. This monitoring system can also detect the spill location, allowing for 
a more straightforward and quick repair. A high corrosion allowance value and periodic 
monitoring through ultrasonic non-destructive tests (every 6 months) are foreseen to prevent 
spills occurrence.  

3.3 ORC Power Plant 

The ORC is a double pressure level cycle to increase heat recovery. The process includes a 
recuperator organic/organic to increase the performance and to limit the capacity of the air-
cooled condenser that is, as well known, the most prominent equipment and with the highest 
electric consumption of this kind of plant. Moreover, an experimental “Pergola system” will 
be realized to render some heat available for agricultural purposes and mitigate the power 
plant's visual impact. The system entails the addition of a heat exchanger installed between the 
recuperator and the air condenser. This exchanger heats water circulating in a secondary 
pipelines system partially underground (by structures with a maximum height of 2.6 m). In this 
way, the soil can be kept at a constant temperature of 20-30 °C, allowing for the cultivation of 
typically summer crops throughout the year. 

4. Environmental Impact 
Environmental aspects connected to geothermal project development are receiving increasing 
attention in Europe, particularly in Italy. In July 2016, the Italian Ministry of Economic 
Development and the Ministry of the Environment issued the “Guidelines for the usage of 
medium and high enthalpy geothermal resources” devoted to implementing geothermal 
projects with the minimum environmental impact. Casa del Corto Project follows all the 
recommendations shortly summarized in the following. 

4.1 Air Emission 

Casa del Corto Geothermal Power Plant is a total reinjection plant. Therefore, during regular 
operation, no gaseous pollutants are emitted into the atmosphere. Emissions will be limited 
only to production tests and to the minimal losses of the organic fluid of the ORC system. The 
working fluid selected for the Rankine cycle is penta-fluoro-propane: a non-flammable, non-
toxic fluid, with a low Global Warming Potential value and a null Ozone Depletion Potential. 
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Furthermore, operating procedures are also set to avoid emissions into the atmosphere during 
plant shutdown. 

4.2 Underground Impacts 

Theoretically, the geothermal project exploitation could produce the following effects:  

• reservoir cooling due to reinjection; 
• induced seismicity: micro-seismicity related to all the operational phases of the 

exploitation, including reservoir connection and fluid reinjection into the reservoir;  
• subsidence. 

A 3D numerical model was developed using the software Tough2(R) to evaluate pressure and 
temperature variations in the reservoir due to the production of 450 T/h at 180 °C and 
reinjection of 450 t/h at 100 °C. Figure 6a shows the geothermal conceptual numerical model 
assumed as the basis of evaluation.  

 
Figure 6 : a) 3D Conceptual Model subdivided in three layers (yellow: impermeable cap; blue: geothermal 

reservoir; red: substratum) and with wells. b) Fluid vectors direction from reinjection (CC2B) to 
production (CC1B) wells. 

 

The simulation results predict a variation of +/- 4,5 bar near reinjection and production wells 
after 30 years of production/reinjection. These results imply that, after more than 30 years of 
production/reinjection, the fluid migration (Figure 6b) from the high-pressure area (reinjection) 
to the low-pressure zone (production) is about 95% of the total production flow (450 t/h). 

Reservoir Cooling 
The model estimated a temperature decrease at the production wells of less than 0,5 °C after 
30 and 50 years of fluid reinjection at 100 °C. As a result, the thermal effects due to reinjection 
can be considered negligible. 
 
Induced Seismicity 
Fluid extraction and reinjection may generate stress field alteration in the subsurface because 
of pore pressure variation, isostatic disequilibrium, and poro - and thermo-elastic effects, and 
hence, in turn, may produce seismicity (Manzella et al. 2010; Evans K.F., et al., 2012; McGarr, 
A., 2014). 
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The simulation results were used to evaluate the potential seismic effect magnitude (Mw) 
according to the following Lay and Wallace equation (1995): 

        (1) 

where: 

Δσ = stress drop; 

r = radius of an equivalent circular fault. 

The stress drop (Δσ), according to McGarr equation (McGarr 2014), resulted in 3.6 bar; r was 
assumed 287 m (considering the circular fault intersection with a reservoir volume of 1.01E8 
m3 affected by a ΔP ≥ 3bar, as obtained by simulation).  

The solution of equation (1) produces a value of Mw of – 4.7. Therefore, the 
production/reinjection flow rates considered for Casa del Corto geothermal field should not 
induce any significant seismicity perceivable by the population.  

Subsidence 
Subsidence was also evaluated as 2 cm of soil elevation variation after 30 years of production 
nearby the production wells.  

4.3 Land footprint and Landscape 

The plant layout has been designed to limit its land footprint: the 6 wells (3 productive and 3 
re-injective) will be drilled over two drilling pads for a total of 16.000 m2 of land, utilizing one 
vertical and two deviated wells in each wellpad. As anticipated, the reinjection pipeline will be 
underground to reduce visual impact, and the “Pergola System” will help insert the plant in the 
agricultural-dominated landscape, as roughly shown in Figure 6. 

 
Figure 6 : Rendering of the Power Plant and the Pergola System. 
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5. Future work  
The Casa Del Corto project presents innovative solutions that must be verified and improved 
with operational experience. Following the operation's first results, we also foresee the 
installation in the reinjection wells of a downhole generator to recover the hydraulic energy of 
the reinjected fluid (Enedy and Badger, 2009). This generator is practically a modified down-
hole submersible pump that works as a turbine. The concept was proven in 2009 by NCPA in 
a reinjection well of The Geysers geothermal field. This solution, in our case, is particularly 
convenient, taking into account the considerable operating pressure of the geothermal fluid, 
but its feasibility has to be verified taking into account the casing diameter for the Casa del 
Corto project. (the casing is 9” 5/8 instead of 13” 3/8 used un the NCPA experiment).  
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ABSTRACT 

The United Downs Deep Geothermal Power (UDDGP) project near Redruth, Cornwall, is owned 
and operated by Geothermal Engineering Ltd (GEL) and represents the first integrated deep 
geothermal project in United Kingdom (UK). The plant will start construction at the end of 2023 
and aims to deliver around 1.6 MWe of baseload renewable electricity by the end of 2024. Analysis 
of the geothermal fluid has also identified concentrations of more than 260ppm of lithium in the 
deep resource. 

This paper presents the technical features and technologies adopted to develop this project. To 
develop the geothermal power plant, two deep, directional wells were successfully drilled in 2018-
19 and subsequently tested in 2020-21. The production well was drilled first, to a depth of 5,275m 
Measured Depth (MD) – the deepest onshore well in the UK - and the injection well to 2,393m. 
The power plant, currently under development by Exergy, will be a 1.6 MWe net geothermal 
binary system equipped with Radial Outflow Turbine technology exploiting the geothermal brine 
of the reservoir with a total reinjection of the resource. The system will be delivered in 18 months, 
with start-up expected in 2024. Once in operation, this installation will save around 6,500 tons of 
CO2 emissions per year - Exergy et al. (2023) compared to an equal production of conventional 
fossil fuel power generation. 

1. Introduction 
The increase in global energy consumption and CO2 emissions have led 195 countries to define a 
global action plan to not exceed 1.5°C global warming compared to the preindustrial level - United 
Nations (2016). In order to respect this agreement, in recent years, governments, investors, 
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companies, and private citizens have been directed towards the development of alternative energy 
systems to fossil fuels. The reduction in carbon intensity of the energy sector is one of the most 
relevant issues, not only in the electricity generation section, but also in other activities like 
transportation, which is responsible for a large share of the emissions, and heating and cooling. 
The exploitation of geothermal energy for power generation can significantly contribute to the 
decarbonization of the energy sector thanks to its constant availability and low emission. Unlike 
wind and solar power, which are dependent on weather conditions, geothermal energy provides a 
consistent and reliable source of power. Geothermal power plants can operate around the clock, 
generating electricity consistently, regardless of weather or time of day. This stability contributes 
to grid reliability and reduces the need for backup power sources. 

2. Geothermal State of the art 
Geothermal energy is a clean renewable energy source with a maximum capacity factor of 95% - 
Sullivan et al. (2010). According to theoretical calculations, the energy reserves in the upper 10 
km of the earth's crust are approximately 1.3 × 1027 J. Using the 2012 global energy consumption 
rate of approximately 6.0 × 1020 J/ year as a benchmark, these geothermal reserves could supply 
the global energy use for approximately 217 million years - Shyi-Min et al. (2017).  

Geothermal systems are often categorized into two main types: traditional geothermal 
(hydrothermal) systems and enhanced geothermal systems (EGSs). Traditional geothermal power 
systems have been in development for approximately a century, resulting in mature power 
generation technologies. On the other hand, EGS offers a distinct advantage by accessing more 
abundant heat sources through the creation of artificial fractures in hot rocks and subsequent 
injection of fluids. 

Stefansson (2005) inferred a total electricity generation potential from traditional hydrothermal 
geothermal resources of 200 GWe. Based on a statistical analysis of heat distribution, Goldstein et 
al. (2009) concluded that there is a 70% chance that EGS systems have a potential of 1000 GWe. 
Thus, the technically exploitable geothermal potential is up to 1200 GWe. 

For policy and investment decisions, it is the economic potential that matters. The economic 
hydrothermal potential for year 2050 is about 70 GWe – Bertani (2011). To assess the economic 
value of EGS, it is crucial to note the lack of any commercial experience to-date for EGS systems. 
To achieve a successful EGS installation, specific requirements must be met: a heat exchange 
surface area of at least 1 million m2, a reservoir volume of several cubic kilometers, a maximum 
flow impedance of a few MPa/l/s, and a water loss of no more than 10%. Goldstein et al. (2009), 
suggests that there is an 85% probability of producing at least 70 GWe of EGS power by year 
2050. Thus the technically exploitable geothermal potential is up to 140 GWe for the year 2050. 

Geothermal energy exhibits immense potential as a clean and sustainable energy source, with 
significant reserves that can meet global energy demands for millions of years. The established 
conventional geothermal systems, along with the emerging enhanced geothermal systems, 
contribute to the realization of this potential by efficiently tapping into the Earth's heat resources.  

2.1 Conventional Geothermal Systems 

Conventional Geothermal Systems are typically found in areas where higher geothermal gradients 
allow hot water to flow within permeable rocks at depth. In conventional geothermal applications, 
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a thermal anomaly alone is not sufficient for a productive geothermal resource; a reservoir is also 
required. The reservoir consists of a large body of permeable rocks containing significant amounts 
of fluid, such as water or steam, which carry heat to the surface. Cooler rocks surrounding the 
reservoir, connected by fractures and fissures, act as channels for rainwater to penetrate 
underground. Impermeable cap-rocks often prevent fluid escape, maintaining pressure within the 
reservoir – Barbier et al. (2002). 

The conjunction of these particular characteristics is uncommon, resulting in a notable constraint 
on exploiting the energy reserves in the upper 10 km of the Earth's crust, confining the utilization 
to a limited number of locations worldwide - Moeck (2014). 

2.2 Unconventional Geothermal Systems - Enhanced Geothermal Systems (EGS) 

The currently used term ‘enhanced or engineered geothermal system’ (EGS) has its roots in the 
early 1970s when a team from Los Alamos National Laboratories began the hot dry rock (HDR) 
project at Fenton Hill. - Breede et al. (2013) 

High-temperature HDR (Hot Dry Rock) geothermal systems enable the extraction of significant 
amounts of thermal energy from specific areas of the Earth's surface that are characterized by 
abnormally high temperatures but lack substantial naturally occurring steam or hot water. These 
regions, accessible through conventional drilling methods, consist of dry rock formations. In 
contrast to conventional (wet) geothermal energy sources, which rely on the presence of naturally 
available steam or hot water for economic viability, HDR geothermal systems make use of the 
thermal potential stored within these dry-rock reservoirs - U.S. DOE (2019) 

The main steps for the development of HDRs are:  

1. resource exploration and assessment 

2. drilling of production/reinjection wells 

3. creation of a reservoir (either through stimulation of existing fractures or 
hydrofracturing to create new fractures) 

4. the injection/production cycle for extracting heat 

5. power plant operation 

6. maintenance of the reservoir  

Shyi-Min et al. (2017) 

According to the US Department of Energy - US DOE (2019), Enhanced Geothermal Systems 
(EGS) offer several key advantages over Conventional Wet Geothermal Systems: 

• Contribution to the energy portfolio: EGS holds the potential to become a significant 
contributor to the global energy mix as a clean and renewable energy source.  

• Low Greenhouse Gas Emissions: EGS demonstrates minimal to no greenhouse gas 
emissions. Most EGS geothermal power plants employ closed-loop binary cycle 
technology, which results in negligible greenhouse gas emissions.  
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• Expansion of Geothermal Energy Production: EGS has the capability to facilitate 
geothermal energy development beyond the limitations of traditional hydrothermal areas. 
By leveraging EGS technology, geothermal energy production can be extended to regions 
that were previously considered unsuitable for conventional geothermal systems. 

• Baseload Energy Supply with Reduced Intermittency: EGS can provide baseload energy, 
ensuring a consistent and stable power supply without significant intermittency. This 
characteristic eliminates or minimizes the need for additional energy storage technologies, 
simplifying the integration of geothermal energy into existing power grids. 

The primary challenging aspect of EGS technology lies in the initial high risk associated with 
resource exploration and assessment, as well as the substantial upfront investment required for 
establishing the artificial reservoir. Over the past four decades, advancements in creating fractures 
in hot and dense rock formations have been made through the knowledge gained from oil and gas 
production experiences. The feasibility of EGS implementation relies on the specific conditions 
present at the demonstration site. With the maturation of hydraulic fracturing technology, the 
success rate of EGS projects has progressively improved, as evidenced by achievements recent 
projects such as Desert Peak - Akerley et al. (2021), Utah FORGE project - Norbeck et al. (2023) 
and Fervo wells at the Blue Mountain geothermal field in Nevada - Fercho et al. (2023). The early 
stages of EGS development have highlighted the critical importance of selecting suitable sites for 
optimal project outcomes, complementing the advancements in mining technologies. If the 
development of today's conventional geothermal technology continues, more than 70 GWe of EGS 
will be exploited in 2050, at an estimated probability of 85%. After 2050, the global installed 
geothermal capacity is expected to focus on EGS - Shyi-Min et al. (2017). 

3. Case Study - Geothermal Exploitation in Cornwall 
For decades, it has been established that the heat-generating granites in Southwest England hold 
significant potential as a geothermal resource. Evidence from historical records, measurements in 
deep tin and copper mines, and firsthand accounts from miners have consistently indicated 
elevated temperatures, findings which were corroborated by heat flow studies and geothermal 
assessments conducted in the 1970s and 1980s (e.g., Francis (1980), Downing and Gray (1985)). 
Notably, the heat flow in the Cornish granite is almost double the United Kingdom (UK) average, 
exceeding 120mW/m2 - Ledingham et al. (2021). 

A Hot Dry Rock (HDR) geothermal research program was conducted at Rosemanowes Quarry, 
near Penryn in west Cornwall, from the late 1970s to the early 1990s - Parker (1999). This project 
significantly contributed to the understanding of HDR reservoir development, specifically 
emphasizing the importance of naturally occurring joints and fractures aligned in favorable 
orientations, parallel to the regional maximum stress. 

In 2009, a comprehensive study was undertaken within a data-rich 400km2 region of west 
Cornwall, encompassing the Carnmenellis granite outcrop, the original HDR research site, and 
numerous abandoned mines. From the study, the Porthtowan fault zone emerged as the optimal 
host for a geothermal reservoir (Figure 1 – Map of South Cornwall (UK): Granite Outcrop, 
Porthtowan Fault Zone and United Downs.Figure 1). Its considerable length and linear nature 
suggest a near-vertical orientation and persistence at depth, as evidenced in certain mining 
operations. Several sites were evaluated, and the chosen location was a brownfield site situated 
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within the United Downs Industrial Estate, approximately 2 miles east of the town of Redruth - 
Ledingham et al. (2021). 

 
Figure 1 – Map of South Cornwall (UK): Granite Outcrop, Porthtowan Fault Zone and United Downs. 

3.1 United Downs Deep Geothermal Power (UDDGP) project 

The UDDGP concept is an innovative approach to geothermal development that relies on several 
key factors. One important factor is the utilization of large spacing between the production and 
injection wells, which helps overcome the risks associated with closely spaced wells in systems 
like HDR (Hot Dry Rock) and EGS (Enhanced Geothermal Systems). These risks include short-
circuits and poor long-term temperature performance. However, by targeting fractures or fault 
systems with high natural permeability, larger well spacing becomes feasible. 

Lessons learnt from the previous Rosemanowes research project – Parker (1999) and Richards et 
al. (1994) influenced this design. At Rosemanowes, the injection well was placed beneath the 
production well, with the expectation that injected water would migrate upwards driven by 
injection pressure. However, it was observed that the injected water migrated downwards through 
shear stimulation on favorable joints, resulting in significant water loss. The UDDGP system 
addresses this issue by implementing a downhole pump in the production well to create a pressure 
sink. This pump will draw water not only from the injection well but also from the far-field, aiming 
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for low-pressure operation and 100% recovery. Prior to development, it was anticipated that 
shearing on natural fractures could occur at relatively low pressures. Given the similar stress 
regime to the Rosemanowes HDR site, downward migration of the injected fluid was also 
expected, with increasing injection pressure temporarily could further drive the fluid downwards 
if needed - Ledingham et al. (2021). 

Geothermal Engineering Ltd (GEL) acquired the United Downs Project in 2010, with the project 
now entering the final stage of development. The procurement and drilling phases took place 
between 2018 and 2019 resulting in the realization of directional wells UD-1 and UD-2 of 5,275m 
and 2,393m measured depth, respectively. 

 
Figure 2 - Schematic of the geothermal doublet at United Downs, drilled into the Porthtowan Fault Zone - 

Ledingham et al. (2021) 

Between August 2020 and July 2021, injection tests were conducted on both wells to analyze the 
hydraulic environment of the reservoir and enhance productivity. These tests aimed to understand 
the characteristics of the granite reservoir, improve flow rates for sustained power plant operation 
through hydraulic stimulation, monitor injection-induced seismicity, determine safe flow rate 
levels, and alleviate reservoir stress - Farndale et al. (2022). 

In July 2021, a seven-day reservoir testing period was conducted. An Electrical Submersible Pump 
(ESP) was deployed into UD-1 and connected to injection pumps on UD-2 to simulate power plant 
operation and evaluate overall reservoir performance. The methodology and results of reservoir 
testing is described in detail in Farndale et al. (2023). 
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Figure 3 - United Downs Deep Geothermal Power Plant wells UD-1 and UD-2 

The final phase of the project, started in 2023, involves the construction of a binary power plant 
with a closed loop gathering system. This design entails the complete reinjection of the geothermal 
resource, resulting in a zero-emission geothermal power system. Exergy International srl has been 
entrusted with the design and construction of the plant that is expected to be operational in 2024. 

3.2 United Downs Deep Geothermal Power Plant: Exergy’s Customized ORC Solution 

Exergy’s UDDGP ORC power plant will be supplied by the brine coming from the production 
well UD-1. The brine will enter the ORC at a temperature of 170°C, then cooled down to ~50°C 
in the duplex tubes of the shell and tube heat exchangers. The thermal power which derives from 
the brine is used first to preheat and then to evaporate and superheat the organic fluid typically 
adopted in ORC geothermal applications. In the selected cycle configuration, the organic fluid 
enters in the Radial Outflow Turbine in superheated conditions and is expanded down to the 
condensation pressure. Before entering the condenser the valuable heat of turbine exhaust is 
recovered in a recuperator to enhance cycle efficiency. The condenser is an induced air-cooled 
condenser. After the condenser, two feed-pumps are used to increase the pressure up to the 
maximum value, to close the loop. After the last ORC heat exchanger the cold brine is sent to the 
reinjection system where two multistage centrifugal pumps give the geothermal fluid the necessary 
head to be reinjected. 
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Figure 4 - Simplified diagram of an air-cooled Organic Rankine Cycle, with heat delivered from a geothermal 

system. 

Starting from the working fluid selection that has been tailored to optimize heat source 
compatibility and enhance overall efficiencies, the entire cycle configuration has been optimized 
according to Exergy’s know-how and experience. The optimization of the thermodynamic cycle 
in combination with the design of major equipment (such as pump, heat exchangers and turbine) 
have been carried out to reach the technical-economic optimum for the system.  At the core of the 
power plant there is the Radial Outflow Turbine (ROT) technology, which represents a pioneering 
advancement in the field. This innovative turbine design, protected by current and pending patents, 
marks the first utilization of its kind within an Organic Rankine Cycle (ORC) system. The Radial 
Outflow Turbine, different from the axial and radial inflow configuration, is able to convert the 
energy contained in the fluid into mechanical power, with higher efficiency than any competing 
technology present on the market. 
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Figure 5 - Exergy’s Radial Outflow Turbine 

Thanks to cycle optimization and the utilization of highly efficient technologies, Exergy design of 
the Organic Rankine Cycle enables the efficient utilization of brine thermal energy to achieve a 
gross power production of approximately 3MWe. Considering the ORC auxiliaries power 
consumption of ~ 500kWe and the expected production and reinjection pump consumption of ~ 
580 kWe and ~ 320 kWe respectively the net electric power production of the plant will be 
approximately 1.6 MWe. 

 
Figure 6 - Rendering of United Downs Deep Geothermal Power Plant 
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4. An incoming opportunity – Lithium extraction from brine 
Lithium was discovered in Cornwall in 1864 in the hot underground (geothermal) fluid when was 
taken from a tin mine for analysis - Miller (1864). During geothermal well testing at the United 
Downs site, GEL also took samples of the fluid from circa 5km below the surface. Analysis of 
these samples found globally significant lithium concentrations of more than 260ppm.  

Global lithium production has tripled between 2010 and 2020, indicating its growing importance. 
However, the demand for lithium is projected to increase significantly further by 2050, potentially 
18-20 times higher than present if current extraction policies continue - Vera et al. (2023). 
Presently, lithium extraction is predominantly done from hard-rock ores and continental brines. 
The traditional method of extracting lithium from continental brine deposits involves open air 
evaporation, which concentrates the brine but results in the loss of large volumes of water. This 
evaporation-based process raises concerns about its overall sustainability. As the demand for 
lithium continues to rise, there is a need to develop sustainable and efficient extraction methods. 
To address these challenges and diversify lithium production, researchers are urgently exploring 
economically viable technologies for extracting lithium. This new approach, called direct lithium 
extraction (DLE), encompasses various technologies, including thermal and electrochemical 
processes. DLE technologies have overcome many limitations of conventional lithium extraction, 
particularly in terms of water usage. 

5. Conclusions 
The development of hot dry rock technology has the potential to boost geothermal power 
generation. The United Downs Deep Geothermal Power Project is a pioneering project in this field 
and its success will contribute significantly to the wider adoption and spread of this technology. 
Since the successful testing of the United Downs wells in July 2021, GEL have secured planning 
permission for two further geothermal sites within Cornwall, with a number of additional sites also 
in the planning pipeline.  further advancing the utilization of geothermal energy for sustainable 
power generation. The United Downs site has therefore catalyzed a new UK industry, further 
advancing the global utilization of geothermal energy for sustainable power generation. 
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ABSTRACT 

Geothermal power production plays an important role as baseload in the New Zealand electricity 
market, supplying 18% of the total electricity production in the last calendar year. The proportion 
of gas peaker supply has decreased from 15% to 10%, while wind and solar have grown from 5% 
to 7% over the last five years and are set to grow rapidly over the coming decade. 

The change in energy mix and a projected growth in demand pose significant challenges for system 
management. New Zealand is considering options to cover the risks posed by increasing variability 
of supply plus a shortfall of hydro storage during drier-than-average years. This is called the New 
Zealand Battery Project and preliminary studies have identified biomass, flexible geothermal 
energy, and hydrogen as alternatives to a large-scale pumped hydro scheme. Collectively, these 
alternatives have the most potential to store enough energy to help solve the “dry-year problem”. 

In geothermal systems with under utilised generating capacity due to resource depletion, it may be 
possible to redistribute electricity production across the year to when it is most needed. This lets 
the resource recharge when electricity demand is low, thus facilitating boosted output for limited 
durations when demand is high. However, this does not apply in New Zealand where geothermal 
resources are rarely the limiting factor and the underlying economics bias towards full utilisation 
of the capital-intensive plants and wells. Consequently, all geothermal in New Zealand has so far 
run as baseload. 

This study models, using recent electricity market price data as a baseline, what conditions need 
to be present and to what extent it may be advantageous to vary output from geothermal power 
plants in the New Zealand context. Additionally, we consider the role of batteries, thermal energy 
storage and co-production of fuels, chemicals, and other value-adding products at geothermal sites: 
can they support flexible geothermal by providing an alternative utilisation path for renewable 
electricity while market prices are low? 
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1. Introduction   
Geothermal energy has been a key contributor to New Zealand's transition to a low-carbon 
electricity system. As the country has reduced reliance on coal and gas, geothermal plants have 
provided reliable baseload power to help meet demand. However, geothermal also faces some 
challenges that require careful management and innovation. Geothermal is competing with other 
renewable energy sources such as wind and solar, which have become more prominent in plans 
for new generation in recent years due to their falling costs, as seen in Figure 1. 

 

Figure 1: Increase in the generation per quarter from wind and solar sources in New Zealand from 1996 to 
today (MBIE, 2023). The increasing trend is expected to continue.  

The growth of wind and solar power in New Zealand has been supported by the availability of 
hydro, geothermal and thermal (gas) power, which can provide capacity firming for these variable 
sources. Capacity firming means that an electricity generating entity (generator) can balance the 
fluctuations of wind and solar power, which depend on weather conditions, by adjusting the output 
of other sources of power that can be controlled more easily on demand. This way, the generator 
can ensure a stable supply of electricity that matches the demand, avoid an over- or under-supply 
condition in the market, reduce price volatility and achieve stable revenues. 

For this reason, wind and solar projects usually include a financial adjustment in their metrics to 
account for the generation not necessarily arriving when it is needed. With more wind and solar 
due to be added to the grid, the accumulation of generation at certain times of the day and year 
leads to this generation being valued below the average power price. This can be exacerbated by 
“location factors” that account for timing of wind speeds, sunshine hours and peak transmission 
constraints that limit the value of the power generated. As more wind and solar are added to the 
grid and more thermal generation is retired, New Zealand faces a trade-off between using its hydro 
capacity to balance the intermittent renewables and to store enough water for dry years. Despite 
the lower build cost of wind, these market mechanisms have resulted in both wind and geothermal 
projects being developed on competitive terms in recent years. 

To allow further wind and solar developments and continue the trend towards a 100% renewable 
electricity supply, the central government has commissioned the New Zealand Battery Project. 
This is a study led by the Ministry of Business, Innovation and Employment (MBIE) to explore 
the potential of a large-scale pumped hydro scheme (or alternatives) for the national grid. The 
project aims to assess the technical, economic and regulatory aspects of ‘battery’ deployment and 
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operation, as well as the benefits and challenges for the electricity system and the market. 
Preliminary studies have identified alternatives to pumped hydro to be biomass, flexible 
geothermal energy, and hydrogen. Since the project is targeting between 3-5TWh of storage 
(MBIE, 2023) on a seasonal timescale, chemical batteries are not considered feasible.  

Flexible geothermal energy is a concept that allows the operator to control (dispatch) the amount 
of electricity produced from geothermal sources depending on the demand and the market 
conditions. Compared to baseload geothermal plants that run at a constant rate, flexible geothermal 
plants should be able to significantly adjust their output up or down without wasting the heat 
resource or they should have a way to ‘store’ the energy for release later when it will be valued 
more. 

The geothermal industry in New Zealand has not been particularly incentivised to configure plants 
for flexibility, to date. The economics have favoured continuous supply at full generating capacity 
since generally the resources can support more electricity than the power plants can produce. 
Operators have been cautious not to overbuild and the consenting and permitting process is also 
conservative. There are options to achieve flexibility by making modifications to the existing 
facilities and processes. However, in the current state, flexibility would mean reducing electricity 
output to the grid with little possibility to the increase output later and so would reduce the 
utilisation of the generating asset. 

If the ‘storage’ aspect could be enhanced by providing an alternative value stream for the electricity 
when not needed on the grid, then the power station can remain fully utilised while improving the 
overall value (and revenue) gained. This would provide a service to the grid by reducing 
geothermal output at times when there is plenty of wind, sun, or water. Alternative value streams 
could include production of a product (e-fuels, e-chemicals, horticulture, biofeedstocks), a store of 
energy (batteries, thermal storage, hydrogen) and market and financial instruments (avoided cost 
of transmission, locational hedges). 

2. Problem statement and goals for this study 
The analysis presented in this paper sought to assess the current value of flexible geothermal using 
some illustrative examples. This demonstrates how flexibility could derive value in the context of 
the electricity spot market and how an alternative value stream co-located at a geothermal facility 
can support the business case for both geothermal generation and the co-located industry. 

The analysis so far completed does not attempt to forecast how the value of flexibility will sustain 
or grow or disappear in the future since this involves considerably more assumptions. However, it 
is hoped that a demonstration of current value and a methodology can be the starting point for a 
forecast for those who wish to consider such ventures more deeply. This way, venturers can ascribe 
inputs they are comfortable with and then work with the uncertainties and risk levels as they see 
fit. 

The study has focused on the economics for batteries and hydrogen. Hydrogen electrolysis is an 
electricity-intensive precursor to a large range of e-fuels or e-chemicals and so either directly or 
as a proxy can help explore a range of products without expanding the scope to study them all in 
detail. Difficulties in storing and transporting hydrogen mean that it is not necessarily the best end-
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product to produce at geothermal locations, so storage of methanol is also considered since it can 
illustrate the costs of product storage more reasonably. 

Starting our analysis in 1996, when wholesale market data became available in New Zealand, we 
study:  

• Trends in the volatility of electricity prices. 

• Whether recent price volatility, if it continues, would justify a battery installation (e.g. 
lithium-ion)–this being the simplest way to solve an intra-day intermittency supply/demand 
gap. If the case for batteries becomes convincingly positive, then it is likely we will see 
battery adoption in a way where the future intra-day price volatility will be effectively 
capped and the value may shift to longer storage timeframes such as seasonal variability. 

• The break-even sale price, or levelised cost of hydrogen (LCOH), for a constant hydrogen 
production scenario–this would require minimal storage when addressing the local market 
for hydrogen in heavy transport and industry, where demand is seasonally constant (MBIE, 
2023). 

• The LCOH for a flexible hydrogen production scenario–this lowers the average cost of the 
electricity input but requires product storage to buffer to a constant market demand. 

• The mass (or volume) of hydrogen storage required to achieve a constant hydrogen supply 
and the implied costs of this storage, for: 

o Compressed hydrogen (700 bar) 

o Liquid hydrogen 

o Methanol 

• The extra capital expenditure a flexible hydrogen production regime could afford if it sells 
hydrogen at the higher LCOH price calculated for constant hydrogen production–if product 
storage and any other investments are needed to make flexibility work then they need to 
cost less than this for a flexible production regime to improve upon a constant production 
regime. 

3. Methodology 
A model was built to simulate a flexible geothermal power plant’s revenue when attached to either 
a battery, a constant hydrogen electrolysis plant, or a flexible hydrogen plant and then compared 
to the baseload geothermal business outcomes. 

• A battery (based on the Tesla Megapack), situated between the geothermal power plant 
and the grid and under the direction and ownership of the geothermal operator, serves as a 
milestone case in this analysis. If a battery installation can turn a profit under current 
conditions, then this is the simplest form of enabling an operator to trade on volatility 
(arbitrage). There may be some reasons to locate at a geothermal site (such as it being a 
convenient grid entry point) but the battery would be largely independent of needing to be 
at a geothermal operation. 
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• Constant hydrogen production represents a production scheme not taking advantage of 
the variation in wholesale power prices but rather utilising an electrolyser 100% of the 
time. 

• Flexible hydrogen production is a scheme where hydrogen production is increased and 
decreased according to the wholesale market electricity price in relation to a threshold 
(marginal) electricity price for producing hydrogen. Hydrogen is only produced when the 
hydrogen is worth more than the electricity used to make it. 

• Methanol production is a chosen example of a post-cursor product of hydrogen that is 
much easier to store. This paper does not attempt to make a case for methanol specifically, 
rather, treats the hydrogen price as a proxy key input related to electrical demands for 
methanol production. Production of methanol and other e-fuels and e-chemicals is 
beneficially co-located with geothermal since carbon (in the form of CO2), heat and 
renewable electricity are readily available. 

To evaluate these scenarios, the final pricing (Pfinal, NZ$/MWh) was extracted from the Electricity 
Authority (2023) website for the half-hourly periods from 1st October 1996 to 25th June 2023. 
The chosen node location on the national grid was Wairakei 220kV node, seen in Figure 2, as this 
receives the largest portion of geothermal generation load. 
 

 

Figure 2: Location of Wairakei Node in New Zealand electricity system (Lcmortensen, 2023) 

The data was broken up on a calendar year basis. This was used to determine the baseload revenue 
(Rbase): 

𝑅𝑅𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = ∑ 𝑃𝑃𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠 × �̇�𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑁𝑁
1          (1) 
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where Pspot is the half-hour period wholesale electricity spot price in NZ$/MWh, �̇�𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is the 
geothermal baseload power station rating in MW, N is the total number of half-hour periods for 
the time period of interest (usually a calendar year). 
 
Based on the half-hourly final pricing, logic was implemented to decide whether to charge or 
discharge the battery or produce hydrogen in the current period. Charging occurs when the battery 
is not full and the average price over the forward averaging period, Nforward, is higher than the 
current period. Discharging happens when the battery is not empty and the forward price over the 
forward averaging period is lower than the current period. Hydrogen production occurs when the 
electricity spot price is below a threshold, Pthreshold. The threshold price for hydrogen production 
(to at least cover the cost for the electrical input) is set as the sale price, PH2 in NZ$, multiplied by 
the unit production rate, RH2 in kg/h/MW. The production of hydrogen in all scenarios works out 
to be 1594 tonnes per annum. 

𝑃𝑃𝑠𝑠ℎ𝑟𝑟𝑏𝑏𝑏𝑏ℎ𝑠𝑠𝑜𝑜𝑜𝑜 = 𝑃𝑃𝐻𝐻2 × 𝑅𝑅𝐻𝐻2         (2) 

When the battery is charging and discharging or hydrogen production is active, the electrical 
generation to the grid, �̇�𝑃𝑔𝑔𝑟𝑟𝑔𝑔𝑜𝑜 in MW, will vary according to the input parameters and the scenario. 

 �̇�𝑃𝑔𝑔𝑟𝑟𝑔𝑔𝑜𝑜 = �̇�𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − �̇�𝑃𝑐𝑐ℎ𝑏𝑏𝑟𝑟𝑔𝑔𝑏𝑏 + �̇�𝑃𝑜𝑜𝑔𝑔𝑏𝑏𝑐𝑐ℎ𝑏𝑏𝑟𝑟𝑔𝑔𝑏𝑏 − �̇�𝑃𝐻𝐻2       (3) 

where �̇�𝑃𝑐𝑐ℎ𝑏𝑏𝑟𝑟𝑔𝑔𝑏𝑏 is the rate of battery charging in MW, �̇�𝑃𝑜𝑜𝑔𝑔𝑏𝑏𝑐𝑐ℎ𝑏𝑏𝑟𝑟𝑔𝑔𝑏𝑏 is discharge rate of the battery, 
which is the same as the charge rate minus a round-trip efficiency and �̇�𝑃𝐻𝐻2 is the electrical 
consumption for the hydrogen electrolyser.  

Revenue, 𝑅𝑅𝑏𝑏𝑐𝑐𝑏𝑏𝑠𝑠𝑏𝑏𝑟𝑟𝑔𝑔𝑠𝑠 in NZ$, can then be allocated for each half-hour period based on the spot price 
for electricity going to the grid and the set hydrogen sale price. 

 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = �𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 × �̇�𝑃𝑔𝑔𝑠𝑠𝑠𝑠𝑔𝑔 + 𝑃𝑃𝐻𝐻2 × 𝑅𝑅𝐻𝐻2 × �̇�𝑃𝐻𝐻2� ×
1

2
      (4) 

The revenue generated across the calendar year for the set of input assumptions is calculated and 
can be evaluated against the other input parameters to determine a project’s net present value 
(NPV).  NPV is adjusted to zero, by iteration, to determine break-even situation for the hydrogen 
sale price. A LCOH was determined in this way. A simple two-parameter optimisation was 
completed for batteries using the forward spot price averaging period and the capacity-to-charge 
ratio. 

LCOH was calculated for constant and flexible hydrogen production routines to determine the 
minimum sale prices while producing the same quantity of hydrogen across the calendar year. To 
achieve this, the installed electrolyser capacity for the flexible hydrogen scenario was increased 
and costed higher accordingly. A lower LCOH for a flexible hydrogen production scheme 
demonstrates an advantage for this production method due to a significantly reduced average 
electricity price that outweighs the impact of reduced utilisation of the up-front electrolyser capital 
costs (CAPEX).  

An alternative way to represent this advantage is to determine the additional CAPEX supported if 
the hydrogen price was set at the LCOH for the constant hydrogen scenario. This may be used to 
buy storage to smooth out supply to the market, to approximate the constant production case if 
required, or to generally cater for or profit from this mode of operation. 
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The storage mass/volume of hydrogen or methanol required to buffer and achieve a constant 
supply rate to the market are also recorded. The sequence of these calculations is shown in Figure 
3. 

 

Figure 3: Calculation routine for each calendar year time period 

4. Input Parameters 

The following were used as inputs for the analysis. 
Table 1: Inputs to the analysis 

Input Value Unit Notes / Assumptions 

Power Station Rating, �̇�𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  100 MW  

Averaging Periods, Nforward 6 half-hours (subjected to an optimisation routine) 

Discount rate 7.0%  (for NPV calculations) 

Capacity of Battery 40 MWh  

Battery capacity-to-charge ratio 2 MWh/MW (Tesla Megapack 2:1 or 4:1) 

Project Life for Batteries 15 years (Tesla Megapack comes with a 15-year "no 
defect" and "energy retention" warranty) 

Unit cost of Batteries 800 NZ$/kWh (Tesla Megapack NZ$32M for 40MWh, 
including shipping and installation) 

Battery Maintenance 2.5 NZ$/kWh (Tesla Megapack annual maintenance) 

Round-trip efficiency 92%  (Tesla Megapack 2:1) 

Electrolyser capacity, �̇�𝑃𝐻𝐻2 10 MW  

Production rate of H2, 𝑅𝑅𝐻𝐻2 18 kg/h/MWe (55kWh/kg, 40kWh/kg theoretical minimum) 

Project Life for Electrolyser 10 years (estimated) 

Unit cost of electrolyser 2.5 NZ$M/MW (estimated from prior quotations) 
 

Determine the LCOH for producing intermittent 
 

Determine the additional CAPEX supported by 
  

Record battery and electrolyser utilisation  

Determine the NPV for a battery project 

Determine the LCOH when producing constant hydrogen 
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5. Results 
5.1 Electricity market prices and variability over time 

Firstly, to illustrate how the market has evolved over time, Figure 4 plots average prices and the 
standard deviation of prices to illustrate the variability. Whereas retail price spikes are driven by 
various supply/demand dynamics, one common driver is occasions with low hydroelectricity 
supply coinciding with high demand. The variability is notably higher since 2018 due to a 
reduction in gas-fired generation and increase in wind and solar (and also reflecting hydrological 
conditions). Since 1996, cumulatively, general consumer price inflation has been 82% compared 
to retail electricity price inflation of 150% (Statistics NZ, 2023). Until 2018, the rise in wholesale 
electricity prices did not factor heavily into this retail price inflation. 

 

Figure 4: NZ wholesale electricity prices (monthly averages with 12 month moving average in black) and price 
volatility (as a standard deviation of half-hourly prices) from 1996 to 2023 

5.2 Batteries 

Figure 5 shows the NPV results for a 40MWh battery installation (based on current battery costs 
of approximately NZ$32M). This demonstrates batteries are still a loss-making proposition as a 
general solution to market volatility, though if grid-scale batteries continue to get cheaper (Cole 
and Karmakar, 2023) and New Zealand has more instances of market conditions similar to 2021 
then the results indicate there may be a case for batteries in the near or medium-term future. The 
average NPV deficit from the last five calendar year simulations was $10M. This suggests a battery 
costing less than NZ$22M would be marginally profitable. This is a further 30% cost reduction. 
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Figure 5: Net present value of a 40MWh battery project attached to a 100MW geothermal plant (on 2023 cost 
terms), noting that, historically, batteries would have been significantly more expensive than today’s 
prices. 

5.3 Last 5 years of flexible hydrogen production 

Figure 6 shows how the last 5 years play out in terms of a set of flexible hydrogen production 
scenario simulations. Surprisingly, each year has different pattern of utilisation, meaning seasonal 
production is not assured. The higher and more variable the prices, the more storage would be 
required to buffer out longer periods of no production. 
 
5.4 Levelised Cost of Hydrogen 

The following results have been calculated and presented as time series charts showing results for 
calendar year time periods to illustrate how electricity price volatility affects the case for flexible 
geothermal. Apart from electricity prices, all other inputs are held constant at 2023 levels meaning 
that, going back in time, LCOH will be inaccurate since the cost of equipment, for example, has 
changed.  

Figure 7 shows the impact of electricity price on LCOH. When volatility is high it shows a 
divergence between the LCOH for constantly and flexibly produced hydrogen. The prices consider 
the electrolyser only and do not account for compression, liquefaction or transport. Compared to 
neighboring markets, Australian green hydrogen is projected to be at 2.70-3.20 US$/kg in 2030 
(Menezes, 2023). 
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Figure 6: Electrolyser utilization, cumulative mass of hydrogen produced and hydrogen mass in storage 

required while smoothing to constant output across the period. Those quantities are shown for five years 
spanning 2022-2018, in order from the top to bottom subplot. 
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Figure 7: LCOH (evaluated on 2023 cost terms) for constant and flexible hydrogen production. 

5.5 Additional CAPEX for flexible hydrogen 

Flexible hydrogen production with varying outputs throughout the year may not suit the market. It 
may be necessary to store some of the hydrogen produced to smooth the output to the market. To 
demonstrate how the lower per-unit cost of flexibly produced hydrogen translates into support for 
up-front capital expenditure such as storage, an additional CAPEX value has been calculated for 
each period. If hydrogen can be sold at or above the LCOH for constant hydrogen then producing 
using a flexible regime can justify additional capital expenditure up to the values shown in Figure 
8 and still beat or equal the constant hydrogen production regime. If the necessary capital 
expenditure to make this production regime work is more than these values, then there is no 
commercial advantage to this regime in the current environment. 

 

Figure 8: Extra capital expenditure possible to break even when producing flexible hydrogen at the LCOH for 
constant hydrogen 

5.6 Utilisation of equipment 

Figure 9 illustrates how a battery is charging or discharging optimally 50-60% of the time. At other 
times the battery is either full or empty and forecast prices do not support doing anything at those 
times. The charging/discharging patterns are fairly consistent year-on-year. The optimised 
utilisation of an electrolyser is dependent on the variability and magnitude of prices – the more the 
variability, the less utilised the electrolyser is since it is advantageous to exclude the more prevalent 
loss-making electricity costs. 
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Figure 9: Utilisation of batteries and hydrogen electrolyser when optimised. 

5.7 Storage of hydrogen or methanol 

Figure 10 shows the peak requirement for storage throughout the evaluated calendar years that 
would be needed to buffer the production and release at a constant rate to the market. This is a 
function of how concentrated the production is in one part of the year. The values in 2021 and 
2022 are considerably higher than other years. 

Liquid methanol storage has some special consideration though the requirements are not too 
different to hydrocarbon fuels such as gasoline and kerosene (Narayanan, 2023). 4,000m3 (the 
highest value in Figure 14) can be visualised as four 12m by 10m high silos, and may be sited 
above or below ground. 

Liquid hydrogen is a different proposition entirely. It will not store for long due to vent-off losses 
and the storage facility capital and running costs are orders of magnitude higher than for methanol. 
The costs to liquify the hydrogen for bulk storage may add as much as NZ$50M to the upfront 
facility costs (Connelly et al., 2019) as well as more electricity consumption. The largest liquid 
hydrogen storage tank in the world is at Kennedy Space Centre in Florida and has a usable capacity 
of 4,732 m3. Two of these tanks would be required to store the volume needed to smooth 
production in years 2021 and 2022, which is not economically practical. 

Compressed hydrogen at 700 bar would be less dense but potentially less costly and incur less 
losses for long-term storage. The density of 700 bar hydrogen gas occupies 69% more volume than 
liquid hydrogen and so the 2022 storage volume would need to be 13,900m3. Setting up a storage 
facility with this volume is also an impractical undertaking. 
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Figure 10: Storage volumes required to buffer a flexible hydrogen production regime to achieve a constant 
supply 

6. Discussion and future improvements 

• Real-world trading logic and forward pricing uncertainty have been simplified in these 
simulations. Even though final pricing is not available until after the fact (now a real-time 
market in NZ), forecast prices are available to the market and generally reliable many 
periods in advance. A forecasted price data history is available and with further analysis 
could test and improve assumptions for how predictable prices are in advance and how 
successful decision logic and trading algorithms will be. 

• The charging/discharging algorithm used for batteries was very basic and could be 
optimised to achieve a small amount of further revenue. The forward averaging periods 
resulting from the battery logic optimisation were generally stable at about 6 trading 
periods for battery capacity-to-charge ratios of 2:1 and around 12 periods for charge ratios 
of 4:1. This suggests the optimum patterns for charge/discharge currently follow 
predictable cycles and smart algorithms may have only limited impact on productivity. 

• The unit cost of a battery should be a function of total capacity and capacity-to-charge ratio 
in accordance with Tesla Megapack pricing. This has not been optimised. Other battery 
suppliers have not been explored so far. 

• Further accuracy could be added in estimating costs. So far, the estimates used are at the 
most basic level. Cost histories could also be implemented for the equipment to give a more 
accurate history of LCOH evolution for the purpose of better understanding the trend. This 
may help to forecast future performance. 

• Forecasting will require gathering a prediction of future costs and developing beliefs of the 
evolution of the electricity market according to demand changes and new generation 
projects. While significant data are available for this and a new Electricity Demand and 
Generation Scenarios study is due to be released by MBIE in 2023, there is still significant 
uncertainty involved over a 15-year or even 10-year project timeframe. 

• Further exploration of the benefits of flexibility schemes in various organizational contexts 
could be conducted. If flexibility is internal to the same entity, or in the context of a 
gentailer (combined generator and retailer) compared with an independent demand-side 
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entity on the grid then outcomes may differ. This might include making use of market 
instruments or exploring new incentive schemes. 

• Transmission capacity and the possible need for upgrades are not factored in. In some 
cases, this will add significant cost where there is potential to increase peak output from 
the geothermal facility but the transmission lines are already at capacity. There may also 
be additional benefits to reducing output at times of high transmission loss or constraint. 

7. Conclusions 

• The average price of electricity and volatility have been elevated for the last five years and 
was particularly high in 2021. As New Zealand continues to push for higher levels of 
renewable electricity, the volatility may continue or worsen until changes can be 
implemented. 

• It remains difficult to make a general case for grid-scale batteries based on current 
equipment pricing. However, the conditions in the market in 2021 came close to supporting 
a break-even situation (assuming these conditions occur more usually in the future). If 
battery costs continue to drop, they may be justified to enter service to counter intra-day 
fluctuations. According to this analysis the further cost reduction would need to be at least 
30%. However, batteries will not address seasonal fluctuations since the amount of energy 
storage required far exceeds what is practical. 

• Constant hydrogen production by electrolysis is expensive due to the average electricity 
cost. If larger electrolysers are purchased and hydrogen is produced only (or at higher rates) 
when wholesale electricity prices are below a threshold cost then, for the last few years, 
this yields a significant relative improvement in the levelised per-unit cost of hydrogen.  

• There is perhaps a case for hydrogen production if it can be sold or utilised in downstream 
processes at prices of NZ$8/kg (US$5/kg) or above. The corresponding threshold 
electricity price would be NZ$145/MWh, meaning that based on 2021 prices electrolysers 
would be running 55% of the time. 

• If demand for the hydrogen product is constant then storage facilities would be required to 
smooth out supply to support a flexible production model. The volumes of hydrogen 
storage required to smooth across the whole year are impractical with current technologies. 

• The use of hydrogen as an input for the production of a liquid such as methanol (or other 
e-fuel or e-chemical such as sustainable aviation fuel) makes storage more feasible. The 
liquid storage volumes calculated would be practical for conventional storage facilities and 
would not particularly compromise the economics. This production mode would also have 
utility to counter seasonal variations and reduce pressure on the dry year problem, thereby 
enabling higher renewability in the electricity system. 
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ABSTRACT 

Geothermal power plants are a reliable source of low-carbon power generation. However, modern 
electricity markets comprise relatively large proportions of variable renewable energy generation 
that may require power plants to flexibly dispatch energy. The power output, efficiency, and 
dispatch flexibility of a geothermal plant can be enhanced by integrating solar thermal energy into 
the system, as well as possibly compensating against ambient temperature variations. 
Concentrating solar thermal (CST) can generate temperatures much higher than conventional 
geothermal systems. Using a solar topping cycle is one way to efficiently convert high-temperature 
solar heat to electricity while also cascading lower-temperature heat to the geothermal power 
cycle, thereby increasing its power output and possibly its efficiency.  

A hybrid power cycle design is proposed and simulated using SimTech IPSEpro process modeling 
software. The design configuration depends on the expected temperature of the geothermal 
resource and the quantity of solar heat added at the design point. These design considerations are 
described and expected performance is calculated. The solar heat addition varies throughout the 
day and year; therefore, off-design models are necessary to assess the impact of solar availability 
(and ambient temperature) on the power plant performance. Off-design models are developed and 
combined with hourly weather data to facilitate an evaluation of annual system performance. 
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1. Introduction 
Low-temperature geothermal resources are an underutilized source of low-carbon energy but low 
conversion efficiencies often result in high generation costs that cannot compete with wind and 
solar photovoltaics. However, in the absence of grid-scale energy storage, the variable nature of 
wind and solar typically necessitates flexible power generation from fossil-fuel power plants. 
Therefore, a hybrid plant that integrates geothermal with concentrating solar thermal (CST) 
technologies could provide both baseload capacity and peaking power plant capabilities. 

Where previous studies have considered retrofitting geothermal plants with CST, in this article, a 
new build hybrid plant is investigated. A greenfield geothermal-CST system has several potential 
advantages which may reduce the LCOE and increase the revenue compared to a geothermal-only 
greenfield installation. First, using CST in combination with thermal energy storage (TES) enables 
the plant to dispatch power at the most profitable times. Second,  high ambient temperatures reduce 
the power output of geothermal plants (particularly air-cooled systems); increasing the ambient 
temperature by 10°C was found to result in about a 20% reduction in power output (Manente et al. 
2013; Keshvarparast, Ajarostaghi, and Delavar 2020). Using the solar energy available at these 
times (or via TES) provides supplemental heat and power that can compensate for this loss. Third, 
additional CST can be installed over the lifetime of the system to compensate for any reductions 
in geothermal temperature or mass flow rate. Finally, in the United States, geothermal plants have 
traditionally been deployed in locations such as California and Nevada, where high resource 
temperatures exist. Hybridizing with solar thermal reveals the possibility of deploying geothermal 
systems in less traditional areas and therefore increasing the market for geothermal technologies.  

One of the first studies in this area investigated using solar thermal to add supplemental heat to the 
geothermal brine (Lentz and Almanza 2006). Adding supplemental heat to the geothermal brine 
was also considered by Bassetti et al. (2018), Hu et al. (2021), and Tranamil-Maripe et al. (2022). 
Others, such as Astolfi et al. (2011) and Zhou (2014),  have considered adding solar thermal heat 
directly to the organic Rankine cycle (ORC) working fluid. 

To improve efficiency and make better use of the high temperatures that CST can deliver, more 
recent research has considered using a solar thermal topping cycle with a geothermal bottoming 
cycle (Bonyadi, Johnson, and Baker 2018; Boukelia, Arslan, and Bouraoui 2021; Song et al. 2021). 
Based on a report (McTigue, Kincaid, Zhu, et al. 2018), using a topping cycle to add heat to the 
bottoming cycle working fluid was found to have the highest efficiency out of the options that 
were considered. This concept is further examined in more detail in Song et al. (2021) and 
McTigue et al. (2020). 

Most published studies have focused on adding solar thermal or geothermal to an existing power 
plant. For example, solar thermal can be used to boost power production at an underperforming 
geothermal plant (Lentz and Almanza 2006; McTigue, Castro, Mungas, et al. 2018). Few have 
studied greenfield installations (Hu et al. 2021) and, to the authors’ knowledge, none have studied 
greenfield installations with a solar topping and geothermal bottoming cycle. The optimal design 
for a greenfield system may be different than that of a retrofitted hybrid plant.  

One benefit of considering a greenfield hybrid geothermal-solar plant is the opportunity to consider 
geothermal resources that might not have been viable with a binary geothermal plant alone. A 
review of the hybrid systems literature found a range of temperatures considered for the geothermal 
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brine—from 90°C to 265°C— but the majority were around 150°C. This project considers lower 
geothermal brine temperatures to allow for a wider range of potential sites. 

The objective of this article is to introduce greenfield geothermal-CST hybrid power plants and to 
consider some of the major design decisions. One possible configuration of such a plant is 
described and a technical model is developed. Ambient temperature and solar heat addition vary 
considerably over the course of a year and have a significant impact on plant performance. 
Therefore, off-design models are also developed. Finally, a simple dispatch scheme is devised 
which enables the hourly and annual performance of the hybrid plant to be evaluated. Future work 
will evaluate the cost and value of such plants and examine a range of solar and geothermal 
resources in more detail. 

2. System Design and Methods 
The hybrid geothermal-solar system comprises a topping steam turbine driven by solar power and 
a bottoming ORC driven by heat from the steam turbine exit and geothermal, as illustrated in 
Figure 1. At the design point, solar heat is used to preheat and vaporize steam which powers a 
back-pressure steam turbine: the outlet pressure and temperature of the turbine are relatively high 
compared to condensing steam turbines. This heat is then added to the bottoming cycle, which is 
a single pressure level recuperated ORC. The working fluid in this case is isopentane, although 
other fluids are being considered. After being preheated by the geothermal fluid, the isopentane 
stream is split; one portion is vaporized by the produced geothermal fluid and the other portion is 
vaporized by the steam turbine exit flow. This arrangement effectively eases pinch-point 
constraints and enables the isopentane to be vaporized at higher temperatures and pressures than a 
geothermal-only system could manage. As a result, the ORC efficiency is improved slightly when 
heat from the back-pressure turbine is available. 

The CST system uses parabolic trough collectors (PTC) to concentrate sunlight onto a linear 
receiver in which a fluid is heated. The PTCs are modeled using the System Advisor Model (SAM) 
(National Renewable Energy Laboratory (NREL) 2022). In SAM, the geometry and optical 
properties of the PTC are defined. SAM is used to calculate the solar heat generated by the PTC 
for each hour of the year for a specific location, in this case—Elk Hills, California. This location 
is close to Bakersfield, California, which is a region of high solar resource (annual average DNI = 
7 kWh/m2/day) which makes it suitable for CST applications. 

In this conceptual design, the PTCs heat a nitrate molten salt to 560°C: this temperature is higher 
than those in commercial PTCs and is chosen to increase the steam turbine efficiency and allow 
the molten salt to be used for TES to store excess solar energy. As such, the solar field is over-
sized relative to the design power output. A solar field that generates the design thermal input to 
the power cycle on a day with nominal irradiance (1000 W/m2) at normal incidence angles 
(maximum optical efficiency) has a solar multiple of one. Increasing the solar field area relative 
to this size increases the proportion of the year in which the solar field can produce the design 
power. Thus, a system with a solar multiple of two will have double the area, and at the design 
solar irradiance, it will generate double the thermal energy. The excess energy is stored and later 
dispatched when solar irradiance decreases below the design levels. This enables the CST 
subsystem to deliver the design thermal input for a greater proportion of the year. 
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When the thermal storage is fully discharged and the solar irradiance is less than the design value, 
the heat delivered to the steam turbine is reduced. As a result, the steam turbine power output 
decreases as does the heat delivered to the bottoming cycle. To manage this, the isopentane mass 
flow rate is reduced so that the geothermal energy does a larger proportion of the vaporization than  
the steam turbine exit. If no solar heat is available, the geothermal energy provides all the energy 
for vaporization and the isopentane mass flow rate (and resulting ORC power output) is reduced 
to enable the energy balance. (The isopentane pressure is also reduced slightly so that the 
volumetric flow through the ORC turbine remains relatively constant and does not significantly 
compromise the turbine efficiency.) 

The design in Figure 1 uses an air-cooled condenser (ACC) in the bottoming cycle. This condenser 
is the only heat rejection unit in the system, so it is sized to reject all heat from both the topping 
and bottoming cycle. Thus, it is oversized for scenarios where solar energy is below the design 
point and should therefore provide efficient heat rejection in those cases. Although the ACC means 
that the cycle is more sensitive to ambient temperature variations than a water-cooled system, it 
does enable the design to operate in a wider variety of locations, which is particularly for regions 
with more limited water availability.  

The above discussion illustrates that the hybrid plant power output is sensitive to highly variable 
parameters such as solar energy and ambient temperature. The system is therefore modelled using 
SimTech IPSEpro (SimTech 2022), which is a powerful flow-sheet software that enables off-
design performance of power plants to be evaluated. The software requires the off-design behavior 
of each component (compressors, turbines, heat exchangers, etc.) to be specified via either tables 
or correlations. The full power plant performance is then calculated for a range of ambient 
temperatures and solar heat inputs to enable the plant output to be interpolated for any combination 
of values. 

Figure 1: Hybrid geothermal-solar power cycle diagram. In this example, the solar HTF is nitrate molten salt 
and the ORC working fluid is isopentane. 
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3. Design Point Performance 
The design point power output depends on numerous assumptions about component efficiency and 
the relative sizes of each subsystem. The effect of the geothermal temperature and the relative 
power output of the topping and bottoming cycles are explored in Table 1. Net power includes 
parasitic losses such as air-cooled condenser fans and working fluid pumps. 

Several geothermal temperatures from 100°–140°C are considered—with the production fluids 
assumed to be saturated liquid at the surface. As expected, increasing the geothermal temperature 
increases the power output of the bottoming cycle and makes parasitic losses due to the ACC and 
working fluid pumps less significant. The relative size of the topping cycle also has an impact, and 
two steam turbine power ratings are considered: the ‘smaller’ turbine is 5 MWe and the ‘larger’ 
turbine is 10 MWe.  Increasing the power rating of the topping cycle also increases the quantity of 
heat delivered from the back-pressure turbine to the bottoming cycle power, and consequently the 
ORC power output increases.   

Table 1: Initial design iterations, considering the effect of geothermal brine temperature and topping cycle 
rated power on total plant net power 

  Smaller topping cycle Larger topping cycle 
Geo. 

temp., 
°C 

Geo. 
flow 
rate, 
kg/s 

Topping 
cycle, 
MW 

Bottom 
cycle, 
MW 

Parasitic 
loss, 
MW 

Net 
power, 
MW 

Topping 
cycle, 
MW 

Bottom 
cycle, 
MW 

Parasitic 
loss, 
MW 

Net 
power, 
MW 

100 300 5 2.76 0.35 7.41 10 4.53 0.62 13.91 
120 300 5 5.39 0.55 9.84 10 7.16 0.82 16.34 
140 300 5 8.04 0.75 12.29 10 9.81 1.02 18.79 

 

4. Off-Design Models and Annual Performance Evaluation 
The effect of ambient temperature and solar heat input on power output are investigated for one 
design in this section. At the design point, both the topping and bottoming cycles have a gross 
power output of 10 MWe, and the geothermal production fluids are assumed to be saturated liquid 
at 120°C. The geothermal mass flow rate and solar field size are calculated to meet these design 
power requirements. Other design assumptions are summarized in Table 2 

Table 2: Operating conditions and assumptions for major components 

Component Design settings 

Working fluid Isopentane 

ORC turbine 𝜂𝜂isen = 90% , 𝑇𝑇inlet = 100°C saturated vapor 

Ambient conditions 𝑇𝑇amb = 15°C 

Geothermal brine 𝑇𝑇prod = 120°C, saturated liquid 

Steam Rankine turbine 𝜂𝜂isen = 85% 

The ambient temperature and solar heat input are varied, and the off-design gross power output is 
shown in Figure 2. The solar gross power output does not vary significantly with ambient 
temperature (see black squares in Figure 2b which are coincident for different ambient 
temperatures), as this cycle is somewhat decoupled from the ACC. However, the bottoming cycle 
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power output is significantly influenced by the ambient temperature and topping cycle thermal 
input. As expected, increasing the solar heat input increases the power output. (Note that the solar 
thermal input is the quantity of heat transferred from the solar collectors to the Rankine topping 
cycle. A smaller quantity of heat is then transferred to the bottoming cycle via a second vaporizer) 

The ambient temperature effectively controls the condenser temperature and pressure and therefore 
also has a strong influence on power output. The design point temperature of the ACC is also an 
important consideration as it determines the cooling performance at higher temperatures, the ACC 
cost, and the air fan parasitic loads. This example is designed for an ambient temperature of 15°C. 
Thus, if temperatures at the chosen location are frequently higher than this, the power output will 
be compromised. This loss can be compensated for if solar heat is available to boost the hybrid 
power output. Increasing the design point ambient temperature would enable the ACC to operate 
more efficiently at high temperatures and therefore improve the power output. However, this will 
also increase the ACC cost, as greater air flow rates will be required. Thus, choosing a design point 
must weigh this trade-off with the expected temperatures in an area and the electrical market it 
will be selling into. 

 

Figure 2: Off-design performance (a) ambient temperature impact on bottoming power cycle and (b) solar heat 
input on bottoming power cycle (shown in colored circles) and topping cycle (shown in black squares) 

 

Table 3 demonstrates the impact of adding heat from the back-pressure turbine to the ORC. As 
described in Section 2, the supplemental heat addition is used to vaporize a portion of the ORC 
working fluid which means the geothermal fluid vaporizes a smaller portion than in a stand-alone 
geothermal system. As a result, this eases pinch-point constraints and enables the ORC fluid to be 
vaporized at higher pressures, temperatures, and mass flow rates, which leads to higher power 
outputs. Figure 2 and Table 3 also indicate that the heat added to the ORC can exceed the design 
point value. This feature adds another level of flexibility to the plant since the power output can 
be increased above the design value (albeit at lower conversion efficiency) if so required. This is 
achievable for CST systems with a solar multiple greater than one: when solar heat availability 
exceeds the design value, the plant operator can decide whether to charge the TES or generate 
more power by over-rating the power plant depending on market conditions. The ability to over-
rate the design point is also advantageous if the electrical grid unexpectedly requires energy 
capacity. 
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Table 3: Off-design performance of the bottoming ORC as a function of heat addition from the back-pressure 
turbine. Ambient temperature is constant at 15°C. *This row corresponds to the design solar heat of 46 MWth. 

Solar 
heat, 
MWth 

Heat added 
to ORC, 
MWth 

Heat from 
geo., 
MWth 

ORC 
mass 

flow, kg/s 

Turbine inlet 
pressure, bar 

Turbine 
inlet temp., 

°C 

ORC gross 
power, 
MWe 

ORC 
efficiency, 

% 
0 0 75 193 5.6 88.5 7.5 9.4 

23 18 68 219 6.4 94.5 8.8 9.6 
46* 34 61 246 7.2 100.0 10.0 9.7 
69 53 54 278 8.2 106.1 11.0 9.5 
89 74 46 313 9.4 112.5 11.4 8.7 

 

The annual performance is evaluated by calculating the power output for each hour of the year for 
a given location— in this case, Elk Hills, California. Additional design parameters include the 
solar field size (solar multiple) and thermal storage size, which together determine the proportion 
of time that the hybrid plant will have the design thermal input. In this case, a relatively large solar 
field is chosen (solar multiple = 3) along with 10 hours of storage, meaning that the system should 
have high capacity factors during the spring and summer and also obtain good performance during 
the winter months. Full design parameters are listed in Table 4. 

For this design and location, the hourly solar thermal energy and ambient temperatures are 
obtained from SAM. This information is combined with a data table of off-design hybrid plant 
performance and a simple dispatch procedure that aims to deliver a constant solar thermal power 
output to the topping cycle. When solar energy exceeds the design solar input, the storage is 
charged. When solar energy falls below the design requirement, the storage is discharged until it 
is emptied. Having established the available solar input and ambient temperature for each hour, 
the off-design performance table is interpolated to find the power output.  

Time-series results are provided in Figure 3 for a week in July. As the ambient temperature 
increases over the course of the day, the bottoming power cycle output dips. However, the 
availability of solar heat at these times boosts the bottoming cycle power output and compensates 
for losses due to high ambient temperatures to some extent. The total generation shows clear peaks 
and valleys based on when solar is and is not producing thermal energy, but the generation never 
drops to zero because the geothermal cycle is able to provide relatively consistent power output.  

The gross power output of the topping and bottoming cycle is shown in Figure 4. Although the 
two cycles have the same rated power output of 10 MWe, the hourly power produced by the two 
systems varies significantly throughout the year. The solar topping cycle tends to either operate at 
its rated power or turn off (mostly at night). This is in part due to the dispatch scheme applied to 
the thermal storage, which tries to produce constant topping cycle power for as long as possible. 
On the other hand, the bottoming cycle provides consistent power generation albeit with diurnal 
and annual variations due to changes in ambient temperature and topping cycle power input.  

The annual simulation found that the hybrid plant produced 107,760 MWhe of power, which 
corresponds to a capacity factor of 62%.  
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Table 4: Inputs to the annual simulation model 

Parameter Value 

Geo brine temp 120°C 

Geo brine flow rate 576 kg/s 

ORC rated power 10 MW 

Solar multiple 3 

Solar mirror area 4.8 x 105 m2 

Rankine rated power 10 MW 

Storage 10 hours 

Design ambient temp 15°C 

Location Elk Hills, CA 

 

 

Figure 3: Time-series results from annual simulation of hybrid system for one week showing ambient 
temperature, storage charge, topping cycle gross generated power, bottoming cycle gross generated 
power, and total net generated power 
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Figure 4: Annual simulation results for topping and bottoming cycle gross power output over one year 

5. Conclusions 
A greenfield hybrid power cycle that integrates geothermal and Concentrating Solar Thermal 
(CST) is introduced in this article. The configuration described uses a back-pressure steam topping 
cycle that enables the solar energy to be converted at high temperatures and therefore good 
efficiency. Heat is transferred from the exit of the steam turbine to the bottoming organic Rankine 
cycle (ORC) which also uses heat from a geothermal source. The ORC can deliver power even 
when no solar heat is available and can therefore provide firm capacity. 

This system could potentially provide both baseload electricity capacity via the geothermal energy 
and flexible peaking power by combining CST with thermal energy storage (TES). This enhanced 
flexibility could be achieved by co-located geothermal and CST systems. However, directly 
integrating the two power plants – as described in this article – is expected to have other benefits. 
For example, the two systems share an air-cooled condenser (ACC) and some of the solar heat is 
converted to electricity in the geothermal power plant, which may have cost advantages. 
Furthermore, the addition of solar heat to the ORC eases pinch point constraints in the heat 
exchangers and enables the ORC working fluid to be vaporized at higher temperatures and 
pressures than what is possible with only the geothermal resource. Not only does this have some 
efficiency benefits but it suggests that this concept could be applied to low-temperature geothermal 
resources that currently are not being developed. Another benefit of directly integrating the two 
systems is that additional CST can be added over time and therefore be used to compensate for 
any decline in the geothermal flowrate and temperature. Cost and value analysis over the lifetime 
of the hybrid plant is required to quantify the magnitude of these potential advantages compared 
to more conventional systems, and this is the subject of ongoing research. 

Design and off-design models of this system are developed, and results show that off-design 
modeling is an important requirement; the power output is strongly influenced by ambient 
temperatures and solar heat input. The proposed system uses an air-cooled condenser and 
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consequently, high ambient temperatures have a detrimental effect on power output. However, 
these losses are compensated for to some extent by the simultaneous availability of solar energy. 

The power output is calculated for each hour of the year for one illustrative design case, and a 
simple dispatch model is used to determine the charge and discharge of the TES. There is 
considerable scope for investigating improvements to the system design, sizing, and operation. For 
example, the ORC efficiency could be increased by considering different working fluids (such as 
isobutane, propane, or CO2) or alternative power cycle designs, such as a dual-pressure level cycle, 
supercritical cycle, or Kalina cycle. A comprehensive analysis of the relative sizing of the topping 
and bottoming cycle power outputs, the solar field size, and the TES size are also required. The 
optimal combination will depend on the cost of the system and how its power output is valued (and 
therefore the electricity market that it operates in). Therefore, economic models should be 
developed, and more sophisticated dispatch schemes should be considered in an effort to maximize 
value while reducing cost.  

Furthermore, individual locations will have different solar resources, geothermal temperatures and 
flow rates, market patterns and requirements. Therefore, greenfield hybrid plant design will likely 
depend on the unique characteristics of the proposed location. Future work will investigate the 
design and operation of hybrid CST-geothermal power plants in several distinct locations 
throughout the United States—covering a range of solar and geothermal resources—with the aim 
of evaluating the economic value of these systems. 
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ABSTRACT  

Non-condensable gas (NCG) from geothermal power plants often contains CO2, H2S, H2, and N2. 
Oxygen may also be present in the gas from air ingress due to vacuum conditions in the main 
condenser of condensing steam turbines. Given the current world-wide emphasis on limiting CO2 
emissions to the atmosphere, there is increasing interest in capturing CO2 from NCG streams for 
potential utilization (e.g., in greenhouses, in beverages, for e-fuels, and for enhanced oil recovery), 
and for sequestration (e.g., subsurface reinjection). In parts of the world where fresh water or 
seawater is abundant, CO2 can be captured by contact of the NCG stream with cool water in an 
absorption column. However, the presence of oxygen in the NCG stream can significantly 
complicate the capture process. As CO2 is removed for utilization or sequestration, the remaining 
species (e.g., most importantly H2 and O2) are concentrated in the residual streams. Thus, the 
process schemes must ensure that dangerous concentrations of fuel (e.g., H2) and oxidant (e.g., O2) 
are avoided. This requirement to limit the concentration of fuel and oxidant in the residual stream 
can significantly reduce the amount of CO2 that can safely be recovered. This paper presents a 
novel concept to use a preabsorber to contact the water and NCG stream upstream of the main 
absorption column to absorb the bulk of the CO2 and H2S into the water phase. The preabsorber 
concept manages the flammable species at the beginning of the processing scheme, making it 
easier to make a safe gas product stream (i.e., low in oxygen) for sequestration or utilization later 
in the processing scheme. 
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1. Introduction  
Geothermal steam contains various non-condensable gas (NCG) species that vary by site 
depending on the characteristics of the reservoir. NCG often contains CO2, H2S, H2, N2, CH4, NH3, 
and/or Ar, but other species can also be present at low levels (Energy Sector Management 
Assistance Program, 2016). In the geothermal power steam turbine condenser, NCG leaves the 
condenser through ejectors or vacuum pumps. The vacuum conditions in the condenser can lead 
to air ingress (O2 and N2) through seals and glands in the steam turbine or even by flashing air out 
of the cooling water if the steam turbine condenser is a direct-contact type heat exchanger. The 
NCG flowing out of the steam turbine condensers may need to be treated for environmental 
purposes to remove contaminants (e.g., H2S) down to levels that do not pose a safety or odor risk 
to nearby public spaces. In addition to environmental compliance, NCG may be further treated to 
remove CO2 or purify the CO2 in the NCG in order to: 

• Produce food and beverage grade CO2 that can be used for freezing foods, carbonating 
beverages, etc. Human consumption of this CO2 requires the purity to be very high, which 
can result in the production of food and beverage grade CO2 being prohibitively expensive. 
However, there may be some instances where the cost of procuring a different source of 
CO2 is also high and production of food and beverage grade CO2 from NCG may be 
economically attractive. 

• Produce fuels and other chemicals. Some NCG sources have a substantial amount of H2 
present (or H2 can be produced via electrolysis or other means) in addition to CO2 and these 
can be chemically reacted with one another to form synthetic methane or potentially reacted 
to form carbon monoxide (CO) to make a syngas mixture that can then be used to produce 
more complex chemicals. 

• Produce CO2 gas for use in greenhouses. CO2 can be used in greenhouses to enhance 
photosynthesis and produce healthier plants at increased growth rates. 

• Capture and sequester the CO2. Governmental bodies like those in the United States and 
the European Union have incentivized industries that emit CO2 to capture and store the 
CO2 permanently by providing tax credits and low carbon fuel markets to industrial sites 
that are able to capture and sequester some or all the CO2 that they produce. In geothermal 
power areas, sequestration may be an attractive option since it generally does not generate 
an additional product that is not related to the core business of power production. 

Table 1 shows an example of the difference in selected specifications for CO2 to different 
destinations. The CO2 recovery and purification processes must be tailored to the specific 
application given the variability in NCG composition between different sites and the vast 
difference in CO2 purity specifications for potential products. 
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Table 1: Selected Specifications for CO2 to Different Destinations. 

Requirement Sequestration Utilization: Greenhouse Utilization: 
E-fuels, Food & Beverage 
(Finley, Fisher, McKaskle, 
2006) 

Minimum CO2 
Content Not applicable Not applicable 99.985 volume% 

Minimum CO2 % 
captured None None None 

Maximum H2S Not applicable 300 ppmv (~0.3 ppmv in 
greenhouse) 0.2 ppmv 

Water removal Not applicable (likely 
dissolve in water) No free water or ice -70F (-57C) 

 

There are a number of different processes that might be used for capturing CO2 from an NCG 
stream at a geothermal power plant. This might include the use of a chemical absorbent such as 
alkanolamines, physical solvents like DMPEG, membrane systems, or pressurized water 
scrubbing. This paper focuses on pressurized water scrubbing for a geothermal power plant in 
Iceland with an abundance of water that can be used as the solvent for CO2 removal and where 
water streams can be easily disposed of by injection.  

Table 2 shows a hypothetical NCG composition that may be treated in a pressurized water 
scrubbing system. This composition does not represent any particular geothermal power site but 
is used to illustrate the impacts of CO2 recovery on the flammability of the residue gas. 

Table 2: Hypothetical Composition of NCG Flowing to NCG Treatment Systems. 

Gas Species in NCG Mole Fraction of 
Species in NCG 

Carbon Dioxide (CO2) 63.91% 
Hydrogen (H2) 9.91% 
Hydrogen Sulfide (H2S) 8.43% 
Methane (CH4) 0.93% 
Ammonia (NH3) 0.00% 
Nitrogen (N2) 13.29% 
Oxygen (O2) 3.53% 

 

The composition in Table 2 has an elevated concentration of N2 and O2, which is indicative of a 
direct contact condenser and/or mixing of gland steam into the NCG. A geothermal power turbine 
that uses a surface condenser may have less N2 and O2 present in the NCG but may have increased 
levels of H2S or NH3.  

In a conventional pressurized water scrubbing system (see Figure 1 in Section 2), NCG from the 
steam turbine condenser(s) flows to one or more feed gas compressors where the NCG is 
compressed before flowing into the bottom of a packed tower. As the NCG rises through the 
packing, it comes into contact with descending water.  The water preferentially absorbs polar gases 
from the NCG (H2S and CO2) while absorbing little of the non-polar species (N2, O2, H2, and CH4). 
The unabsorbed gases flow out of the top of the packed tower, while the CO2-and-H2S-rich water 
flows out of the bottom of the packed tower. Water for the pressurized water scrubbing may vary 
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from one site to another but could be supplied from a fresh water source, seawater, or geothermal 
power loop water (e.g., condensate or brine). The water flowing into the packed tower can be 
cooled to maximize absorption of CO2 and H2S. 

In theory most of the CO2 present in the NCG can be absorbed in a pressurized water scrubber 
system with a tall enough tower and enough water flowing through the tower. When the CO2 and 
H2S absorb into the water in the packed tower, the concentration of the non-absorbed species in 
the remaining NCG increases, and it can increase to the point where the remaining NCG becomes 
an explosive gas mixture.  

Note, for the purposes of this discussion, an “explosive gas mixture” is defined as one in 
which the concentrations of both fuels and oxygen are such that only an ignition source is 
required for the gas mixture to burn, deflagrate, or explode. In contrast, pure hydrogen is 
a “flammable” gas, but it is not an “explosive gas mixture,” because there is no oxidant 
present in pure hydrogen. 

Whether or not the remaining NCG is an explosive gas mixture can be determined by calculating 
the limiting oxygen concentration (LOC), the upper flammability limit (UFL), and the lower 
flammability limit (LFL) of the gas mixture. The method for calculating these parameters is 
covered extensively in other papers (Piggott, et al., 2021) and those calculations are not repeated 
here. If a given gas mixture has an oxygen content above the LOC, then it will be an explosive gas 
mixture if the fuel in it is also above the LFL and below the UFL.  

Table 3 shows the calculated LOC, UFL, and LFL for the NCG stream in Table 2 before entering 
the pressurized water scrubber system and after 90% of the CO2 is removed from the stream in the 
pressurized water scrubber system. 

Table 3: LOC, UFL, and LFL for NCG Stream Before and After Carbon Capture. 

Stream LOC, % UFL, % LFL, % 
NCG Before Pressurized Water Scrubber 8.1 49.3 18.5 
NCG After Pressurized Water Scrubber (90% CO2 Capture) 6.8 56.4 5.6 

 

Table 3 shows that the pressurized water scrubber NCG treatment processes widen the range of 
conditions under which the NCG may be an explosive gas mixture by: 

• Reducing the fraction of O2 required for the stream to be flammable from 8.1% down to 
6.8%. 

• Increasing the UFL from 49.3% to 56.4%. 
• Decreasing the LFL from 18.5% to 5.6%. 

Table 4 shows the composition of the NCG stream after 90% of the CO2 is removed in the 
pressurized water scrubbing system. The preferential absorption of H2S over CO2 means that most 
of the H2S will be removed from the NCG in the pressurized water scrubbing system as well. 
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Table 4: NCG Composition After 90% CO2 Capture (and H2S Removal) – Based on a Hypothetical 
Composition of NCG in Table 2. 

Gas Species in NCG Composition of NCG 
Downstream of CO2 

Removal Unit 
Carbon Dioxide (CO2) 18.77% 
Hydrogen (H2) 29.11% 
Hydrogen Sulfide (H2S) 0.00% 
Methane (CH4) 2.72% 
Total Fuel + Inerts 50.60% 
Ammonia (NH3) 0.00% 
Nitrogen (N2) 39.03% 
Oxygen (O2) 10.37% 

 

In this specific case then, the NCG stream leaving the pressurized water scrubbing system is an 
explosive gas mixture because the O2 concentration is above the LOC in Table 3 and the 
concentration of inerts and fuel is between the LFL and UFL values calculated in Table 3. 

The remainder of this paper discusses the design of pressurized water scrubber systems that capture 
CO2 from geothermal power processes, the issues and risks that might be encountered when 
removing CO2 from NCG, a novel process design to produce a mostly pure CO2 product from 
NCG for use, and opportunities for optimization of pressurized water scrubbing systems. This 
paper was based on a high-level concept design of pressurized water scrubbing for CO2 recovery 
from geothermal NCG in Iceland. CO2 recovery from the NCG at two different sites was 
considered for a variety of downstream CO2 uses (sequestration, greenhouse gas, e-fuels / food 
and beverage). 

2. Choice of Capture Technology 
The choice of technology for the recovery of CO2 from NCG streams can take different paths 
depending upon what fraction of the CO2 is to be recovered, the composition of the raw NCG, and 
the intended use, physical form, and purity of the CO2 product. There is no single technology that 
can address all situations, and this paper covers technologies that could be applied to a few specific 
cases. This paper assumes the use of water as the primary solvent for achieving separations; 
technologies based on this premise may be particularly advantageous in locations where water is 
plentiful, and acid-gas loaded water can be readily reinjected. Other solvents and other, non-
solvent technologies can be used and may be advantageous in other situations. 

The intended destination of the recovered CO2 is a key driver for choosing a particular technology. 
Some applications consider CO2 being injected underground (sequestered) only, while others 
maximize the amount of CO2 recovered as a liquefied product, and yet others recover CO2 as a 
low purity gas. As the fraction of CO2 being removed from the gas becomes larger, the potential 
for the residue gas to become an explosive gas mixture becomes greater.  

2.1 Conventional Pressurized Water Scrubbing  

For cases where carbon capture and sequestration (CCS) is the only goal, conventional pressurized 
water scrubbing (PWS) may be a reasonable option. In PWS, the NCG is compressed and 

2075



Mamrosh et al. 

contacted with water to absorb the CO2 into the water. Higher pressure results in more water 
absorption per volume of water, although the pressure used may be limited by both equipment 
factors (e.g., cost of compression) and injection limitations (vapor pressure of CO2 in the water to 
be injected compared with reservoir pressure and temperature). The preferred compression 
equipment at many geothermal power plants tends to be liquid ring (water) compressors; these 
compressors typically have a single unit maximum discharge pressure of around 10 bar, and this 
pressure is assumed as the pressure at which the PWS is operated.  Various contacting devices 
could be used for absorbing the CO2 into the water, but the most efficient use of the water is 
obtained using a conventional counter-current trayed or packed tower; this study assumed the use 
of packed towers. The solubility of CO2 in water is higher at lower temperature, so cold water is 
preferred when it is available. 

CO2 has a higher solubility in water compared to most other components in NCG, thus conditions 
in the water scrubber are designed to scrub the desired fraction of CO2 into the water while leaving 
most of the other components in the residue gas. H2S has similar, slightly higher, solubility in 
water compared to CO2, and will also be scrubbed into the water with the CO2. Figure 1 shows a 
process flow diagram of a PWS system applied to scrub CO2 from geothermal NCG using cold 
water, with the CO2-loaded water sent to injection. Table 5 shows the stream data for the system. 
In this simple process, the NCG is compressed to 10 bara, and contacted with the water in a 
counter-current packed tower.  

A key issue in the design of PWS for CO2 absorption is flammability of the residue gas. Assuming 
the presence of both oxygen and flammable species in the feed gas, the fraction of the CO2 removed 
from the gas may need to be limited in a PWS system so that the residue gas does not come too 
close to becoming an explosive gas mixture. In this case, sufficient CO2 (about 7% of the CO2 in 
the feed NCG) is purposefully left such that it inerts the residue gas, keeping the mixture of fuels 
and inert species greater than 10% above the UFLmix. 
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Figure 1: Conventional Pressurized Water Scrubber for Sequestration –Total CO2 Captured is Limited to Avoid an Explosive Gas Mixture at the Top of 
the Scrubber.  
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Table 5: Stream Table for Conventional Pressurized Water Scrubber for Sequestration. 

  101 160 201 210 306 307 
VapFrac  1 1 0 0 0 0 
T [C] 35 9.5 9 8 14 14 
P [bar] 1.06 9.5 12 2 9.5 11.4 
Mole Flow [kmol/h] 104.3 11.2 10768.6 1665.3 12527.0 12527.0 
Mass Flow [kg/s] 1.2 0.1 53.9 8.3 63.3 63.3 
MW  40.4 32.5 18.0 18.0 18.2 18.2 
Volume Flow [m3/h] 2507.0 26.9 194.0 30.0 228.8 228.8 
Std Gas Volume Flow 
[Nm3/h] 2338 250 241370 37325 280780 280780 
Cp [kJ/kmol-K] 36.9 34.2 76.2 76.2 77.2 77.2 
Viscosity [cP] 0.015 0.015 1.342 1.383 1.233 1.233 
Mole Fraction [%]             

Carbon Dioxide 79.58 51.39 0 0 0.62 0.62 
Hydrogen Sulfide 9.69 0.23 0 0 0.08 0.08 
Hydrogen 1.73 15.21 0 0 0 0 
Methane 0.03 0.25 0 0 0 0 
Nitrogen 2.99 27.4 0 0 0 0 
Oxygen 0.56 5.03 0 0 0 0 
Argon 0.04 0.34 0 0 0 0 
Water 5.39 0.14 100 100 99.3 99.3 
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2.2 H2S-Selective Water Scrubbing  

For cases where both CO2 and H2S are present in the NCG, and it is desired to recover CO2 as a 
product, rather than just sequester it, selective water scrubbing can be part of a CO2 recovery 
scheme. A selective water scrubber is one that preferentially scrubs H2S and leaves most of the 
CO2 behind. Although H2S and CO2 have similar solubility in water, H2S is slightly more soluble, 
and this difference can be used to selectively remove H2S from a CO2-rich NCG stream. After the 
H2S has been removed, CO2-rich residue gas can conceivably be used directly or further processed 
as needed (Mamrosh, et al., 2014). The water from the tower would be rich in H2S, but also contain 
some CO2; this water would presumably be reinjected or otherwise treated. Selective water 
scrubbing uses a packed or trayed tower with a reboiler (or successive flash stages) to enhance the 
separation of the H2S and CO2, maximizing the amount of H2S (relative to CO2) removed from the 
NCG into the water. 

The unit can either use a heated reboiler, or it can use a pressure-reduction flash followed by 
recompression of the flash gas. Multiple flash stages can be used in pressure reduction, with the 
stages correlated to compressor compression ratio capabilities. See Section 2 in the 2014 GRC 
paper (Mamrosh, et al., 2014) for detailed description of the selective water scrubber concepts. 

In the CO2 recovery schemes considered here, selective water scrubbing was considered the 
primary mode of H2S removal from CO2, when CO2 was to be recovered as a product. An example 
of a recovery scheme using selective water scrubbing is shown in Figure 2 with the associated 
stream data in Table 6. In this process, water scrubbing is used to achieve two CO2 goals:  1- 
sequester the bulk of the CO2 by absorbing most of it (along with most of the H2S) into water, and 
2- recover a portion of the CO2 as a gas that is low in H2S. The CO2-rich gas product can then be 
further processed for purification, or may be suited for direct use, such as in a greenhouse. In this 
case, the fraction of CO2 that is recovered as the gas-phase product must be high enough such that 
this gas-phase product is maintained well away from the flammability envelope.  Careful control 
and monitoring of this type of system is essential to avoiding the formation of an explosive gas 
mixture in the process. The process shown in Figure 2 is based on the use of vapor recompression 
in the selective scrubber; a reboiler could also be used. 

This process has a significant shortcoming, in that the gas-phase product contains nearly all the 
light gas (H2, methane, N2, O2) species from the NCG. Therefore, this scheme naturally limits the 
purity of the CO2 that can be achieved and is also susceptible to the issue of potentially forming 
an explosive gas mixture. The preabsorber concept covered in the following section is one way of 
recovering a CO2 product with higher purity (fewer light gases) and avoiding the formation of an 
explosive gas mixture.

2079



GRC Transactions, Vol. 47, 2023 
 

 

 

Figure 2: H2S-Selective Water Scrubbing System for Greenhouse Gas. 
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Table 6: Stream Table for H2S-Selective Water Scrubbing System for Greenhouse Gas. 

  101 150 160 200 201 209 210 211 250 307 309 350 365 370 
VapFrac  1 1 1 0 0 0 0 0 0 0 0 0.0004 0 1 
T [C] 35 10.2 10 9 9 8 8 8 9 14.7 13.8 11.7 10.8 10.7 
P [bar] 1.06 9.5 9 12 12 5 5 5 12 11.4 11.4 9 11.4 3.5 
Mole Flow 
[kmol/h] 104.3 26.7 18.5 11157.2 8548.3 1887.3 1665.3 222.0 2608.9 10291.1 13130.3 2852.0 2839.2 12.8 
Mass Flow [kg/s] 1.2 0.3 0.2 55.8 42.8 9.4 8.3 1.1 13.1 52.0 66.3 14.4 14.3 0.2 
MW  40.4 39.1 37.0 18.0 18.0 18.0 18.0 18.0 18.0 18.2 18.2 18.2 18.1 43.8 
Volume Flow 
[m3/h] 2507.0 63.2 46.5 201.0 154.0 34.0 30.0 4.0 47.0 188.0 239.4 54.8 51.4 84.2 
Std Gas Volume 
Flow [Nm3/h] 2338 599 414 250080 191600 42302 37325 4977 58476 230670 294300 63924 63637 286 
Cp [kJ/kmol-K] 36.9 37.1 36.0 76.2 76.2 76.2 76.2 76.2 76.2 77.2 77.1 77.3 76.6 37.5 
Viscosity [cP] 0.015 0.015 0.015 1.342 1.342 1.383 1.383 1.383 1.342 1.211 1.230 1.312 1.306 0.014 
Mole Fraction 
[%]                             
 Carbon Dioxide 79.58 79.11 70.49 0 0 0 0 0 0 0.6 0.53 0.73 0.29 98.92 
 Hydrogen Sulfide 9.69 0.47 0.03 0 0 0 0 0 0 0.1 0.08 0.01 0 0.56 
 Hydrogen 1.73 6.43 9.29 0 0 0 0 0 0 0 0 0 0 0.10 
 Methane 0.03 0.11 0.16 0 0 0 0 0 0 0 0 0 0 0 
 Nitrogen 2.99 11.48 16.6 0 0 0 0 0 0 0 0 0 0 0.02 
 Oxygen 0.56 2.12 3.06 0 0 0 0 0 0 0 0 0 0 0.01 
 Argon 0.04 0.14 0.21 0 0 0 0 0 0 0 0 0 0 0 
 Water 5.39 0.15 0.16 100 100 100 100 100 100 99.3 99.39 99.27 99.71 0.39 
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2.3 Preabsorption Concept to Simplify CO2 Recovery and Purification  

The source gas in this case contains over 1 mol% oxygen, which presents significant concerns due 
to the potential to form explosive gas mixtures once the fuels and this oxygen are concentrated. As 
a result, the flow scheme with a preabsorber was developed to contact the water and NCG stream 
upstream of the main absorption column to absorb the bulk of the CO2 and H2S into the water 
phase. The preabsorber concept manages the flammable species at the beginning of the processing 
scheme, making it easier to make a safe gas product stream (i.e., low in oxygen) for sequestration 
or utilization later in the process. Without the preabsorber, high levels of oxygen would be present 
in each of the flash gas streams associated with the selective scrubber. Additionally, oxygen in the 
vapor CO2 product from the selective scrubber could be concentrated in downstream processing 
steps (such as during liquefaction and distillation) causing concerns in those downstream 
processes.  

Figure 3 demonstrates a processing scheme using the preabsorber concept. In this process, the 
target is to maximize the amount of beverage or e-fuel grade liquid CO2 that is produced while 
maintaining safe levels of oxygen in the vapor streams. Table 7 gives the stream data to go with 
Figure 3. (Note that two sites are considered for CO2 recovery for this example, so the inlet NCG 
conditions differ from those presented in Sections 2.1 and 2.2.) 

The NCG is compressed and flows into the gas preabsorber in-line mixer (M-101). In the mixer, a 
very large flow of clean water from the booster pump (P-101) is used to absorb the bulk of the 
CO2 and H2S into the liquid phase at a relatively high pressure, assumed to be about 10 bara for 
this example. The leftover gases exiting the preabsorption separator (D-101) include most of the 
light species (e.g., H2, N2, O2). This stream also includes some H2S as well as enough CO2 that the 
stream is at least 10 volume percent higher than the estimated UFLmix.  The stream is then vented 
or combusted. Because most of the light species are removed upstream of the selective scrubber 
in D-101, another benefit of the preabsorption concept is that a higher purity CO2 product may be 
possible. Higher purity CO2 may require less processing in the downstream purification steps such 
that smaller equipment could potentially be used to purify the CO2 for greenhouse gas, e-fuel, and 
beverage grade products. 

The water containing the bulk of the H2S and CO2 flows from D-101 to a flash drum (D-200), 
which operates at a relatively low pressure, assumed to be about 2 bara for this example. This 
pressure was chosen to selectively flash out most of the CO2 from the water to feed the subsequent 
processing steps while maintaining some level of removal of H2S. The acid-gas-laden water from 
the bottom of the flash drum is assumed to be pumped (P-201) to an injection well. A higher 
pressure can be selected for the flash drum if less CO2 vapor product is required. In the case of a 
higher flash pressure, more CO2 would remain absorbed in the water for injection. Similarly, a 
lower flash pressure would allow more CO2 vapor to form and leave less in the water phase. 

The vapor from the flash drum flows to a flash recompressor (C-400), which compresses the gas 
to 10 bara so that it can enter the selective scrubber (T-201). A slipstream of fresh water is fed to 
C-400 as seal water. The seal water flows into T-201 along with the gas. 

The purpose of T-201 is to selectively remove H2S from the gas stream down to below 300 ppmv 
H2S; an additional H2S removal step (e.g., scavengers, liquid redox, etc.) downstream of the  
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Figure 3: Preabsorption with H2S-Selective Scrubbing and Purification / Liquefaction for Beverage Grade CO2. 
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Table 7: Stream Data for Preabsorption with H2S-Selective Scrubbing and Purification / Liquefaction for Beverage Grade CO2. 

  101 106 150 160 200 201 210 212 214 216 250 301 355 
VapFrac  1 1 1 1 0 0 0 0 0 0 0 0 1 
T [C] 35 46.1 11.5 10.2 9 9 8 8 8 8 9 11.5 11.2 
P [bar] 1.06 9.88 9.38 9.5 12 12 7 7 7 7 12 9.38 2 
Mole Flow [kmol/h] 104.3 176.4 58.2 104.0 57728.8 38855.9 6244.7 1665.3 3552.5 1026.9 18872.9 40743.7 219.9 
Mass Flow [kg/s] 1.2 2.1 0.6 1.3 288.9 194.4 31.3 8.3 17.8 5.1 94.4 205.4 2.6 
MW  40.4 42.0 37.9 43.4 18.0 18.0 18.0 18.0 18.0 18.0 18.0 18.2 43.1 
Volume Flow 
[m3/h] 2507.0 454.5 141.1 242.0 1040.1 700.1 112.5 30.0 64.0 18.5 340.0 741.5 2565.7 
Std Gas Volume 
Flow [Nm3/h] 2338 3955 1303 2331 1293900 870920 139970 37325 79627 23017 423020 913230 4928 
Cp [kJ/kmol-K] 36.9 39.1 36.0 39.1 76.2 76.2 76.2 76.2 76.2 76.2 76.2 77.0 37.0 
Viscosity [cP] 0.015 0.016 0.015 0.014 1.342 1.342 1.383 1.383 1.383 1.383 1.342 1.301 0.014 
Mole Fraction [%]                           

Carbon Dioxide 79.58 88.19 67.07 97.32 0 0 0 0 0 0 0 0.49 93.46 
Hydrogen Sulfide 9.69 2.14 1.66 0.02 0 0 0 0 0 0 0 0.03 4.67 
Hydrogen 1.73 0.84 4.33 0.72 0 0 0 0 0 0 0 0 0.34 
Methane 0.03 0.02 0.1 0.01 0 0 0 0 0 0 0 0 0.01 
Nitrogen 2.99 6.17 21.81 1.26 0 0 0 0 0 0 0 0 0.6 
Oxygen 0.56 1.48 4.63 0.48 0 0 0 0 0 0 0 0 0.23 
Argon 0.04 0.06 0.22 0.02 0 0 0 0 0 0 0 0 0.01 
Water 5.39 1.08 0.17 0.15 100 100 100 100 100 100 100 99.47 0.69 
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Table 7 (Continued): Stream Data for Preabsorption with H2S-Selective Scrubbing and Purification / Liquefaction for Beverage Grade CO2. 

  360 365 382 385 390 394 730 740 801 802 810 812 815 
VapFrac  0 0 0.00002 0.0025 0 1 1 0 1 1 0 0 0 
T [C] 11.2 11.3 13.4 12.8 12.8 12.8 10 -20 35 48.1 20 48.1 20 
P [bar] 2 12 9.5 6 6 6 25 25 1.06 12 11.5 12 11.5 
Mole Flow 
[kmol/h] 64092.1 64092.1 23626.1 23626.1 23568.2 57.9 33.0 70.9 184.5 176.4 2924.9 2933.0 8.1 
Mass Flow [kg/s] 321.5 321.5 119.4 119.4 118.7 0.7 0.4 0.9 2.1 2.1 14.7 14.8 0.04 
MW  18.1 18.1 18.2 18.2 18.1 43.6 42.2 44.0 40.9 42.0 18.1 18.1 18.1 
Volume Flow 
[m3/h] 1158.8 1158.7 432.7 649.4 428.7 220.7 26.1 3.0 4435.9 373.3 53.2 54.3 0.1 
Std Gas Volume 
Flow [Nm3/h] 1436600 1436600 529560 529560 528260 1299 739 1588 4136 3955 65559 65740 181 
Cp [kJ/kmol-K] 76.4 76.4 77.3 76.8 76.9 38.2 44.6 97.5 36.9 39.6 76.7 76.6 76.7 
Viscosity [cP] 1.278 1.274 1.256 1.244 1.253 0.014 0.015 0.117 0.015 0.016 1.035 0.585 1.035 
Mole Fraction [%]                           

Carbon Dioxide 0.15 0.15 0.68 0.68 0.44 96.04 92.12 100 84.35 88.19 0.39 0.39 0.39 
Hydrogen Sulfide 0.02 0.02 0.05 0.05 0.04 3.58 0 0 2.05 2.14 0.02 0.02 0.02 
Hydrogen 0 0 0 0 0 0.05 2.27 0 0.8 0.84 0 0 0 
Methane 0 0 0 0 0 0 0.04 0 0.02 0.02 0 0 0 
Nitrogen 0 0 0 0 0 0.03 3.99 0 5.9 6.17 0 0 0 
Oxygen 0 0 0 0 0 0.02 1.5 0 1.42 1.48 0 0 0 
Argon 0 0 0 0 0 0 0.08 0 0.06 0.06 0 0 0 
Water 99.83 99.83 99.27 99.27 99.51 0.27 0 0 5.39 1.08 99.59 99.59 99.59 
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absorber is required to meet e-fuels or beverage grade quality. (Additional H2S removal may not 
be required if this were to be for a greenhouse gas quality CO2 product.) 

A slipstream of water (stream 250) from P-101 flows to the top of T-201 and down through the 
packing where it absorbs CO2 and H2S. Selectivity is accomplished by flashing the liquid exiting 
the bottom of T-201 into a flash drum (D-300), which operates at a lower pressure of roughly 6 
bara. At these conditions, more CO2 than H2S flashes out of the liquid, and this CO2 is then 
recycled via another flash compressor (C-300) back to bottom of T-201 where the CO2 is available 
to travel up the tower and on to purification and liquefaction. 

The destination of the CO2 is dependent on the composition of the non-condensable gas, 
particularly on the amount of oxygen and H2S. Higher oxygen content in the feed gas requires that 
more CO2 is flashed out in the preabsorber separator to sufficiently dilute the oxygen in the vent 
gas stream to maintain acceptable levels of oxygen. This CO2 is lost to vent. Higher H2S content 
requires a larger flow rate of water in the selective scrubber for removal (for a fixed H2S 
concentration in the CO2 product), which also absorbs additional CO2. The CO2 absorbed in the 
scrubber water is sequestrated. Finally, if the low-H2S gas from the absorber is sent to purification 
and liquefaction (McIntush, et al., 2022), additional CO2 will be vented from the distillation 
column to remove inert gases (e.g., remaining traces of nitrogen, hydrogen, and oxygen).  

Table 8 provides an example of the destination of the CO2 from the feed gas for two different NCG 
compositions. In both cases, the use of the preabsorber concept limits the amount of CO2 that must 
be vented relative to the amount injected with water (sequestered) and relative to the amount of 
CO2 converted into liquefied product.  

Table 8: Example CO2 Destination for Two Different NCG Compositions. 

 Case 1 Case 2 
Gas Composition (dry), mol%   

CO2 84.1% 87.3% 
H2S 10.2% 5.1% 

H2 1.8% 1.2% 
N2 3.3% 5.2% 
O2 0.6% 1.2% 

CO2 Vented 15.9% 29.1% 
CO2 Injected with Water 47.1% 41.2% 
CO2 Liquefied  37.1% 29.7% 

3. Optimization and Options for Implementation 

Since this was a high-level study, the water processing schemes were preliminary in nature. Given 
the many different uses for CO2 from NCG and the variability in the NCG composition across 
geothermal facilities, there is no standard water scrubbing scheme for purifying CO2 from NCG. 
Thus, the water scrubbing and preabsorption approaches described in this paper could be further 
tailored to meet the specific objectives of different NCG applications. 

Moreover, while the focus of this study was on water scrubbing technologies, it is obvious that the 
preabsorber concept could readily be adapted for use with other separations techniques, such as 
alkanolamines, physical solvents, and perhaps other non-solvent technologies (e.g., membranes) 
as well.  
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4. Conclusions 
This paper presents an overview of pressurized water scrubbing to capture CO2 from the NCG and 
a new preabsorption concept to manage the residue gas composition so that an explosive gas 
mixture is not formed. If the geothermal power plant has an abundance of cool water that can be 
used on a once-through basis and a suitable well for injection, then water scrubbing at elevated 
pressure may be a reasonable option for recovering CO2 from NCG. The preabsorption concept 
can be used in the water scrubbing process to simplify CO2 recovery and purification. The 
preabsorption concept is particularly advantageous when the NCG has high levels of oxygen, 
significant light ends, and a CO2 product (greenhouse gas, e-fuel, beverage) is desired.   

The inline mixer and separator of the preabsorber are used to dissolve the majority of the CO2 
along with the H2S into the water while the majority of the light components (e.g., O2, N2, CH4, 
H2) exit as vapor from the separator. Enough CO2 also evolves in the vapor from the separator in 
order to stay safely away from the formation of an explosive gas mixture. Thus, the preabsorption 
concept removes most of the oxygen and light ends from the NCG prior to further processing. This 
makes the downstream purification steps safer to operate since the flammability envelop is 
avoided. The removal of the bulk of the light ends also results in the recovery of a higher purity 
CO2 product from the water scrubbing system.  
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ABSTRACT  

The Te Huka geothermal power station is a 25MWe net binary plant commissioned in 2011 and 
located near Taupo, New Zealand.  Since commissioning the Te Huka power plant has been 
releasing approximately 81.2% of the flow of non-condensable gases (NCG – mostly CO2) present 
in the flow of produced geothermal fluid to the atmosphere, as a part of normal plant operation. 
The remaining ~18.8% of the NCG flow is dissolved in the reinjection fluid and returned to the 
geothermal reservoir.  Under these normal operating conditions, the Te Huka plant used to release 
~9,200 tonnes of CO2 equivalent per year on average, with an emissions intensity of 50 
gCO2e/kWh(net).  

In 2020 an investigation commenced to identify options to reduce NCG emissions from Contact 
Energy’s geothermal fleet. This resulted in the Te Huka NCG reinjection project, with the 
objective of reducing the gas emissions from the power plant to near zero under normal operating 
conditions through directing all the non-condensable gases into the reinjection fluid.  

This paper describes the drivers behind this project, and the selection criteria that led to Te Huka 
being selected as the first plant to undergo an emissions reduction trial at Contact Energy.  The 
reinjection concept, technical considerations, risks and potential benefits are also discussed. 

Commissioned in 2022, initial observations of the impacts of the project on power plant, well and 
reservoir performance are also presented, and compared to the modeled and expected impacts. 

1. Introduction  
Contact Energy owns and operates a portfolio of generation assets in New Zealand, including 
geothermal, hydroelectric, gas and liquid fueled power plants.  With an increasing focus on 
sustainability and climate impacts Contact Energy is focused on materially reducing its greenhouse 
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emissions over the coming years, with a goal of being a net zero emissions company by 2035.  
Contact Energy plans to meet its emissions reduction targets include reducing generation from 
fossil fuel sources and increasing generation of renewable energy including geothermal.  For 
Contact Energy to reach its zero emissions targets, carbon dioxide emissions from geothermal 
power generation need to be addressed, because while geothermal energy is renewable and 
typically has low emissions like other renewables, these emissions can still be significant when 
the amount of geothermal generation is high (McLean and Richardson, 2020).  To work towards a 
zero emissions future Contact Energy has been investigating ways to reduce, or even eliminate 
emissions from its geothermal generation fleet, and one of these options has been the reinjection 
of geothermal gases (mostly carbon dioxide) back into the geothermal reservoir. 

2. Plant Selection  
When selecting a plant from Contact Energy’s geothermal fleet to trial NCG reinjection a range of 
factors were considered to determine the most suitable.   These factors are discussed below and 
were used to determine the likelihood of success, project complexity, cost and project risk 
associated with each plant. 

 2.1 Gas composition 

Geothermal non condensable gases (NCG) are mostly CO2, with smaller amounts of methane 
(CH4) and hydrogen sulphide (H2S), and other traces gases including oxygen (O2).  The gas 
composition is key in assessing potential corrosion issues, with the presence of oxygen of 
particular concern.  Carbon dioxide and hydrogen sulfide are both acidic gases that depress the pH 
of the reinjection fluid when they dissolve, and the lower pH can be a corrosion issue depending 
on the reinjection system materials and reinjection conditions.  However, the presence of oxygen 
in the NCG composition was the most significant concern, as the combination of oxygen and 
hydrogen sulfide was likely to lead to very high corrosion rates in our reinjection systems, which 
are predominantly constructed from carbon steels for both the reinjection pipelines and reinjection 
well tubulars.  If designing a new reinjection system, the presence of oxygen might be able to be 
mitigated (at significant cost) with the use of corrosion-resistant alloys, however this was not an 
option for this project where we would be utilizing existing systems.  While corrosion was the 
largest concern relating to the presence of oxygen, the potential formation of sulfur solids that 
might impact the near well bore permeability of the reinjection wells was also noted, as this issue 
could not be mitigated with a move to corrosion-resistant alloys. 

2.2 Gas pressure vs Reinjection system pressure 

Another consideration was the difference between the gas pressure of the NCGs in the power plant 
and the operating pressure of the reinjection system.  The pressure difference determined the 
following:  

• If a compressor would be required - noting that any compressor would need to be suitable 
for sour gas conditions. 

• What type of compressor might be required – particularly if the required pressure increase 
was substantial.  

• How much power would be required to run a compressor – as this would use power that 
would otherwise have been sold to the market (parasitic load). 

2089



Richardson et al 

2.3 Reinjection Conditions 

The reinjection conditions were an important consideration, to ensure that the NCG remained 
dissolved in the reinjection fluid and did not break out back into gaseous form and form a gas cap 
either in the surface piping or at the wellhead, which could impede reinjection flow.  This required 
an understanding of the NCG and reinjection flows, temperatures and pressures throughout the 
reinjection system.  A calculation of the gas breakout pressure from this data provides confidence 
that reinjection pressure can be maintained above the gas breakout pressure throughout the system.   

Consideration was also given to the proximity of the existing NCG piping to the reinjection piping, 
as the distance between the two systems would have a significant influence on the cost of a system 
to connect the two.   

2.3 Reservoir considerations 

When determining a suitable site to trial NCG reinjection there were some important reservoir 
aspects to consider.  The first of these is to ensure the reinjected gases are delivered into appropriate 
parts of the reservoir, where they will remain underground.  The reinjected gases are dissolved in 
geothermal fluid and are rejoining a large body of geothermal fluid full of dissolved gases 
circulating underground – the geothermal reservoir, the source of the gases in the first place. When 
selecting the area to reinject NCG it is not always necessary (or possible) to permanently 
immobilise the gases underground (by mineralisation of the gases, or by trapping within sealed 
compartments).  What is required is to have the reinjected fluid and gases slowly rejoin the 
underground circulation that is the reservoir, without a rapid pathway either straight back into the 
main reservoir, or to the surface. 

These objectives match with existing reinjection systems, which have those same objectives 
regardless of the presence of gases.  For normal reinjection, if there is a rapid pathway for fluid 
back into the main reservoir, then there will be cooling of the production area and wells, and 
productivity will decline (with the presence of dissolved gases, there are additional downsides to 
rapid connection).  Also, for normal reinjection if there is a rapid pathway to the surface then 
groundwater could become contaminated with geothermal fluid (geothermal operations have 
extensive groundwater monitoring plans to ensure this does not occur).  With the additional 
presence of dissolved gases, the main potential downside of a rapid pathway to the surface is the 
risk of releasing the gases back to the atmosphere, nullifying the entire NCG reinjection operation.   

In order to ensure the gases are delivered to appropriate locations in the reservoir, it is necessary 
to have a good understanding of the reservoir and how it circulates, the depth and location of the 
feed zones in the available reinjection wells, and the proximity of reinjection to the production 
area.  

The second main reservoir aspect to consider is potential changes to permeability near the 
reinjection wells. There is the potential to both increase or decrease permeability, by mineral 
dissolution or deposition. Reactive transport modelling was undertaken to predict the 
consequences  of any near-wellbore fluid-rock interaction as a result of the changing reinjection 
fluid composition and lower pH.   

The third reservoir aspect is the potential for rising gas content in the fluids produced from the 
production wells. This is related to the first aspect – to be avoided by appropriately locating 
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reinjection to avoid rapid pathways back to the production area. Specific issues relating to 
increasing the gas content in the production areas is the potential to increase the propensity for 
calcite scaling in the production wells, and also increasing the amount of gas to be managed in the 
surface equipment/plant. There is also a benefit - increasing the gas concentration in the produced 
fluid has the potential to lower the boiling point and therefore increases the output of the well. 
However, this was not considered to outweigh the negatives of the higher gas content in the 
geothermal fields that Contact Energy operates. 

Due to these reservoir risks, and limited experience with NCG reinjection, it was considered 
prudent to limit this initial trial to a small number of wells, and a limited portion of one of our 
reservoirs. 

2.4 Outcome 

The consideration of each of these factors led to the decision to select the Te Huka power plant for 
Contact Energy’s NCG reinjection trial.   Te Huka is a two-unit binary cycle geothermal power 
plant utilizing geothermal fluid from the Tauhara field.  The Te Huka plant involves a relatively 
small portion of the Tauhara geothermal reservoir, using only two production wells for fuel supply 
and two reinjection wells, and is located approximately 3km from the larger Tauhara power plant 
currently under construction on the same geothermal field.  The design of the Te Huka power 
plant, as with many binary plants, results in an oxygen-free NCG supply from the vaporizer, 
reducing the corrosion risk compared to a flash plant with a condenser under vacuum.  At Te Huka 
the vaporizer pressure is typically ~9Bar, which is higher than the reinjection pressure of ~7Bar, 
which enables the NCGs to be redirected from the atmospheric vent to the reinjection system 
without the need for a compressor.  The reinjection pipeline is also in close proximity, running 
adjacent to the power plant and NCG source.  The production fluid at Te Huka also has a relatively 
low gas content – approximately 1 tonne of NCG (as show in Table 1) for every 1000 tonnes of 
production fluid.   

Component %weight 

CO2 94.62% 

H2S 3.23% 

NH3 0.25% 

H2 0.018% 

CH4 0.68% 

N2 1.19% 
Ar 0.016% 
He 0.00007% 

Table 1: Te Huka NCG composition (2021). 

 

The Te Huka plant has also typically reinjected approximately 18.8% of the produced gases since 
commissioning, as a result of the gases dissolving in the steam condensate produced in the 
vaporizer. This process is called “passive reinjection” as no deliberate intervention has been made 
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in order for this to occur.  Therefore, NCG reinjection had already been occurring at this plant, 
albeit to a lesser degree than planned for the “active reinjection” pilot (100%), which provides a 
level of reassurance. 

3. Plant Design 
3.1 Plant Overview 

The Te Huka power plant consists of two Ormat Energy Converter (OEC) units, utilizing 
geothermal fluid from the Tauhara field.  Geothermal fluid is supplied from two production wells, 
TH14 and TH20, with the fluid combined and separated into water and steam at the steamfield 
separation plant.  Separated geothermal water (brine) is supplied to the preheaters, while steam is 
supplied to the vaporizer.  In the vaporizer the geothermal steam is condensed, before being 
combined with the separated water upstream of the preheaters, while the geothermal non-
condensable gases are extracted from the vaporizer and vented to atmosphere above the air-cooled 
condenser.  The combination of separated geothermal water and steam condensate is reinjected 
into the geothermal reservoir through injection wells TH15 and TH19 once it has passed through 
the preheaters. 

On the motive fluid side n-pentane is pumped from the condenser to recuperators and then the 
preheaters, where the pentane is heated prior to entering the vaporizer, where additional heat is 
added to affect a phase change to vapor.  From the vaporizer the pentane is delivered to the turbines 
where the vapor is expanded to drive the turbines and generator.  From the turbine the pentane 
vapor is exhausted to the recuperators where heat is extracted prior to entering the condenser where 
more heat is extracted to condense the pentane vapor back to a liquid.  

 

 
Figure 2: Te Huka geothermal power plant overview, Unit 1. 
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3.2 NCG Reinjection System 

The NCG reinjection system concept was relatively simple – redirect the NCG from the vaporizer 
to the combined station reinjection pipeline instead of the atmospheric vent. 

This involved installing a tee piece into each of the units’ NCG vent pipes between the vaporizer 
and the control valve, and then installing a pipeline from this tee to the reinjection pipeline 
connection point (located at an unused reinjection pump skid) as shown in Figure 2 below.  This 
decision was made over another option of piping the NCGs to the reinjection pipeline at each unit, 
as there were existing blanked flanged connections at the unused reinjection pump skid that could 
be utilized as gas inlet points that required significantly less plant down time to install compared 
with a closer option. 

 

 
Figure 2: Te Huka NCG Reinjection Concept sketch 

Each new NCG pipeline includes a manual isolation valve at each end of the pipeline, an actuated 
control valve, actuated shut off valve (Safety Integrity Level rated), flow element and a water level 
indicator for backflow protection as well as multiple drain points and an elevated manually 
operated vent.  There is also a hydrogen sulfide sensor located at each injection point for leak 
detection, which is wired through the plant control system to trip the plant off in case of a 
significant hydrogen sulfide leak. 

The new NCG pipelines have been run underneath the air-cooled condenser, such that should a 
leak occur in this section of piping, the gas will be sucked into the condenser fans and dispersed 
as it normally would have been when operating the original atmospheric vent. 
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Figure 3: Te Huka Unit 1 NCG Reinjection system 

4. Risks and mitigations 
Significant risks and unknowns for this project revolved around 4 key issues, which were 
investigated and where possible modelled prior to proceeding with the construction of the NCG 
reinjection project. 

4.1 Corrosion and deposition 

Corrosion of the reinjection pipelines and well tubulars was a significant concern for this project, 
as both carbon dioxide and hydrogen sulfide are acidic gases which can result in corrosion of 
carbon steel under the right conditions.  While we had experience that our piping systems could 
handle low to moderate amounts of dissolved CO2 and H2S, this project would result in a higher 
concentration of gas dissolved in water, at lower temperatures than we have experienced 
previously. The closest example we had prior to this project were the production well casings and 
liners below flash depth – where the gas concentrations were the same as we were targeting in the 
reinjection system, but with significantly different temperatures.  The gas concentration in the 
reinjection system was modelled and moving from 18.8% gas reinjection to 100% gas reinjection 
was expected to lower the fluid pH from 5.58 to 4.87.  While 4.87 is quite low, modelling and 
experience with brine pH modifications systems from silica control indicate that this would be 
manageable.  Nonetheless a corrosion monitoring program was put in place to monitor the impacts 
of the increased gas concentration on corrosion, and provision was made for a corrosion inhibitor 
dosing system should corrosion become an issue. 
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Modelling also suggested that an increase in stibnite scaling could be expected downstream of the 
gas injection point, due to both the decrease in pH and the increase in H2S concentration.  Stibnite 
scaling has not been a significant issue at Te Huka to date, and as the gas injection point was 
downstream of all the plant heat exchangers, stibnite scaling was not expected to cause any 
significant challenges even if it did increase from current levels. 

4.2 Reservoir Impacts  

The reservoir impacts of mineral dissolution or deposition due to NCG reinjection at Te Huka have 
been modelled using the reactive transport modelling software TOUGHREACT.  Scenarios were 
set up to compare: zero NCG reinjection, 18.8% NCG reinjection (previous situation with passive 
reinjection) and 100% NCG reinjection (active reinjection of all gases).    

The results indicate that there are expected to be benefits to long term reinjection well performance. 
Increases in NCG reinjection are expected to slow rates of permeability and porosity decline in the 
reinjection wells, keeping permeability and porosity higher for longer, as shown in Figure 4 below.  
This effect is due primarily to a slower rate of silica scaling, due to the lower pH caused by 
dissolving the NCGs. No adverse impacts of NCG reinjection were identified in the modelling 
results. This modelling is discussed in detail in Ruiz et al. (2021).  

Laboratory experiments and modelling by Mountain et al. (2022) draw a similar conclusion that 
CO2 is an effective silica anti-scalant when used in reinjection systems. 
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Figure 4: TH15 permeability and porosity changes in time of passive reinjection and active reinjection 

scenarios. 

 

4.3 Operational Impacts  

Operational concerns resulting from NCG reinjection centered around the impacts on plant control, 
and on reinjection system stability and performance. 

The ability to accurately control steam flow and power with the NCGs flowing through to a 
reinjection system was a significant concern, as the reinjection system provides variable back 
pressure as compared to the original NCG system design of being discharged to atmosphere, and 
this is not something the team had prior experience with.  The original plant design controls steam 
flow by controlling the release of NCGs to atmosphere, with a differential pressure of 9Bar, with 
atmospheric pressure for these purposes remaining essentially constant.  With the move to 
reinjecting the NCGs, the gases would be injected into the reinjection system which typically 
operates at ~7Bar, resulting in a differential pressure of ~2Bar, however the reinjection system 
pressure can be significantly lower than 7Bar depending on operational conditions (reinjection 

2096



Richardson et al 

pressure control is a challenge at Te Huka). This leads to a requirement to be able to respond to 
changing system pressures as well as changing unit power and steam flow requirements.  Further, 
the new system would be required to be able to switch between the original NCG discharge to 
atmosphere mode (e.g. for unit start up and shut down), full NCG reinjection mode with the 
atmospheric vent closed, and also a hybrid mode with both the atmospheric vent and the reinjection 
system operating if full NCG reinjection was not able to be achieved. 

The potential for undissolved gas to cause flow issues in the reinjection system – particularly the 
possibility of a gas cap forming in a reinjection well was a concern for the team, with the potential 
to limit how much of the gases could be reinjected.  Modelling of the expected reinjection fluid 
composition indicated that the gas breakout pressure was likely to be slightly under the normal 
reinjection pressure of 7Bar, and as such it was expected that 100% NCG reinjection would be 
possible under normal operating conditions, but that conditions such as part load operation may be 
an issue where well head pressure would be reduced due to lower flow rates. 

5. Results 
The Te Huka NCG reinjection project received approval to proceed in late 2021, and proceeded 
with procurement and construction through 2022, with commissioning occurring in late 2022. The 
100% NCG reinjection system was put into unattended operation on November 29, 2022. 

The commissioning process for the new system was relatively straightforward except for delays to 
some aspects due to market requirements for plant availability, and staff availability due to new 
power plant construction requirements at Tauhara.  Some tuning of the NCG reinjection control 
valve was required to smooth the valve operation and reduce swings in opening position while 
meeting steam flow and power requirements.  The change over from NCG venting to reinjection 
ran smoothly, while a slight modification on the backflow control was required on system startup 
to prevent steam condensate (produced on start up from the cold NCG pipeline) tripping the 
system. 

The new system has been able to support 100% NCG reinjection, which has now become the 
normal operating mode for both units at Te Huka.  There have not been any issues identified with 
gas breakout, reinjection pressure, pressure fluctuations or reinjection well performance. It is 
notable that the NCG flow only loses a small amount of temperature (~10°C) between the 
vaporizer and the injection point, such that the injection of the NCGs increases the reinjection fluid 
temperature marginally. The reinjection system has also been surprisingly reliable, with only a few 
early trips (to the atmospheric vent) until tuning of the control valves was completed.  At the time 
of writing there have not been any NCG reinjection system trips in the last few months. 

Corrosion monitoring and inspection have not revealed any change in corrosion rate within the 
reinjection system with 100% NCG reinjection so far.  This has been monitored with online 
corrosion monitors as shown in Figure 5, corrosion coupons, and a physical inspection after 5 
months service.  As a result of the early corrosion monitoring results, corrosion inhibitors have not 
been used in the Te Huka reinjection system and are not expected to be required.  The corrosion 
coupons are indicating an increase in deposit formation (suspected to be stibnite) as a result of 
moving to 100% gas reinjection, with further monitoring continuing.   
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An unexpected benefit of implementing NCG reinjection at Te Huka has been a reduction in plant 
noise levels in some areas of the plant, particularly near the control room and workshop facilities.  
The reduction in noise has been a result of the atmospheric NCG vent no longer operating in 
normal operation – where gas was released to atmosphere above the condensers with the pressure 
dropping from 9Bar to atmospheric pressure across a single control valve. 

 
Figure 5: Online corrosion rate monitoring (µg/day) data for the Te Huka reinjection pipeline downstream of 

NCG reinjection, the vertical line marks the commencement of 100% NCG reinjection. 

6. Conclusions  
Since this project was put into service in November 2022, Te Huka geothermal power station has 
successfully reinjected a100% of the geothermal gases from the power station back into the 
geothermal reservoir where they originated from. Te Huka is the first zero-emission geothermal 
power station in Contact Energy’s fleet  

The project eliminates carbon dioxide, methane and hydrogen sulfide emissions from the plant 
under normal operating conditions, with a carbon saving of ~9,200 tonnes of CO2 equivalent per 
year.   

While long term reservoir and plant monitoring will continue for several years, the initial results 
from this project indicate that NCG reinjection for Contact Energy’s geothermal power plants is a 
viable option to reduce greenhouse gas emissions from the company’s geothermal operations.   

The Te Huka NCG reinjection project has resulted in valuable learning for Contact Energy on 
some of the challenges involved in geothermal NCG reinjection, and assisted in identifying some 
of the challenges that remain if this process were to be applied to the geothermal flash plants that 
Contact Energy operate.  Following the success of the Te Huka project, a new project has 
commenced to investigate the feasibility of NCG reinjection at the Poihipi geothermal power plant 
– a 50MWe (net) flash plant located on the Wairakei geothermal field. 

Contact Energy currently also has a new binary cycle power plant project – the Te Huka 3 plant 
under construction on the Tauhara geothermal field.  Te Huka 3 will be a 50MWe (net) Ormat 
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binary plant in which the learnings from the Te Huka NCG reinjection project are being applied, 
such that the plant has been designed, and is being built with NCG reinjection capability. It is 
expected  that the Te Huka 3 plant will be able to inject all of the produced gases, also making this 
plant zero-emission under normal operating conditions. 
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ABSTRACT 

Geothermal power is typically represented in electricity system models and planning exercises as 
a baseload resource with constant power output. While this representation is generally accurate for 
conventional dry steam and flash power plants using evaporative cooling, it does not accurately 
reflect the strong impact of variations in ambient air temperature on the power output of air-cooled 
binary cycle plants, which make up the majority of new geothermal installations in the US today. 
These variations in output can be significant, at up to 50% of nameplate plant capacity on the 
hottest summer days, and there is a need to understand their impact on the value of geothermal 
power plants as electricity systems continue to decarbonize. In this paper we use an electricity 
system capacity expansion model to explore the impact of temperature-induced output variability 
on the value and deployment potential of enhanced geothermal systems (EGS) in the western US. 
Notably, we find that the value of a baseload EGS plant with temperature-dependent output in a 
decarbonized electricity system is higher than that of one with flat output when EGS market 
penetration is low (<10% of total generation). However, the opposite is true when large amounts 
of EGS are deployed in the system. The magnitude of discrepancy between weather-dependent 
and weather-independent outcomes is larger when EGS plants are assumed to be capable of 
flexible operations, though the direction is the same as for baseload plants. Our results demonstrate 
that while a weather-sensitive output profile is more valuable in the early stages of geothermal 
deployment, it also leads to greater self-cannibalization as deployment scales up. 

1. Introduction  
Geothermal power plants are exclusively modeled as ‘baseload’ resources in electricity system 
studies and planning exercises, under the assumption that they generally produce power at their 
maximum rated potential at all hours of the year, regardless of ambient conditions (U.S. DOE 
2019; Baik et al. 2021; Denholm et al. 2022). In the United States, this has been a reasonable 
assumption historically. While all thermal power plants experience some degree of weather-
induced output variability due to changes in heat sink temperatures (Fonseca et al. 2021), the bulk 
of U.S. geothermal power generation comes from high-temperature dry steam and flash power 
plants utilizing evaporative cooling (Robins et al. 2021), making them less sensitive to changes in 
ambient air temperature. As a result, geothermal power’s share of the energy mix generally 
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changes little with time (CAISO 2023). Variations in overall output that do occur typically result 
from maintenance periods, addition or removal of capacity, or changes in geofluid flow rates, not 
from changing surface conditions (Sanyal and Enedy 2011). 

However, nearly all new geothermal capacity developed in the United States since the 1990s has 
come from lower-temperature resources utilizing binary-cycle power conversion and, frequently, 
air-sourced cooling (Robins et al. 2021). Such plants are typically much more sensitive to changes 
in ambient conditions, with variations in air temperature driving large seasonal and even diurnal 
fluctuations in power output (Karadas et al. 2014). When flash power plants in the U.S. have been 
upgraded or augmented with binary-cycle turbines, seasonal output variability has increased 
dramatically. Variability is especially significant in systems utilizing air cooling, which are 
naturally much more sensitive to changes in ambient air temperature (Benoit 2014). Observations 
of existing air-cooled binary-cycle plants show weather-based fluctuations in output of up to 40% 
of rated capacity (Karadas et al. 2014). Because binary-cycle power plants (air-cooled plants in 
particular due to their reduced water needs) are expected to be used for the bulk of future 
geothermal capacity additions in the U.S., including in the potential scenario of large-scale 
enhanced geothermal systems (EGS) deployment (U.S. DOE 2019), there is a need to understand 
the impact of this weather-induced output variability on the value of geothermal plants in power 
systems. As electricity systems decarbonize and variable renewable energy resources (VREs) like 
wind and solar power see greater deployment, the addition of further weather-dependent resources 
like air-cooled geothermal power could affect system reliability in unknown ways. 

In this paper we use an electricity system capacity expansion planning tool to address these 
unknowns, exploring the impact of weather-induced variability on the value and role of geothermal 
power in a future decarbonized electricity system. We specifically examine a hypothetical future 
where EGS technology has been proven out and is available for commercial deployment at scale 
across the western U.S., as the impacts of ambient temperature on geothermal output are most 
relevant when geothermal makes up a large portion of total generation in the electricity system. 
Our results demonstrate that including ambient temperature impacts actually increases the 
modeled value of EGS power in scenarios where EGS does not make up a large portion of the total 
electricity mix. However, the opposite is true at high EGS penetrations, as greater self-
cannibalization and a reduced ability to contribute to capacity needs in hours of peak net demand 
reduce the value of weather-dependent plants compared to those with flat output.  

2. Methods  
In this work we use GenX, an open-source electricity system capacity expansion planning tool 
(MITEI and Princeton ZERO Lab 2022), to model the cost-optimal buildout and operation of the 
U.S. Western Interconnection. GenX’s objective is to minimize the cost of serving electricity 
demand in a given target year by optimizing the deployment and hourly operations of electricity 
generation, storage, and transmission technologies subject to detailed physical and policy 
constraints. It is well-suited to exploring the interactions between individual energy technologies 
– such as geothermal power – and the larger electricity system. Here we use GenX to model a 
hypothetical fully-decarbonized Western grid in the year 2045, using 11 spatial model zones and 
8760-hour operational time resolution.  

In addition to a reference scenario where no new geothermal deployment is permitted, we model 
cases where enhanced geothermal power is assumed to be available for deployment across the 

2101



Ricks and Jenkins 

Western Interconnection. For these cases we use EGS supply curves developed for previous work 
(Ricks et al. 2022b) to represent the cost and availability of EGS power across the region under 
multiple technology development scenarios. In addition to scenarios where these EGS plants are 
assumed to operate in ‘baseload’ mode with constant geofluid production rates, we also include 
scenarios that model flexible operation of these plants’ wellfields using a formulation described in 
Ricks et al. 2022a and Ricks et al. 2022b. All surface power plants are assumed to be air-cooled 
binary-cycle facilities. 

In this paper we primarily focus on comparison of outcomes in cases where EGS plants are 
assumed to have flat output year-round, as in most prior modeling, to cases where dependence of 
output on local ambient air temperature is modeled. When modeling plants without weather 
dependence, all are assumed to have a constant capacity factor of 93.3% - lower than 100% due to 
an assumed time-weighted average reservoir cooling over the plant’s lifetime. For cases 
incorporating weather dependence, we use published data from the Dora 1 air-cooled binary-cycle 
power plant in Turkey to fit a representative relationship between the deviation in local ambient 
air temperature from a plant’s design point and the instantaneous capacity factor of the plant, i.e., 
the ratio of its current output to its nameplate capacity. The original field data and fit are shown in 
Figure 1. For each ‘weather region’ in our model where EGS can be deployed, we use historical 
hourly ambient air temperature data from NOAA (weather year 2012, the same year used for wind 
and solar capacity factor and electricity demand time series) to calculate hourly geothermal 
capacity factors throughout the entire year. These are derated by the same factor as the constant-
output plants to reflect reservoir cooling. An example of a final capacity factor time series for EGS 
plants built in the Southern California region is shown in Figure 2. Due to large ambient air 
temperature fluctuations on diurnal and seasonal timescales, plant output reaches more than 110% 
of nameplate capacity in some hours and as low as 60% in others. More information on the 
methodology used to calculate hourly capacity factor time series can be found in Ricks et al. 2022b. 
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Figure 1: Fit of the relationship between local ambient air temperature and air-cooled binary-cycle power plant 

output, as derived from field data. 

 

 
Figure 2: Modeled hourly capacity factor time series for air-cooled binary-cycle geothermal plants built in 

Southern California. 
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3. Results 
3.1 Deployment Outcomes 

We first assess the impact of capturing geothermal weather dependent on cost-optimal EGS 
deployment in energy systems models. Figure 3 illustrates the change in final energy share for 
EGS between cases where weather dependence is not modeled and cases where it is. We include 
a number of sensitivity cases varying the cost of EGS itself (‘baseline’ vs. ‘advanced’ drilling costs 
corresponding roughly to capital costs starting at $5000/kW and $3000/kW, respectively), its 
ability to operate flexibly, the cost of other technologies in the electricity system (‘high’ and ‘low’ 
cases corresponding to 25% increases or 20% decreases in the technology’s cost, respectively), the 
presence of a zero-carbon requirement, or the magnitude of electricity demand.  

In all cases, we find that failure to consider weather dependence of geothermal output leads to 
substantial differences in modeled final energy shares. The direction of these differences is not 
universally consistent, but does follow an observable pattern. When EGS makes up only a small 
portion of total system generation (<10%), its optimal energy share is typically greater when 
weather dependence is modeled than when a flat output is assumed. However, for higher levels of 
optimal EGS penetration, considering weather dependence nearly always lowers the modeled final 
energy share. We observe less variation in outcomes due to changes in other parameters, including 
the ability of EGS to operate flexibly or the cost of competing technologies. One incidence of 
variation is in the “No CES” (“CES” standing for “Clean Electricity Standard”) case, which does 
not impose any requirements for clean electricity (i.e., unabated fossil fuels can still be used to 
whatever degree is economically optimal). In this case, the penetration of baseload EGS is higher 
when weather dependence is considered, even above the 10% market share threshold observed in 
other cases. However, the opposite is true for flexible EGS in the same environment. 

 
Figure 3: Change in modeled cost-optimal EGS energy share between cases where weather dependence is and 

is not considered, including sensitivity cases. 
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3.2 Geothermal System Value 

In order to better characterize the impact of incorporating weather-induced variability into 
modeling of geothermal power, we model a set of cases where system-wide EGS capacity 
deployment is fixed (more specifically, wellfield steady-state production capacity is fixed – surface 
facilities may be oversized in cases where flexible operations are enabled). We calculate the value 
earned by EGS plants in these cases using endogenous price outputs from GenX, and plot the 
percentage-wise change in measured value resulting from incorporation of weather-induced output 
variability in the model. Figure 4 shows these results for cases where EGS capacity is fixed at 
either 5 GW (~1.5% of peak system load) or 50 GW (~15% of peak system load), for the same 
main scenario and sensitivity cases shown in Figure 3. 

Changes in value generally correlate in sign with the changes in optimal energy share discussed in 
the above subsection. At low penetration (5 GW capacity deployment) in a zero-carbon system, 
EGS generally benefits from variable output. Value is typically 2-5% greater for plants with 
weather-dependent output than for plants with flat output in these cases, even though the total 
generation from the weather-dependent plants is slightly lower overall. Figure 5, which compares 
the capacity factor of a weather-dependent geothermal plant in southern California with modeled 
electricity prices in the same region, shows why this is the case. When EGS penetration is small, 
and therefore has a small impact on electricity prices, these prices are generally very high at night 
and low during the day. This price profile, driven in primarily by the solar cycle, aligns fairly well 
with the temperature-driven output profile of EGS plants, which sees peak output during cool 
nighttime hours and minimum output during the day. The EGS plant therefore sees increased 
output during times when prices are high, and reduced output during times when the value of its 
power would not be very high anyway. It should be noted that the alignment between geothermal 
output and prices is not perfect; geothermal output hits a minimum in the late afternoon and does 
not reach its maximum until the cool early morning, whereas electricity value begins to spike as 
soon as the sun goes down. Electricity prices also align with EGS output on a seasonal basis. As 
shown in the right pane of Figure 5, the highest-price periods in southern California occur during 
the winter when geothermal output is consistently elevated and capacity factors average above 
100%. 

However, as discussed in the previous subsection, the impact of weather-induced variability on the 
value of geothermal power shifts with increasing geothermal penetration. At 50 GW of 
deployment, as illustrated in Figure 4, weather-induced variability reduces the value of EGS plants 
in zero-carbon systems by 5-13%. Figure 5 shows that with greater EGS penetration, electricity 
prices become depressed during periods of peak EGS output. In the average daily cycle, prices fall 
by more during nighttime hours than during daytime hours, because EGS output is concentrated 
in these periods. By contrast, an EGS plant with a flat output would have a less concentrated impact 
on prices, and would also be less vulnerable to reductions in prices during periods of peak output. 
The right panel of Figure 5 shows that on an annual basis, the addition of greater EGS capacity 
reduces prices during the winter periods when geothermal output is greatest but increases prices 
during midsummer weeks when geothermal output is lowest. This shift reduces the value of 
geothermal generation in the system and the revenue that these plants are able to earn. 

In general, we observe little variation in the value impact of weather dependence with changing 
costs of competing technologies. However, we do find that the magnitude of the value impact, 
either positive or negative, is consistently greater when EGS plants are able to operate flexibly. 
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This is likely because flexible EGS plants naturally shift as much of their generation as possible 
to periods of highest value, and are therefore especially sensitive to changes in both prices and 
output during these high-value periods.  

One exception to the patterns described above occurs in the sensitivity case where the system’s 
zero-carbon requirement is removed. In this case, where unabated fossil generation makes up 
roughly 40% of total system energy, inflexible geothermal plants can be more than 15% more 
valuable when weather-induced variability is taken into account. On the other hand, flexible EGS 
plants see their modeled value decline in both the 5 GW and 50 GW deployment cases, though the 
value reduction is nearly 0% in the 5 GW case and is far lower than in other scenarios for the 50 
GW case. This ‘No CES’ case is more reflective of anticipated electricity system conditions in the 
mid-2020s and early 2030s, when overall geothermal penetration is likely to remain low even if 
major advances can be made in EGS commercialization. Our results therefore suggest that by 
failing to incorporate weather-induced variability, electricity system modeling and planning tools 
could be significantly underestimating the near-term value of geothermal power. 

 
Figure 4: Change in EGS value between cases where weather dependence is and is not considered, including 

sensitivity cases. 
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Figure 5: Comparison between the capacity factor of an air-cooled geothermal plant and electricity prices at 

different EGS penetration levels in a zero-carbon electricity system, for southern California. The left 
pane shows the hourly values of these metrics over an annual-average day. The right pane shows weekly 
average values over a full year. 

 

4. Conclusion 
Modern binary-cycle geothermal power plants, particularly those utilizing air-sourced cooling, 
have greater sensitivity to ambient temperature conditions than has been previously assumed in 
electricity system planning exercises. However, this weather-induced variability in geothermal 
output has not been captured in electricity system planning exercises to date. In this paper we have 
assessed the impact of incorporating weather-induced variability on the observed value and 
deployment potential of EGS power in a macro-energy systems model. We find that models 
neglecting to incorporate this variability will generally underestimate the value of geothermal 
power in decarbonized electricity systems at low levels of geothermal deployment, but will 
conversely overestimate value when geothermal makes up a significant portion of total generation. 
If new geothermal plants are EGS plants, and are able to operate flexibly, the over/underestimation 
of value will be greater. It should be noted that while we report aggregated results at the scale of 
the entire Western Interconnection, the impacts of temperature-induced variability on geothermal 
value will also be subject to regional variance resulting from differences in local weather patterns.  

Our findings suggest that near-term electricity system planning exercises that model geothermal 
as a purely baseload resource with flat output likely underestimate its system value and the optimal 
level of deployment. When geothermal penetration is not large enough to significantly alter 
electricity prices, the temperature-dependent generation profile of air-cooled binary-cycle 
geothermal plants will align well in time with the value of electricity. A plant with temperature-
dependent output will therefore generate more power during times when electricity prices are 
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highest, and less during times when prices are lowest. This suggests not only that system planners 
should ascribe greater value to new geothermal installations, but also that geothermal developers 
should not shy away from more weather-sensitive plant configurations for fear of reducing their 
facilities’ value.  

On the other hand, our results show that the value of geothermal power deployed at large scale in 
the western U.S. can fall by more than 10% if weather-induced variability is taken into account. 
This result is consistent with observations of declining value for both wind and solar power as the 
deployment of these resources in the electricity system increases (Millstein et al. 2021). Because 
generation by these resources is self-correlated and concentrated in certain hours, they will see 
their value decline more rapidly with increasing deployment than resources with flatter output 
might. If next-generation geothermal technologies can achieve commercial liftoff and see high 
levels of adoption in the electricity system, this self-cannibalization will become an increasingly 
important factor in limiting their long-run deployment potential. At this stage there will be 
increasingly greater value in installing water-sourced cooling systems that can reduce the 
sensitivity of geothermal power output to variations in ambient air temperature. Modeling the 
impact of weather-induced variability on the value of geothermal power can therefore not only 
help system planners and investors appropriately value geothermal power in the near and long 
terms, but can also help inform the design of geothermal systems to ensure that this value is 
maximized at all stages of deployment. 
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ABSTRACT 

Much of the geothermal resource in Japan cannot yet be economically used, although geothermal 
energy is potentially a very valuable domestic power source for Japan. Therefore, many industries 
and research institutes in Japan have researched and developed technologies to harness geothermal 
energy. 

Since 2020 we have studied to develop a geothermal power generation system by supercritical 
carbon dioxide circulation (ScCO2 geothermal power system). It is expected that the thermal 
efficiency of a geothermal power system can be improved and that the environmental impact of 
installing the system is reduced by using ScCO2 as a working fluid. 

In this study, we have conducted laboratory experiments which simulate the loop system by ScCO2 
circulation, and then, thermosiphon phenomena in which CO2 could circulate in the U-shape pipe 
spontaneously caused by its density difference with temperature were demonstrated within 
injection pressure of 11 -19 MPaA and reservoir temperature of 150 - 200 ℃. Furthermore, it was 
found that there is an optimum pressure at which the power output is maximized for each reservoir 
temperature. 

And then, we constructed a numerical simulation model to calculate CO2 flow in drilled wells and 
estimated the amount of electricity generated by the system. As a result, suitable power generation 
cycle and conditions for the geothermal power system by ScCO2 circulation could be found using 
the numerical simulation model to acquire maximum power output. 
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This project has been supported by the Japan Organization for Metals and Energy Security 
(JOGMEC) program, Geothermal Power Generation Technique using Carbon Dioxide in a carbon 
recycle system (FY2022-). 

1. Introduction 
Japan declared that it aims to achieve carbon neutrality by 2050 in October 2020 (METI 2022). In 
the Sixth Strategic Energy Plan revised in 2021 (METI 2021), the share of renewable energy in 
the power source composition in 2030 is revised upward significantly from 22-24% to 36-38%, 
and renewable energy is expected to be introduced at an accelerated pace in the future. The target 
for geothermal power generation has been set at the same level as in the Fifth Strategic Energy 
Plan, and it is considered necessary to strengthen efforts to further increase the amount of 
geothermal power generation installed. And the Strategic Energy Plan mentions the development 
of technology to increase and stabilize the amount of steam available for geothermal power 
generation by artificially injecting water from the ground as an example. Therefore, the 
development and introduction of Enhanced Geothermal System (EGS) technology is an urgent 
issue in Japan (Kaieda 2015). 

The authors have started research on the development of technology for geothermal power 
generation using CO2 as a heat extraction medium by utilizing high-temperature underground 
rocks since FY2020. ScCO2 geothermal power system has many advantages, such as expansion of 
geothermal power generation sites, including deep underground areas that have not yet been 
utilized, dramatic increase in the amount of geothermal power generated, effective utilization of 
abandoned geothermal wells where hot water cannot be obtained, cost reduction and improved 
scenery due to compact surface facilities, and so on. However, there are no examples of ScCO2 
geothermal power systems being developed in Japan, and demonstrations of such systems have 
only just begun in the United States and other countries. In addition, because of the complex 
geological structure of the bedrock in Japan, it is necessary to develop a unique ScCO2 geothermal 
power system that is compatible with this geological structure, and consistent research and 
development from system design to on-site demonstration is required. 

The purpose of this study is to conduct a case study of ScCO2 geothermal power system in the 
preliminary stage of technological demonstration, and to identify elemental technologies necessary 
for the demonstration. This paper describes the outline of a laboratory experiment and plant 
simulation of ScCO2 geothermal power system. 

2. Supercritical CO2 circulation experiment 
2.1 Overview of Supercritical CO2 circulation experimental apparatus 

In EGS using CO2 as a working fluid, the thermosiphon phenomenon has been proposed (e.g., 
Brown et al., 2000, Pruess et al., 2006, Pruess 2008, Atrens et al., 2009), in which CO2 circulates 
naturally without requiring any driving force to the fluid. This is a phenomenon in which CO2 is 
heated in hot reservoir rock after injection, becomes low-density due to the large change in density 
relative to the change in temperature of the CO2, rises to the surface due to buoyancy, cools as 
electricity is generated above ground, and then becomes high-density and flows down to the 
underground due to gravity. Central Research Institute of Electric Power Industry (CRIEPI) has 
developed an ScCO2 circulation  experiment apparatus as part of the New Energy and Industrial 
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Technology Development Organization (NEDO) project "Development of a carbon dioxide 
circulation geothermal power generation system" in order to demonstrate the thermosiphon 
phenomenon, which has been theoretically showed but not yet verified, through laboratory 
experiments and to clarify the conditions under which the phenomenon can occur (NEDO, 2022). 
Figure 1 shows a conceptual diagram of the apparatus. 

In fabricating the ScCO2 circulation experimental apparatus, we referred to previous numerical 
studies of thermosiphon phenomena (Higgins and Oldenburg, 2016), and based on a numerical 
analysis assuming field experiments and natural circulation under the following conditions: 
average pressure 17.5 MPaA, average temperature 140 ℃, and flow velocity 2.162 m/s through 
injection well and production well. In the apparatus, CO2 is flowed through the piping, and CO2 is 
heated by a heater that assumes a high-temperature rock in the underground to extract high-
temperature CO2. The extracted CO2 is cooled by a cooler and is then allowed to flow through the 
piping again. In this CO2 flow process, CO2 is initially forced to circulate using a CO2 pump, but 
when the thermosiphon phenomenon is established, CO2 is considered to circulate without the 
pump being driven. 

ScCO2 circulation experiments were conducted using the apparatus. To reproduce the 
thermosiphon phenomenon in a laboratory experiment, the pressure at the inlet piping 
corresponding to the injection well (hereinafter referred to as "injection pressure") and the 
temperature of the heating heater corresponding to the underground reservoir (hereinafter referred 
to as "heater temperature") were used as parameters to find the conditions under which the 
thermosiphon phenomenon was observed. In FY2022, preliminary experiments were conducted to 
study experimental conditions to reproduce the flow of CO2, which undergoes large density 
changes in geothermal environments, with the goal of obtaining data to be used in plant simulations 
at sites suitable for in-situ experiments scheduled to be conducted in FY2024 and later. 
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Figure 1: ScCO2 circulation experimental apparatus conceptual diagram (NEDO, 2022) 

2.2 Results of preliminary ScCO2 circulation experiment 

In the preliminary experiments, the injection pressure was set at approximately 11 to 19 MPaA 
(critical pressure of CO2: 7.4 MPaA), where CO2 is in a supercritical state, and the heater 
temperature was set in the range of 150 to 200 ℃. Table 1 summarizes the experimental conditions. 
The experiments were conducted under 31 different combinations of injection pressure and heater 
temperature. Some of the experiments were conducted once or more for a single pressure and 
temperature condition. 

As an example of the results of the ScCO2 circulation experiment, Figure 2 shows the CO2 injection 
flow rate and the time variation of pressure and temperature when the injection pressure was set at 
approximately 19 MPaA and the heater temperature at 175 to 200 ℃. The figure shows the CO2 
injection flow rate and the time variation of various pressures (left side of the figure) and 
temperatures (right side of the figure). In the figure, after confirming that the CO2 injection flow 
rate had stabilized (around 100 minutes), the valve connected to the CO2 pump was closed, and 
CO2 began circulating between the injection and production wells without external power, at which 
point it was judged to have reached "natural circulation" by thermosiphon phenomenon. 
Thereafter, the heater temperature was gradually raised, and temperature, pressure and flow rate 
were measured. 

Figure 3 shows a graph of the relationship between pressure and temperature at the production 
wellhead for three conditions of the heater temperature (150, 175, and 200℃). This figure shows 
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that various temperatures and pressures can be taken even when the thermosiphon phenomenon is 
established. Figure 4 shows the calculated heat output. The dashed line in the figure represents an 
approximate curve. This figure shows that for each set heater temperature, the heat output peaks 
with respect to the pressure change. This is in good agreement with the trend observed in past 
research cases (NEDO, 2022). Based on these results, we will further investigate the conditions 
that maximize heat extraction. 

2.2.1 Table 1: Setting preliminary experimental conditions 

 

 

 

Figure 2: Example of preliminary experimental results (injection pressure approx. 19 MPaA, heater 
temperature 175-200 ℃) (left: CO2 injection flow rate and various pressures, right: CO2 flow rate and 
various temperatures) 
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Figure 3: Relationship between pressure and temperature at the production wellhead 

 

 

Figure 4: Relationship between production wellhead pressure and heat extraction 
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3. Plant simulation of ScCO2 geothermal power system 
3.1 Analysis method of plant simulation 

In this study, power output for various power generation cycles was calculated using a combination 
of wellbore simulation and thermal efficiency analysis on the power generation facility. First, the 
CO2 conditions at the wellhead of the injection well were set, and the fluid conditions at the 
wellhead of the production well were calculated by wellbore simulation based on the rock 
conditions described below. Next, after converging the temperature and pressure conditions on the 
power generation facility so that the CO2 conditions to be returned to the injection well were equal 
to the CO2 conditions set in the wellbore simulation, the power output the ScCO2 geothermal power 
system was calculated. The wellbore simulation method and the thermal efficiency analysis 
method are described below. 

3.1.1 Wellbore simulation method 

Figure 5 shows the configuration of flow path of the injected CO2 in this study. To mimic the 
fracture of large surface contacting with the injected fluid, the flow paths between the injection 
and production wells is modeled as multiple pipes. Hereafter, these multiple pipes are referred to 
as lateral paths. The assumptions are as follows:  

・The injection and production wells are vertical and the lengths of both are same 

・The lateral paths are horizontal and the lengths of these are same 

・The depth at each lateral path is same 

・The flow rate is equally divided in each lateral path 

・Heat exchange between rock and working fluid (CO2) is governed solely by heat conduction 

・No CO2 leakage from each lateral path 

・The thermal interaction between the lateral paths is ignored 

・No chemical interactions between the CO2 and the mineral and fluids within the geothermal 
reservoir 

As the lateral paths are identical to each other due to the above assumptions, only one lateral path 
is considered in the numerical simulation.  
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Figure 5: Flow path of the wellbore simulation 

 The numerical simulation in the flow path is carried out to predict the pressure and temperature 
at the production wellhead to compute electrical output. The simulation code is developed by 
CRIEPI, and the code was preliminarily validated by comparing the result with that of the 
laboratory examination. The equations used for wellbore simulation are similar to some typical 
simulation programs such as T2Well, while the present code assumes one-dimensional steady 
flow. The inner diameter in the flow path is assumed to be constant. The basic equations are the 
mass conservation 

𝜕𝜕(𝜌𝜌𝜌𝜌)
𝜕𝜕𝜕𝜕

=  0, (1) 

the momentum conservation 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −
𝜕𝜕(𝜌𝜌𝜌𝜌𝜌𝜌)
𝜕𝜕𝜕𝜕

−
1

2𝐷𝐷
𝜌𝜌𝜌𝜌|𝜌𝜌|𝑓𝑓 + 𝜌𝜌𝜌𝜌cos𝜃𝜃, (2) 

and the energy equation 

𝜕𝜕(𝜌𝜌𝜌𝜌𝜌𝜌)
𝜕𝜕𝜕𝜕

=  
4
𝐷𝐷
𝑞𝑞 − 𝜕𝜕

𝜕𝜕𝜌𝜌
𝜕𝜕𝜕𝜕

, (3) 

where D is the inner diameter, ρ is the density, u is the velocity, x is the length along the flow path, 
p is the pressure, e is the internal energy, g is the gravity acceleration, cos θ is the directional cosine 
between the vertical line and flow path, f is the Darcy friction factor and q is the wall heat flux. 
The relation of the thermodynamic state and fluid properties is based on the database of REFPROP 
10 (NIST, 2022). 

The Darcy friction factor is given as 

 𝑓𝑓 =  max�𝑓𝑓smooth,𝑓𝑓rough� (4) 
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with the model for smooth pipe (Taler, 2017) 

𝑓𝑓smooth  =  
1

{0.79 ln(Re) −  1.64}2, (5) 

and the model for rough pipe (Hennings, 2021) 

 𝑓𝑓rough =
1

�2 log10 �
𝐷𝐷
𝜖𝜖�  +  1.138�

2, 
(6) 

where Re = ρ|u|D/μ is the Reynolds number, μ is the viscosity and ϵ is the roughness of the flow 
path.  

The wall heat flux is modeled as 

𝑞𝑞 = 𝐴𝐴(𝑇𝑇𝑎𝑎 − 𝑇𝑇), (7) 

where T is the temperature of the fluid, Ta is the initial rock temperature depending on the depth 
and A is the coefficient which reflects the heat transfer inside the rock. The coefficient A is 
determined by the following procedure. As the temperature variation in the normal direction to the 
flow path is more significant than that in the parallel direction in the vicinity of the flow path, only 
the plane in the normal direction is focused. By considering the conductive heat transfer in this 
plane with the initially uniform temperature Ta, the temporal change of coefficient A is obtained. 
Note that A is almost independent of Ta -T if the temporal change of T is small. Therefore, the 
coefficient A is determined before the simulation of the flow path. 

Table 2 shows the numerical condition for wellbore simulation. 

3.1.2 Table 2: Numerical conditions for wellbore simulation 

Parameter Value Unit 
Length of injection and production wells 2,500 m 
Number of lateral paths 7 - 
Length of lateral paths 2,000 m 
Inner diameter of flow path 0.178 m 
Roughness of the flow path 4.57×10-5 m 
Temperature at ground 15 ℃ 
Geothermal gradient 61／84 ℃/km 
Thermal conductivity of rock 1.5 W/m/K 
Specific heat of rock 836.8 J/kg/K 
Density of rock 2,700 kg/m3 
Time from initial state to determine the 
coefficient A 15 years 

Injection pressure 10-20 MPaA 
Injection temperature 35-100 ℃ 
Mass flow rate 5-50 kg/s 
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3.1.3 Thermal efficiency analysis method 

ScCO2 geothermal power system using supercritical CO2 extracted from production well at high-
temperature and high-pressure as the working fluid was analyzed to estimate the expected amount 
of electricity generated by the system. 

To estimate the amount of electricity generated, the system configuration of the power generation 
cycle was examined using EnergyWin (Koda et al., 1999, Takahashi et al., 2007, Nakao et al., 
2011), a general-purpose analysis software developed by CRIEPI. 

Table 3 shows major analysis conditions for thermal efficiency analysis and Figure 6 shows the 
simplest configuration of the power generation cycle for ScCO2 geothermal power system, Simple 
Cycle. In this cycle, the supercritical CO2 extracted from the production well is directly fed to a 
CO2 turbine, which generates electricity by expanding the CO2 up to near the injection wellhead 
pressure. The CO2 at the turbine outlet is cooled by a cooler to the injection wellhead temperature 
and returned to the underground by thermosiphon phenomenon. Since the purpose of this study is 
to evaluate the difference as a power generation cycle, the purity of the working fluid, CO2, and 
the inclusion of impurities are not included in the calculation. Therefore, when considering the 
open-loop type ScCO2 geothermal power system in the future, it is necessary to pay attention to 
the selection of materials for the elemental components including the turbine, since the corrosion 
rate of the piping may increase due to impurities dissolved in CO2 or accompanying water (Borgia 
et al., 2012, Jung et al., 2013). 

Here, the adiabatic efficiency of the turbine was estimated by referring to the existing paper 
(Higgins 2016). And the fan power supply of the cooling tower was estimated by referring to a 
product catalog published by Kuken Industries Co., Ltd. on the website (Kuken 2021). 
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3.1.4 Table 3: Numerical conditions for thermal efficiency analysis 

Component Property Value Unit 
CO2 turbine Adiabatic efficiency 77.2 % 
Generator Mechanical efficiency 95 % 

Regenerative heat exchanger 
(RX) 

Temperature efficiency 90 or less % 
Minimum approach 

temperature difference 5 or more  ℃ 

Pressure loss 0.1 MPa 
CO2 compressor Adiabatic efficiency 88 % 

C
oo

lin
g 

sy
st

em
 Cooler 

Minimum approach 
temperature difference 5 or more  ℃ 

Pressure loss 0.1 MPa 

Cooling tower 

Temperature difference of 
coolant 5 kg/m3 

Fan power supply Based on 
actual data kW 

Pump 
of circulating water Pump efficiency 80 % 

 

 

Figure 6: The simplest configuration of power generation cycle for ScCO2 geothermal power system, Simple 
Cycle 

3.2 Analysis results of plant simulation 

Figure 7 shows the results of plotting the relationship between flow rate and production wellhead 
temperature, pressure difference between wellheads, and the amount of heat extracted from the 
geothermal reservoir using wellbore simulation method. The pressure difference between 
wellheads is the production wellhead pressure minus the injection wellhead pressure, and the 
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amount of heat extraction is the specific enthalpy of the production wellhead minus the specific 
enthalpy of the injection wellhead multiplied by the flow rate. 

Comparing the results of the geothermal gradient of 61℃/km (solid line) and 84℃/km (dashed 
line) in Figure 7(a), the production wellhead temperature is higher under conditions with larger 
geothermal gradient. The production wellhead temperature tends to decrease as the flow rate 
increases, because the heat capacity of CO2 increases with higher flow rate. The opposite trend is 
observed at flow rates near 5 kg/s, indicating that under low flow rate conditions, the temperature 
tends to drop significantly near the production wellhead where the ground temperature is low. 

Figure 7(b) shows that the higher the injection temperature, the higher the temperature at the 
production wellhead. The difference in results due to injection temperature is smaller when the 
flow rate is around 5 kg/s, but this is because the injection temperature has little effect on the 
temperature distribution in the production well. The difference in injection temperature affects the 
specific heat of the working fluid through its effect on the pressure distribution, so the production 
wellhead temperature is not necessarily higher even if the injection temperature is higher at the 
flow rate of 5 kg/s. 

Figure 7(c) shows that the pressure difference between the wellheads is positive except for the 
conditions where the injection pressure is 10 MPaA and the flow rate is 35 kg/s or higher at the 
geothermal gradient of 61℃/km, and where those are 10 MPaA and 50 kg/s at the geothermal 
gradient of 84℃/km. The positive pressure difference indicates that the thermosiphon 
phenomenon is established. The reason why the pressure difference between the wellheads 
decreases as the flow rate increases is partly due to the suppression of the gravity effect by the 
density difference of CO2 between the injection well and the production corresponding to the 
decrease of the production wellhead temperature. In addition, the higher pressure drop due to the 
friction between the wellheads with increasing flow rates also contributes to the results. 

Figure 7(d) shows that the pressure difference between the wellheads is larger and the 
thermosiphon phenomenon is likely to be established at lower injection temperatures, because the 
CO2 density in the injection well is larger at lower injection temperatures and because the density 
changes significantly as the temperature rises underground. 

Figure 7(e) shows that heat extraction increases with increasing flow rate, except for the results 
for the injection pressure of 10 MPaA and the flow rate of 35 kg/s or higher. The reason for the 
increase in heat extraction is that the CO2 temperature does not rise as easily at high flow rates, 
resulting in a larger temperature difference from the ground temperature and a larger wall heat 
flux. However, when the flow rate became too large, a significant adiabatic expansion with 
increased pressure loss occurred, resulting in lower heat extraction in the results with an injection 
pressure of 10 MPaA. Comparing the results at two different geothermal gradients, it was found 
that when the injection temperature was 60°C, the amount of heat extraction was nearly twice as 
large. 

Figure 7(f) shows that the lower the injection temperature, the greater the temperature difference 
from the ground temperature, and thus the greater the amount of heat extraction. 
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Figure 7 Results of wellbore simulation: Production wellhead temperature (a) injection wellhead temperature 

60 ℃, (b) injection pressure 15 MPaA, Pressure difference between wellheads (c) injection temperature 
60 ℃, (d) injection pressure 15 MPaA, Heat extraction (e) injection temperature 60 ℃, (f) injection 
pressure 15 MPaA * Solid line: Geothermal gradient 61 ℃/km, dashed line: 84 ℃/km, Tin: injection 
temperature, Pin: injection pressure 
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The amount of electricity generated by ScCO2 geothermal power system was estimated using the 
CO2 conditions at the production wellhead obtained from the wellbore simulation results described 
above. As shown in the Figure 7(f), the higher the mass flow rate of CO2, the greater the heat 
extraction from the subsurface. On the other hand, as shown in the Figure 7(f), the higher the mass 
flow rate of CO2, the higher the production wellhead temperature. Therefore, under the conditions 
of the present analysis, the maximum electricity output for each cycle was obtained in the range 
of mass flow rates from 15 to 25 kg/s. 

Figure 8 shows configuration of the various power generation cycles. In this study, the thermal 
efficiency of (a) Simple, (b) Recuperation, (c) Intercooling, (d) Inter-recuperation, (e) 
Precompression, and (f) Recompression, for a total of six different cycles, was analyzed using 
thermal efficiency analysis method. In these figures, the compressor is connected to the generator 
for calculation modeling purposes, but there may be a case where the compressor is connected to 
the CO2 turbine in a single axis in a commercial machine. 

Cycle (a) is the simplest cycle with the lowest initial cost. However, the turbine can only generate 
electricity from the pressure difference between the wellheads, so only a small fraction of the heat 
extraction from the subsurface can be converted to electricity.  

Cycles (b)~(f) are installed a regenerative heat exchanger (RX) and CO2 compressor behind the 
CO2 turbine. In the case of the Cycle (a), even if the production wellhead conditions are made 
higher temperature/pressure for higher efficiency, the injection wellhead conditions must be made 
higher temperature/pressure to do so, which does not directly lead to power output increasing from 
the CO2 turbine. On the other hand, since CO2 has a large specific heat and the temperature change 
due to expansion and compression is relatively small, the RX can heat the CO2 at the injection 
wellhead using the waste heat from the CO2 turbine outlet, which is expected to significantly 
improve the thermal efficiency of the power generation cycles. 

Figure 9 shows the relative values of net power output and its breakdown by each cycle based on 
the Cycle (a). Here, “Fan” is the auxiliary power for cooling the coolant at cooling tower, and 
“Pump” is for circulating the coolant.  

The use of a compressor allows the expansion ratio of the CO2 turbine to be increased, resulting 
in a significant increase in the gross power output, which is shown at the top of the stacked graph. 
On the other hand, although compressor power is required additionally, the increase in gross power 
output is larger, and it was found that the net power output increases by about 1.7 times for both 
cycles based on the Cycle (a). The number of elemental components (CO2 compressor, RX, and 
cooling system) increases the equipment cost. And as the number of heat exchangers increases, 
the pressure loss tends to increase and the gross power output decreases. Therefore, the Cycle (b), 
Recuperation cycle, which has the simple equipment configuration and the high thermal efficiency, 
is the most promising under the conditions of these analysis. 
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Figure 8 Configuration of the various power generation cycles 
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Figure 9 Results of the plant simulation of ScCO2 geothermal power system 

4. Conclusion 
Preliminary experiments were conducted using CRIEPI's existing ScCO2 circulation experimental 
apparatus to investigate experimental conditions to reproduce the circulating flow of CO2, which 
varies density widely in geothermal site environments. And then, thermosiphon phenomena in 
which CO2 could circulate in the apparatus spontaneously caused by its density difference with 
temperature were demonstrated. Furthermore, it was found that there is an optimum pressure at 
which the power output is maximized for each reservoir temperature. Based on these results, we 
will further investigate the conditions that maximize heat extraction using the apparatus. 

And then, we constructed a numerical simulation model to calculate CO2 flow in drilled wells and 
estimated the amount of electricity generated by the system. As a result, suitable power generation 
cycle and conditions for the ScCO2 geothermal power system could be found using the numerical 
simulation model to acquire maximum thermal power. Our future goal is to estimate the 
geothermal development potential when the ScCO2 geothermal power systems are applied in Japan. 
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ABSTRACT 

Geothermal deep direct use (DDU) has potential across a wide swath of the United States but is 
underutilized due to challenging project economics associated with developing a deep geothermal 
resource for a large-scale and variable heat demand. The National Renewable Energy Laboratory 
(NREL) and University of Oklahoma evaluated the feasibility of a geothermal district heating 
(GDH) and cooling system in two schools and 250 houses by utilizing existing oil and gas (O&G) 
wells in Tuttle, Oklahoma. Heating and cooling demand in the two schools and a typical single-
family house were modeled using EnergyPlus™ building energy simulation software. The 
modeling results indicated that annual heating demand in two schools and 250 houses is 
approximately 2.61 GWhth, and cooling demand in the two schools is approximately 2.65 GWhth. 
In this scope, the techno-economic analysis (TEA) was conducted using the GEOPHIRES tool 
combined with the TOUGH2 reservoir simulator. The reservoir performance, including 
geothermal heat production capacity, was modeled by the reservoir simulator TOUGH2. Then, 
levelized cost of heat (LCOH) was calculated using GEOPHIRES version 3.0, which includes new 
features such as hourly heat load optimization and peak performance evaluation. Geothermal 
reservoir temperature was estimated as 90.5°C at a total depth of 3.3 km by the regional average 
temperature gradient of 22.8°C/km and validated by cation geothermometer calculations. Four 
production scenarios with two different well configurations and two different heat load profiles 
have been developed for well flow rates ranging between 3.1 kg/s and 9.3 kg/s. The LCOH of the 
district heating and cooling system was calculated between $95 and $210/MWh ($28/MMBtu to 
$62/MMBtu) for four different production scenarios. Typical natural gas prices for residential 
customers in Oklahoma have ranged from 9 to 19 $/MMBtu over the past decade, which indicates 
a challenge for deployment of such a GDH system. 

1. Introduction 
Geothermal district heating (GDH) systems are mature and have been utilized in several countries 
as a primary source of district heating, namely in China, Türkiye, Iceland, Germany, and 25 other 
countries. There are 23 active GDH systems in the United States, but more than two-thirds (~82%) 
are over 30 years old (Kolker et al., 2021). Only four systems were installed after 2000, in 
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California and Oregon (Robins et al., 2021). Unlike Europe, GDH systems in the United States are 
small systems, ranging from 0.1 MWth to 20.6 MWth, with an average capacity of 4 MWth (Robins 
et al., 2021). The most recent installation was in 2017 at the Modoc County Joint Unified School 
District in Alturas, California, which has an installed capacity of 0.4 MWth. Another new GDH 
system was installed in 2014 at Lakeview District hospitals and schools in Oregon with a capacity 
of 4.4 MWth and annual generation of 4.4. GWhth/yr. Larger GDH systems are in Boise, Idaho 
(20.6 MWth and 42.3 GWhth/yr), and San Bernardino, California (12.8 MWth and 22 GWhth/yr). 

Between 2017 and 2019, six deep direct use (DDU) projects were funded by the U.S. Department 
of Energy (DOE) to increase the understanding of DDU technical performance and cost-
competitiveness, and to foster development of such systems in the United States (Beckers et al., 
2021a). Four of the six DDU projects were modeling a geothermal district heating system and/or 
absorption cooling systems ranging between 6 MWth and 32 MWth with levelized cost of heat 
(LCOH) values between $13/MWh and $60/MWh (Table 1). Key drivers for lowering the LCOH 
include higher reservoir temperatures, shallower reservoir depths, higher well flow rates, higher 
utilization rates, lower drilling costs, repurposing existing wells, and lower discount rates. 

Table 1. Summary of key parameters and LCOH of four district heating and absorption cooling case studies 
out of six DDU projects between 2017 and 2019 (modified from Beckers et al., 2021a) 

Project Sandia 
(Hawthorne, NV) 

Cornell University 
(Ithaca, NY) 

West Virginia 
University 

(Morgantown, 
WV) 

NREL 

(Longview, TX) 

Application District Heating District Heating 
District Heating 

+ Absorption 
Cooling 

Absorption 
Cooling 

Drilling Depth (km) 0.3 2.5 2.9 2.7 
Reservoir Temperature (°C) 100 72 88 120 
Geothermal Gradient (°C/km) 27.2 27.5 25.8 37.5 
Flow Rate (kg/s) 36 50 40 125 
System Size (MWth) 6 13 (with HP) 32 (with HP) 11 
Utilization Factor (%) 48 98 95 90 
Heat Production (GWh/yr) 26.1 115 267 119 
Total CAPEX ($) $8.9M $16.3M $102.5M $11.7M 
Total OPEX ($/yr) $450k/yr $1.23M/yr $8.8M/yr $780k/yr 
LCOH ($/MWh) 41 17 60 13 
LCOH ($/MMBtu) 12 5 17.5 3.7 

 

One of four modeled cases was the Cornell University campus deep geothermal system, which 
indicated subsurface temperatures ranging between 70° and 90°C, at around 2.5 to 3 km depth 
(Beckers et al., 2021b). Techno-economic analysis (TEA) suggests that integrating Earth Source 
Heat (ESH) into the existing district energy campus infrastructure and coupled with centralized 
heat pumps would provide cost-competitive heating at an LCOH of $5/MMBtu (Beckers et al., 
2021b). The Cornell University district heating system is also modeled with hybrid configurations 
of solar thermal systems combining a flat plate collector solar system with a parabolic trough 
collector system via a heat exchanger and coupled with thermal energy storage yielding a natural 
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gas offset reaching up to 204,000 MMBtu, which corresponds to 25% of the annual heating 
demand (Akar et al., 2023) 

Estimated LCOH for the U.S. GDH systems ranges from $15 to $105/MWh ($4.4/MMBtu to 
$31/MMBtu), with an average of $54/MWh or $16/MMBtu (Robins et al., 2021). The average 
utilization factor of the GDH systems in the United States is 23% (Kolker et al., 2021). The 
utilization factor is the percent ratio of geothermal heat utilized by the district heating system 
divided by the geothermal heat that can be extracted from the reservoir at a specified flow rate and 
well configuration. In other words, it defines total heat deployed compared to the theoretical 
amount of heat that the system can generate at full capacity for every hour of the year. 

Natural gas price is an important parameter that indicates a challenge for deployment of such GDH 
systems. Figure 1 shows the historic annual average natural gas price in Oklahoma over the last 
decade. Typical natural gas prices have ranged from 9 to 19 $/MMBtu for residential customers 
and 2 to 8 $/MMBtu for industrial use over the past decade (EIA, 2023). There was a significant 
increase in residential natural gas prices in 2022, with a historic high of 34 $/MMBtu in the month 
of October (EIA, 2023). 

 
Figure 1: Historic annual average natural gas prices for industrial and residential customers in Oklahoma 

between 2012 and 2022* (Data source: EIA, 2023) *2022 data is the average of 9 months. 

In addition to heating, geothermal resources can provide cooling for buildings. Ammonia water- 
or lithium bromide water-based absorption chiller technologies are compatible with low-
temperature geothermal heat sources between 60°C and 90°C (Liu et al., 2015). An ammonia-
water-based absorption chiller has been operational since 2005 at the Aurora Ice Museum at Chena 
Hot Springs, Alaska. The chiller runs on 73°C geothermal heat and provides 15 tons of -29°C 
chilling, allowing the Ice Museum to stay frozen year-round (Erickson and Holdmann, 2005). A 
recent study conducted by NREL investigated the techno-economic feasibility of a 12-MWth 
capacity absorption chiller system that uses geothermal heat to produce 86 GWh of cooling per 
year for a chemical plant in East Texas (Turchi et al., 2020). 
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In Europe, many GDH systems use hydrothermal resources in sedimentary basins, utilizing 
doublet well configuration with a pair of injection and production wells for heat extraction 
(GeoDH, 2014). Sedimentary basins are also potential areas for geothermal heat production in the 
United States with Anadarko basin being the highest expected geothermal heat capacity 
(Augustine, 2014; Porro et al., 2012). Total beneficial heat available from geothermal resources 
below 150°C in sedimentary basins of the United States is estimated as 46,500 MWth (DOE, 2019). 
The city of Tuttle is located at the southeastern edge of the Anadarko basin blue region, where the 
extent of the region has estimated temperatures ranging from 100°C to 150°C at depths between 
4,000 m and 5,000 m (Figure 2). 

 
Figure 2: Location of Tuttle in the Anadarko basin and estimated reservoir temperatures greater than 100°C 

delineated by 10°C temperature increments (modified from Porro et al., 2012). 

2. District Heating System in Tuttle, Oklahoma 
The city of Tuttle, located in Grady County, Oklahoma, is home to 7,413 people living in 2,563 
housing units, based on 2020 decennial census data (USCB, 2020). Monthly average air 
temperature during winter months varies between 3°C and 10°C, with a low of -1°C; monthly 
average air temperature during summer months varies between 15°C and 28°C, with a high of 
34°C (Weatherspark, 2023). The potential district heating system in Tuttle includes one elementary 
school, one middle school, and 250 single-family houses (SFHs). Figure 3 shows the location of 
wells, two schools, and the potential extent of the GDH system that can serve up to 250 SFHs in 
Tuttle, Oklahoma. Heating and cooling demand in the two schools and SFHs was modeled using 
EnergyPlus™, a building energy simulation software. The annual heating demand of one SFH is 
calculated as 9.47 MWhth, which corresponds to a heat demand of 2.37 GWhth for 250 SFHs. 
Annual heating demand of the two schools is calculated as 0.24 GWhth, which is a total annual 
heating demand of 2.61 GWhth for the total GDH system. In addition to heating demand, annual 
cooling demand in the two schools is calculated as approximately 2.65 GWhth. 

Tu�le City
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Figure 3: Location of wells, two schools, and potential extent of GDH system that can serve up to 250 SFHs in 

Tuttle, Oklahoma 

2.1 Heating and Cooling Demand Analysis 

The total heating demand in the two schools and 250 houses (outlined with red) and cooling 
demand in the two schools (outlined in blue) are represented in Figure 4. The TEA assumes the 
given heating demand is supplied by a direct-use heating application (e.g., radiator for space 
heating), while the cooling demand is supplied by an absorption chiller. While it is assumed that 
the thermal energy produced from the Tuttle wells is directly supplying the heating demand (1:1), 
the cooling demand incorporated the coefficient of performance (COP) of the absorption chiller, 
which is typically less than 1 for a single-stage absorption chiller at low temperature below 150°C. 
That is, higher thermal energy is needed to supply the cooling demand. For example, if the daily 
cooling demand is 1 MWh, the thermal energy to supply the 1-MWh cooling demand is 1.25 MWh 
with a COP of 0.8. The total annual heating demand in two schools and 250 houses used for 
Scenarios 1 and 2 was calculated as 2.61 GWhth, and cooling demand for two schools was 
calculated as 3.31 GWhth with COP of 0.8., which sums to 5.92 GWhth in Scenarios 3 and 4, 
combining heating and cooling loads. GEOPHIRES takes the hourly heat load as input and 
calculates the share of geothermal heat that can compensate for the heat demand of the district 
heating system (DHS). Then, it calculates the heat required for the peak hours that the geothermal 
system cannot meet the demand (i.e., additional heating and/or cooling system to fully cover the 
given demand). Annual production and utilization factor calculations of the DHS will be discussed 
in Section 5. 
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Figure 4: Daily heating demand of two schools and 250 SFHs, and cooling demand of two schools in Tuttle, 

Oklahoma, for a typical year 

3. Model Development 
3.1 Methodology 

Version 3.0 of GEOPHIRES allows the users to perform techno-economic simulations for 
geothermal energy systems with possible end-use options such as electricity generation, direct-use 
heat, cogeneration, absorption chiller, heat pump, and district heating. The district heating option 
includes hourly heat load optimization and peak performance evaluation. We have used both the 
direct-use heat and district heating options to compare the annual generation and impact of surface 
equipment to LCOH. Because the wells are repurposed for geothermal heat production, all 
subsurface costs such as drilling, stimulation, and well completion are omitted in both cost models. 
While the direct-use cost model only includes surface cost associated with the geothermal brine 
gathering system and well head pumps, the district heating system cost model includes all costs, 
including heat exchangers, absorption chillers, network pipes, storage tanks and other components 
that are discussed in Section 4. GEOPHIRES allows users to specify a utilization factor and 
thermal efficiency factor of the direct-use heat application. The direct-use option estimates the heat 
production with a user-provided utilization factor; the district heating option calculates the 
utilization factor based on heat demand profile and geothermal installed capacity. For a given set 
of input parameters, the tool simulates the subsurface reservoir, wellbore, and surface plant by 
using built-in models. TOUGH2 incorporated with GEOPHIRES is originally designed to model 
a doublet well configuration with one production and one reinjection well. For the specific layout 
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of the Tuttle case study, the TOUGH2 model is modified to model a quartet well configuration at 
given spacing between wells. In a quartet well configuration, the model works on three production 
wells and one reinjection well. The simulated output includes the reservoir production temperature 
and instantaneous and lifetime surface plant heat production combined with capital and operation 
and maintenance (O&M) cost correlations. Then, the LCOH of the system is calculated based on 
the standard levelized cost model. 

3.2. Reservoir Modeling with TOUGH2 

TOUGH2 geothermal reservoir simulator is for non-isothermal multiphase flow in fractured 
porous media. The reservoir pressure drop is calculated by specifying an overall reservoir 
impedance or productivity index (Beckers and McCabe, 2019). When specifying a productivity 
and injectivity index, a reservoir hydrostatic pressure is calculated using the built-in modified Xie–
Bloomfield–Shook equation. To account for production wellbore heat losses, the built-in transient 
Ramey’s wellbore heat transmission model is used. 
 
For the reservoir modeling in TOUGH2 with four Tuttle wells, we developed four production 
scenarios with two different well configurations and two heating/cooling load profiles. We used 
flow rates ranging between 3.1 kg/s and 9.3 kg/s to achieve minimum seismic risk. In addition to 
seismic activity risks, there are other regulatory restrictions for utilization of the resource at a 
certain depth of the reservoir due to O&G coproduction. The information on reservoir properties, 
such as density, thermal conductivity, and porosity, was collected from the literature review in 
collaboration with the University of Oklahoma and incorporated in the reservoir modeling (Table 
2). The four case scenarios are: 
 

• Scenario-1: Doublet well configuration with 1 production well at 9.3 kg/s flow rate and 1 
injection well for heating of two schools and 250 houses. 

• Scenario-2: Quartet well configuration with 3 production wells at 3.1 kg/s flow per well 
and 1 injection well for heating of two schools and 250 houses. 

• Scenario-3: Doublet well configuration with 1 production well at 6.2 kg/s flow rate and 1 
injection well for heating and cooling load for two schools and heating load for 250 
houses. 

• Scenario-4: Quartet well configuration with 3 production wells at 6.2 kg/s flow per well 
and 1 injection well for heating and cooling load for two schools and heating load for 250 
houses. 

 
Figure 5 shows the temperature drawdown for all four scenarios for a 30-year lifetime. Scenario-
1 with a doublet well configuration has the most stable production temperature, which stabilizes 
around 75°C where the absorption chiller can be operated without heat boost from peaking boiler 
b, for cooling end use. Scenario-4 with a quartet well configuration is the least stable for production 
temperature, which peaks at 65°C then drops to 43°C during the first 15 years of production. 
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Table 2: Reservoir model parameters for TOUGH2 simulation 

Models Scenario-1 Scenario-2 Scenario-3 Scenario-4 

Reservoir model TOUGH2 TOUGH2 TOUGH2 TOUGH2 
Model geometry Doublet Quartet Doublet Quartet 
Wellbore heat transfer model Ramey Ramey Ramey Ramey 
Number of production wells 1 3 1 3 
Number of injection wells 1 1 1 1 
Well depth (m) 3,300 3,300 3,300 3,300 
Production well diameter (inch) 8 8 8 8 
Injection well diameter (inch) 8 8 8 8 
Flowrate per production well (kg/s) 9.3 3.1 6.2 6.2 
Geothermal gradient (°C/km) 22.8 22.8 22.8 22.8 
Maximum reservoir temperature (°C) 95 95 95 95 
Injection temperature (°C) 15 15 15 15 
Reservoir density (kg/m3) 2,700 2,700 2,700 2,700 
Reservoir thermal conductivity (W/m/K) 5 5 5 5 
Reservoir heat capacity (J/kg/K) 930 930 930 930 
Reservoir porosity (%) 12 12 12 12 
Reservoir permeability (m2) 5E-14 5E-14 5E-14 5E-14 
Reservoir thickness (m) 100 100 100 100 
Reservoir width (m) 2,300 2,300 2,300 2,300 
Well separation (m) 540 270 540 270 

 
 

 
Figure 5: Production temperature drawdown for a 30-year lifetime of four different production scenarios 
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4. Techno-Economic Analysis 
Capital expenditures (CAPEX) associated with the necessary components, including heat 
exchangers, air handlers, fluid surcharge tanks, peaking natural gas boilers, circulation pump, and 
trenching, were collected from the University of Oklahoma. Absorption chiller cost is scaled based 
on DOE`s combined heat and power technology fact sheet (DOE, 2017). Engineering and 
operations costs are taken from industry examples and previous studies (Turchi et al., 2020). 
Utilizing existing O&G wells reduced the LCOH significantly because drilling cost was omitted 
from CAPEX. Well repurposing costs including pre-evaluation and completion cost, such as well 
logs, permitting, landowner royalty fees, and other soft costs are covered under EPC overhead. 
The district heating option includes CAPEX based on two systems: 1) heating system only and 2) 
heating and cooling system with an absorption chiller (Table 3).  

TEA has been conducted by using the GEOPHIRES standard levelized cost model (Beckers and 
McCabe, 2019). LCOH ($/MMBtu or $/MWh) is calculated by using CAPEX, O&M cost, and 
annual heat generation in (MWh/yr). The standard levelized cost model discounts future revenue 
and expenditures to today’s dollars and calculates the levelized cost using the following equation. 

LCOH = 
𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐+ ∑

𝐶𝐶𝑂𝑂&𝑀𝑀,𝑡𝑡−𝑅𝑅𝑡𝑡
(1+𝑑𝑑)𝑡𝑡

𝐿𝐿𝐿𝐿
𝑡𝑡+1

∑ 𝐸𝐸𝑡𝑡
(1+𝑑𝑑)𝑡𝑡

𝐿𝐿𝐿𝐿
𝑡𝑡+1

 � $
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

 𝑜𝑜𝑜𝑜 $
𝑀𝑀𝑀𝑀ℎ

�    (1) 

with d as the real discount rate (unitless), LT as the plant lifetime (years), and CO&M,t , Et , and Rt 
as the O&M cost (M$/yr), energy production (kWh or MMBtu), and secondary combined heat and 
power revenue stream (M$/yr), in year t , respectively. In Eq. (1), CO&M,t and Rt are not corrected 
for inflation; therefore, d is the real discount rate, and the levelized cost is calculated in constant 
dollars (Short et al., 1995). Alternatively, LCOH is calculated with a nominal discount rate and 
accounts for inflation-adjusted cost. No tax incentives are considered in this levelized cost model. 
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Table 3: Preliminary system cost estimates for geothermal DHS with storage tank and heating/cooling system 
 

Scenario 1 & 2 
Heating System 

 

Scenario3 & 4 Heating 
& Cooling1 System. 

 

Reference 

Equipment 
Absorption Chiller (120 ton/h) $0  $111,600  0.42 MWth (PS) 
Absorption Chiller (400 ton/h) $0 $372,000   1.41 MWth (SS) 
Heat Exchanger $500,000  $500,000  (Kim et al 2017) 
Air Handlers $65,000  $65,000  AirFixture 
Fluid Surge Tanks $132,000  $132,000   National Thank Outlet 
Peaking Boiler2 $57,500  $57,500  (Beckers and Young, 2017)  
Inlet Pump $82,000  $82,000  National Pump Supply  
Distribution Pipes3 $750,000  $750,000 (Beckers and Young, 2017)  
System Connection Cost4 $500,000  $500,000  (Beckers and Young, 2017) 
Cold Water Tank (150 m3) $0 $222,800 EconExpert (for chiller) 
Subtotal ($) $2,086,500  $2,792,900   
Engineering & Operations  
Field Installation $625,950  $837,870  (Equipment) * 30% 
Start-Up $52,163  $69,823  (Equipment) * 2.5% 
EPC Soft Costs5 $208,650  $279,290  (Equipment) * 10% 
EPC Contingency6 $104,325  $139,645  (Equipment) * 5% 
Subtotal EPC $991,088  $1,326,628   
Subtotal System $3,077,588  $4,119,528  

 

Geothermal Surface Equipment 
Cost7 

$970,000  

(↑ $1,210,000) 

$970,000  

(↑ $1,210,000) 

(↑) $340k ESP cost per well, 
add one more ESP for 

scenarios 2 & 4 
Total CAPEX $4,047,588 $5,089,528 

 

OPEX (Annual)  
Geothermal System O&M $97,000  $97,000  (Subsurface System) * 1% 
Surface Equipment O&M $93,000  $123,000  (Surface System) * 3% 

Total OPEX (Annual) $190,000  $220,000   

 
  

 
1 Absorption cooling is only for two schools; PS: Primary School, SS: Secondary School. 
2 Peaking natural gas boiler cost is taken as $50/kW (Beckers and Young, 2017). 
3 Distribution pipe cost, including trenching, is $750/m from dGeo study (Beckers and Young, 2017). Insulated 
surface pipes can be cheaper, 
4 System connection cost is ~$2,000/SFH from dGeo study (Beckers and Young, 2017). 
5 Well repurposing costs, including well completion, permitting, landowner royalty fees, and other soft costs are 
covered under EPC soft costs. 
6 EPC contingency is set as 5% for LCOH calculations. It can be up to 30% for deployment of actual system. 
7 Geothermal surface system cost includes electric submersible pump (ESP) 2,280 V, 100 HP with a max flow rate 
of 5,000 bbl/day and geothermal brine gathering system. 
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LCOH values are calculated for both direct-use and district heating end-use options in 
GEOPHIRES. The direct-use option represents the value of heat as fuel and does not take surface 
DHS equipment cost into account (Table 4). LCOH values vary between $5/MMBtu and 
$10/MMBtu, which is comparable to annual average natural gas price delivered to industrial 
customers; this totaled ~$8/MMBtu in 2022 (EIA, 2023).  
Table 4:  Summary of GEOPHIRES TEA model results in four production scenarios for direct use 

Models Scenario-1 Scenario-2 Scenario-3 Scenario-4 

Average Direct-Use Heat Production (MWth) 1.9 1.2 1.1 2.3 

LCOH ($/MMBtu) 10 8 5 6 

LCOH ($/MWh) 34 27 17 20 

Average Annual Geothermal Heat Production (GWhth/yr) 12.97 8.25 7.85 15.81 

Initial Reservoir Temperature (°C) 90.5 90.5 90.5 90.5 

Initial Production Temperature (°C) 69.9 46.7 61.8 61.8 

Maximum Production Temperature (°C) 75.6 54.7 70.3 67.1 

Average Production Temperature (°C) 74.5 52.8 69.1 51.3 

 
The district heating application option optimizes geothermal heat production based on the heating 
demand of the DHS (i.e., the simulation is limited within the given demand), and the LCOH 
represent the full DHS system (Table 5). LCOH values vary between $27/MMBtu and 
$62/MMBtu, which is comparable to annual average natural gas price delivered to residential 
customers; this totaled ~$19/MMBtu in 2022 (EIA, 2023). 
 
Table 5:  Summary of GEOPHIRES TEA model results in four production scenarios for district heating 

Models Scenario-1 Scenario-2 Scenario-3 Scenario-4 

Average Geothermal Heat Production (MW-th) 1.8 1.1 1.1 1.2 

LCOH ($/MMBtu) 62 58 28 31 

LCOH ($/MWh) 210 197 95 105 

Average annual geothermal heat production (GWh-th/yr) 2.57 2.32 5.60 5.89 

Average annual peaking fuel heat production (GWh-th/yr) 0.04 0.29 0.32 0.03 

Initial Reservoir Temperature (°C) 90.5 90.5 90.5 90.5 

Initial Production Temperature (°C) 68.3 43.8 61.1 60.1 

Maximum Production Temperature (°C) 74.8 52.3 69.9 54.1 

Average Production Temperature (°C) 73.7 50.7 68.6 52.2 
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TEA results indicated that: 

• Scenario-1 has the highest annual average production temperature (~75°C), but the lowest 
utilization factor (~20%). The utilization factor can be increased to 33% by lowering the 
flow rate to 6.2 kg/s, or to 43% by keeping the flow rate at 9.3 and adding the absorption 
cooling load to the scenario, which would help make this scenario more feasible.  

• Scenario-2 has low annual geothermal heat generation and the lowest production 
temperature (~47°C) due to fast thermal drawdown, resulting from a short distance between 
production wells in the quartet well configuration (~50 m).  

• Scenario-3 gives the best results compared to the other three scenarios because it has the 
highest utilization factor (~71%) and lowest LCOH (~$28/MMBtu or $95/MWh), with 
~69°C average production temperature. However, a 69°C production temperature is not 
high enough for absorption chiller application, thus a peaking boiler would be needed to 
boost the temperature to at least 75°C. 

• Scenario-4 has the highest average geothermal heat production, but it is also impacted by 
thermal drawdown because of the short distance between production wells. Production 
temperature starts at 60°C and peaks at 65°C, and then gradually drops to 43°C during the 
first 15 years of production. This scenario also includes absorption cooling, but the 
production temperature is not suitable for that application. 

 

4.3 Cost-Benefit Analysis 

Figure 6 shows a comparison of the average annual geothermal heat generation and utilization 
factor via direct use and geothermal heat used in district heating systems. The utilization factor is 
the percent ratio of geothermal heat utilized by the district heating system divided by geothermal 
heat that can be extracted from the reservoir at a specified flow rate and well configuration. The 
highest utilization factor indicates better utilization of the resource for the specified district 
heating/cooling system. In this example, Scenario-3 has the highest utilization factor (Figure 6). 
In Scenario-3, geothermal heat can meet the heat demand up to 5.60 GWh/year and the peak hours 
summing up to 0.32 GWh/yr would be compensated by natural gas peaking boiler (Figure 7). In 
this case scenario, the utilization factor of the geothermal system would be as high as 71%. 
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Figure 6: Comparison of average annual geothermal heat generation and utilization factor via direct use and 

geothermal heat used in district heating system. 

 
Figure 7: Daily geothermal heat supply and portion of natural gas boiler for peaking hours for Scenario-3 

annual production at an average 1.1 MWth capacity geothermal system (~26 MWhth/day) 

  

12.97

8.25 7.85

15.81

2.57 2.32

5.60 5.89

0.04 0.29 0.32 0.03

20%

28%

71%

37%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

0

2

4

6

8

10

12

14

16

18

Scenario-1 Scenario-2 Scenario-3 Scenario-4

Av
er

ag
e 

An
nu

al
 G

eo
th

er
m

al
 H

ea
t P

ro
du

c�
on

 
(G

W
h/

yr
)

Direct-Use District Hea�ng Peaking Boiler U�liza�on Factor

2141



Akar et al. 

4. Conclusions and Discussions 
NREL and the University of Oklahoma evaluated the feasibility of geothermal DDU for a district 
heating and cooling application in two schools and 250 houses by utilizing existing O&G wells in 
Tuttle, Oklahoma. Geothermal reservoir temperature was estimated as 90.5°C at a total depth of 
3.3 km, assuming geothermal operation will be conducted closer to total depth. However, there are 
regulatory restrictions for utilization of the resource at a certain depth (~6,800 ft or 2,072 m) of 
the reservoir with a limited flow rate (~7,000 bbl/day or 9.3 kg/s) due to O&G coproduction and 
seismicity risk. For that reason, production temperatures between 65°C and 75°C would be more 
realistic. Repurposing existing O&G wells removed the drilling cost from CAPEX, thus lower 
LCOH values were expected when compared with other DDU projects. However, the LCOH 
values are at the high end when compared to other DDU projects. Scenario-3 gave the lowest 
LCOH (~$28/MMBtu or $95/MWh) and highest utilization rate (~71%) based on an average 
geothermal heat production capacity of 1.1 MWth. However, the production temperature (~69°C) 
is not high enough for absorption chiller application, thus a peaking/additional boiler would be 
needed to boost the temperature to at least 75°C. Alternatively, Scenario-1 can be improved by 
lowering the flow rate to 6.2 kg/s or adding absorption cooling load to the scenario. This will 
increase the utilization factor of Scenario-1 to 33% and 43%, respectively. In the quartet well 
configuration (i.e., Scenario-4) with three production wells and one injection well 50 m and 270 
m apart, production temperature starts at 60°C, peaks at 65°C, and then gradually drops to 43°C 
during the first 15 years of production. Thus, the doublet well configuration with one production 
well and one injection well separated by 540 m would help to minimize the temperature drawdown 
during 30 years of production. These results provide general ideas for pre-feasibility of a potential 
geothermal DHS through different production scenarios in Tuttle, Oklahoma. The LCOH values 
are at the high end when compared to other DDU projects. This can be lowered to a break-even 
LCOH ($19/MMBtu), equivalent to annual average natural gas price for residential customers in 
Oklahoma, by lowering down CAPEX by 30% and lowering OPEX by 25% (Figure 8).  

 
Figure 8: Sensitivity analysis for production Scenario-3 representing the impact of changes in CAPEX and 

OPEX to LCOH 

0

5

10

15

20

25

30

35

2 2.5 3 3.5 4 4.5 5 5.5 6

LC
O

H 
($

/M
M

Bt
u)

CAPEX (M$)
OPEX ($0.14M/yr) OPEX ($0.18M/yr) OPEX ($0.22M/yr)

Scenario 3 LCOH
$28/MMBtu

Breakeven LCOH
$19/MMBtu

2142



Akar et al. 

Disclosure  

This work was authored in part by the National Renewable Energy Laboratory, operated by 
Alliance for Sustainable Energy, LLC, for the U.S. Department of Energy (DOE) under Contract 
No. DE-AC36-08GO28308. Funding provided by the U.S. Department of Energy Office of Energy 
Efficiency and Renewable Energy Geothermal Technologies Office. The views expressed herein 
do not necessarily represent the views of the DOE or the U.S. Government. The U.S. Government 
retains and the publisher, by accepting the article for publication, acknowledges that the U.S. 
Government retains a nonexclusive, paid-up, irrevocable, worldwide license to publish or 
reproduce the published form of this work, or allow others to do so, for U.S. Government purposes. 
 

REFERENCES 

Akar, S., Kurup, P., Boyd, M., McMillan, C., “Hybrid Solar Thermal Energy System for District 
Heating Application”, in: AIP Conference Proceedings, (2023), Presented at the SolarPACES 
2022. NREL/CP-5700-86946, web link TBD. 

Augustine, C., “Analysis of Sedimentary Geothermal Systems Using an Analytical Reservoir 
Model”, GRC Transactions 38, (2014), 641–648. 
https://publications.mygeoenergynow.org/grc/1033602.pdf 

Beckers, K.F., and Young, K., “Performance, Cost, and Financial Parameters of Geothermal 
District Heating Systems for Market Penetration Modeling under Various Scenarios”, in: 42nd 
Workshop on Geothermal Reservoir Engineering Proceedings, (2017). 
https://pangea.stanford.edu/ERE/pdf/IGAstandard/SGW/2017/Beckers.pdf 

Beckers, K.F., and McCabe, K., “GEOPHIRES v2.0: updated geothermal techno-economic 
simulation tool”, Geothermal Energy 7, 5 (2019), https://doi.org/10.1186/s40517-019-0119-6 

Beckers, K.F., Kolker, A., Pauling, H., McTigue, J.D., Kesseli, D., “Evaluating the feasibility of 
geothermal deep direct use in the United States”, Energy Conversion and Management 243, 
114335, (2021a), https://doi.org/10.1016/j.enconman.2021.114335 

Beckers, K.F., Pauling, H., Kolker, A., Hawkins, A.J., Beyers, S.M., Gustafson, J.O., Jordan, 
T.E., Fulton, P.M., Tester, J.W., “Geothermal Deep Direct-Use for Low-Carbon Heating: A 
Case Study at Cornell University”, in: GRC Transactions. Geothermal Rising Conference, 
(2021b), 388-396. https://publications.mygeoenergynow.org/grc/1034388.pdf 

DOE, “Combined Heat and Power Technology Fact Sheet Series” (No. DOE/EE-1608). U.S. 
Department of Energy, Washington D.C. (2017). 
https://www.energy.gov/eere/amo/articles/combined-heat-and-power-technology-fact-sheet-
series-thermal-energy-storage 

DOE, “GeoVision: Harnessing the Heat Beneath Our Feet” (No. DOE/EE-1306). U.S. 
Department of Energy, Washington D.C. (2019). 
https://www.energy.gov/sites/default/files/2019/06/f63/GeoVision-full-report-opt.pdf 

2143

https://pubs.nrel.gov/Publication/Index/87721
https://publications.mygeoenergynow.org/grc/1033602.pdf
https://pangea.stanford.edu/ERE/pdf/IGAstandard/SGW/2017/Beckers.pdf
https://doi.org/10.1186/s40517-019-0119-6
https://doi.org/10.1016/j.enconman.2021.114335
https://publications.mygeoenergynow.org/grc/1034388.pdf
https://www.energy.gov/eere/amo/articles/combined-heat-and-power-technology-fact-sheet-series-thermal-energy-storage
https://www.energy.gov/eere/amo/articles/combined-heat-and-power-technology-fact-sheet-series-thermal-energy-storage
https://www.energy.gov/sites/default/files/2019/06/f63/GeoVision-full-report-opt.pdf


Akar et al. 

EIA, “Historic annual natural gas price data for Oklahoma”, U.S. Energy Information 
Administration, (2023), https://www.eia.gov/dnav/ng/NG_PRI_SUM_DCU_SOK_A.htm 
(accessed 8.10.23). 

 Kolker, A., Beckers, K., Pauling, H., Robins, J., “Geothermal District Heating in the United 
States: 2021 Update”, in: GRC Transactions. Geothermal Rising Conference, (2021), 442–
464. https://publications.mygeoenergynow.org/grc/1034393.pdf 

Kim, S. Y., Jongsuwat, P., Suriyapraphadilok, U., and Bagajewicz, M., “Global Optimization of 
Heat Exchanger Networks. Part 1: Stages/Substages Superstructure”, (2017), Industrial & 
Engineering Chemistry Research. 56. https://doi.org/10.1021/acs.iecr.6b04686. 

Liu, X., Gluesenkamp, K., and Momen, A., “Overview of Available Low Temperature 
Coproduced Geothermal Resources in the United States and the State of the Art in Utilizing 
Geothermal Resources for Space Conditioning in Commercial Buildings”, Oak Ridge 
National Laboratory: Oak Ridge, TN. (2015), 
https://info.ornl.gov/sites/publications/Files/Pub54942.pdf 

Porro, C., Esposito, A., Augustine, C., Roberts, B., “An Estimate of the Geothermal Energy 
Resource in the Major Sedimentary Basins in the United States”, in: GRC Transactions. 
Geothermal Resources Council (2012), 1359-1370. 
https://publications.mygeoenergynow.org/grc/1030408.pdf 

Robins, J., Kolker, A., Flores-Espino, F., Pettitt, W., Schmidt, B., Beckers, K.F., Pauling, H., 
Anderson, B., “2021 U.S. Geothermal Power Production and District Heating Market 
Report” (No. NREL/TP-5700-78291). National Renewable Energy Laboratory, Golden, CO 
(2021). https://www.nrel.gov/docs/fy21osti/78291.pdf 

Short, W., Packey, D.J., Holt, T., “A manual for the economic evaluation of energy efficiency 
and renewable energy technologies” (No. NREL/TP-462-5173). National Renewable Energy 
Lab (NREL), Golden, CO, (1995). https://www.nrel.gov/docs/legosti/old/5173.pdf 

Turchi, C., McTigue, J., Akar, S., Beckers, K., Richards, M., Chickering, C., Batir, J., 
Schumann, H., Tillman, T., Slivensky, D., “Geothermal Deep Direct Use for Turbine Inlet 
Cooling in East Texas” (No. NREL/TP-5500-74990), (2020). 
https://www.nrel.gov/docs/fy20osti/74990.pdf 

USCB, “2020 Decennial Census Data” [WWW Document]. www.Census.gov (2020), 
https://www.census.gov/en.html (accessed 7.11.23). 

Weatherspark, “Tuttle Climate, Weather by Month, Average Temperature (Oklahoma, United 
States),” (2023), https://weatherspark.com/y/8239/Average-Weather-in-Tuttle-Oklahoma-
United-States-Year-Round (accessed 7.11.23). 

2144

https://www.eia.gov/dnav/ng/NG_PRI_SUM_DCU_SOK_A.htm
https://publications.mygeoenergynow.org/grc/1034393.pdf
https://doi.org/10.1021/acs.iecr.6b04686
https://info.ornl.gov/sites/publications/Files/Pub54942.pdf
https://publications.mygeoenergynow.org/grc/1030408.pdf
https://www.nrel.gov/docs/fy21osti/78291.pdf
https://www.nrel.gov/docs/legosti/old/5173.pdf
https://www.nrel.gov/docs/fy20osti/74990.pdf
https://www.census.gov/en.html
https://weatherspark.com/y/8239/Average-Weather-in-Tuttle-Oklahoma-United-States-Year-Round
https://weatherspark.com/y/8239/Average-Weather-in-Tuttle-Oklahoma-United-States-Year-Round


GRC Transactions, Vol. 47, 2023 
 

 

Utilizing GEOPHIRES-X Beyond Electricity 
Koenraad F. Beckers1,*, Malcolm I. Ross2 

1 National Renewable Energy Laboratory, Golden, CO, USA 

2 Rothwell Group, Rice University, and the University of Texas Bureau of Economic 
Geology, Houston, TX, USA 

 

Keywords 

Techno-economic modeling, GEOPHIRES, Geothermal direct use, District heating, Absorption 
chiller, Heat pump 

ABSTRACT 

The GEOPHIRES tool is a techno-economic simulator for evaluating the thermal performance and 
cost-competitiveness of geothermal plants for electricity, heating, and/or cooling. The tool 
combines reservoir, wellbore, and surface plant cost and performance models to estimate overall 
techno-economic metrics such as net present value or levelized cost of electricity, heating, or 
cooling. We recently upgraded the tool to an object-oriented Python framework, presented in an 
accompanying paper. As part of the upgrade, we enhanced the capability to simulate the 
performance of geothermal plants for heating and cooling, which is the topic of this paper. 
Specifically, we (1) integrated absorption chillers to investigate the performance of utilizing 
geothermal heat for cooling, (2) integrated a heat pump module to boost the geothermal 
temperature and thermal output, (3) integrated a district heating module to estimate heating 
demand for a district based on local weather data, and simulated heat supply with geothermal 
energy and peaking boilers, and (4) integrated GEOPHIRES as an engine in the dGeo simulator to 
perform a geospatial analysis of geothermal district heating feasibility across a large region (e.g., 
a state or the entire United States) utilizing resource and thermal demand maps. This paper presents 
background information and case studies for several of these heating and cooling end-use options 
in GEOPHIRES. 

1. Introduction 
The GEOPHIRES simulation tool is a techno-economic Python-based model used to evaluate 
thermal and economic performance of a geothermal plant. The tool combines subsurface and 
wellbore models, surface plant models and cost correlations to calculate plant output (e.g., 
electricity, heating, cooling), estimate capital and operation and maintenance (O&M) costs, and 
evaluate techno-economic metrics such as levelized cost of electricity, levelized cost of heating 
(LCOH), and net present value. The tool can simulate various end uses for geothermal heat, 
including electricity production with a flash or organic Rankine cycle, direct-use heating and 
cooling, and co-generation. This paper presents an overview, background information, and case 
studies for several of the heating and cooling applications, including direct-use heating, heating 
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combined with a heat pump, district heating with peaking boilers, and cooling with an absorption 
chiller.  

The GEOPHIRES (“GEOthermal energy for Production of Heat and electricity (“IR”) 
Economically Simulated) tool was originally developed by Beckers et al. (2013; 2014) to 
investigate the feasibility of enhanced geothermal systems (EGS) for electricity generation and 
direct-use heating. It was upgraded by Beckers and McCabe in 2019 to Version 2 by converting 
the code from FORTRAN to Python, coupling with the TOUGH2 reservoir simulator, and 
upgrading the cost correlations. Recently, Ross and Beckers (2023) implemented several upgrades 
to GEOPHIRES, including converting the code to an object-oriented framework, including inline 
conversions of units and currencies, supporting several designs of closed-loop systems, integrating 
a new economic incentive and taxation program, and incorporating several new end uses. The 
latest iteration is launched as Version X (X for “extensible”), referring to the object-oriented 
structure which allows for easily integrating new modules and applications in the tool. 

The objective of GEOPHIRES is to perform a high-level feasibility screening of a geothermal 
system during the early stages of a project. It has similarities to the GETEM tool (Mines, 2016; 
U.S. DOE, 2019), which was recently integrated into the System Advisor Model (SAM). Both 
tools have built-in models for simulating the subsurface reservoir, surface plant, and costs. 
However, GETEM’s focus is on power production, while GEOPHIRES allows simulating various 
end uses beyond electricity generation. Utilizing geothermal energy for heating and cooling 
applications instead of electricity generation has recently gained increased awareness and interest 
in the United States, especially in regions with lower-grade geothermal resources such as the 
eastern United States (U.S. DOE, 2019; Tester et al., 2021). This paper includes several case 
studies to demonstrate GEOPHIRES’ capabilities as well as to highlight various potential end uses 
of geothermal energy. 

2. GEOPHIRES End Uses Beyond Electricity and Case Studies  
Five different applications are discussed in this section: (1) direct-use heating, (2) direct-use 
heating with a centralized heat pump, (3) district heating with a peaking boiler, (4) cooling with 
an absorption chiller, and (5) GEOPHIRES coupling with the distributed market demand model 
dGen for geospatial analysis. For each application, background information and a case study are 
provided. The case study in the first three applications is a geothermal system at Cornell 
University, where earth-source heat for providing heating to the campus has been studied for 
several years, and a deep exploration well has recently been drilled (Tester et al., 2020; 2023). 

2.1 Direct-Use Heating (Cornell University Case Study #1) 

The simplest geothermal end use is utilizing the heat directly in a residential, commercial, 
industrial, or agricultural application. The surface equipment is less complex than a power plant, 
and relatively low heat-to-power conversion efficiencies are avoided. In the direct-use end-use 
option in GEOPHIRES, only a cost correlation and simple efficiency factor for a surface heat 
exchanger are considered as default (Beckers and McCabe, 2019); however, the user can manually 
adjust the costs and efficiency depending on the application considered. 

This end-use option is applied to the Cornell University campus in Ithaca, New York. A recent 
deep exploration well (called Cornell University Borehole Observatory [CUBO]) was drilled to 
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almost 3,000 m. Key CUBO results include that no or limited in-situ permeability was 
encountered, and therefore a potential geothermal reservoir may be an EGS-type reservoir with 
multiple fractures, created through multi-stage hydraulic stimulation. The calculated steady-state 
temperature based on temperature measurements after drilling is 81°C at 2,960 m depth, 
corresponding to a geothermal gradient of about 24°C/km. The stress field is transitional between 
reverse faulting and strike/slip faulting. A sketch of the envisioned fractured EGS reservoir is 
shown in Figure 1. A full list of simulation parameters used in the GEOPHIRES simulations for 
this case study (and the case studies in Sections 2.2 and 2.3) is provided in Table 1.  

 

 

Figure 1: Simplified EGS reservoir considered in the Cornell University case studies (Sections 2.1, 2.2, and 2.3). 
The Gringarten et al. (1975) multiple parallel fractures model is selected to simulate the production 
temperature. 

In an earlier phase of this project, we found that FALCON fracture thermal simulations are in good 
agreement with the Gringarten model (Gringarten et al., 1975), assuming uniform reservoir 
properties. Because we did not obtain data that characterizes 3D heterogeneity, we assumed 
uniform properties, and we selected the Gringarten model for reservoir simulations in 
GEOPHIRES. We assumed that a multi-stage hydraulic fracture job is conducted to create 32 
fracture zones, with each fracture rectangularly shaped and measuring 300 m by 200 m. 32 
fractures with 60,000 m2 heat transfer area each resulted in a thermal decline of 10°C after 20 years 
(when operating at 50 kg/s), which we deemed tolerable. Given the rapid advancements in industry 
(e.g., by Fervo Energy) and FORGE, developing such discrete fracture networks may be possible 
today or in the near future. 

Table 1: GEOPHIRES input parameters for the Cornell University case studies in Section 2.1 (Direct-Use 
Heating), Section 2.2 (Heating with Heat Pump) and Section 2.3 (District Heating with Peaking Boiler). 

Parameter Value 

 Direct-Use Heating 
(Section 2.1) 

Direct-Use Heating 
with Heat Pump 

(Section 2.2) 

District Heating with 
Peaking Boiler 

(Section 2.3) 

Configuration Doublet Doublet with heat pump Two doublets with 
peaking boiler 

Reservoir depth 2,960 m (CUBO true vertical depth [TVD]) 3,500 m 

Reservoir initial temperature 81°C (CUBO calculated equilibrium bottom hole 
temperature [BHT]) 

94°C (extrapolated from 
CUBO) 
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Number of fractures 32 64 (32 for each doublet) 
Fracture separation 50 m 
Fracture length (i.e., spacing 
between injection and 
production lateral) 

300 m 

Fracture width 200 m 
Fracture geometry Rectangular parallel fractures 
Reservoir model Gringarten et al. (1975) 
Uniform rock thermal 
conductivity 

2.83 W/m/K (best estimate based on earlier phase in Earth-Source Heat (ESH) 
project) 

Uniform rock specific heat 
capacity 825 J/kg/K (best estimate based on earlier phase in ESH project) 

Uniform rock density 2,730 kg/m3 (best estimate based on earlier phase in ESH project) 
Wellbore model Ramey 
Heat transfer fluid Pure water 
Injection temperature 40°C 30°C 40°C 
Flow rate per producer 50 kg/s 
Discount rate 7% 
Project lifetime 20 years 
Cost correlations GEOPHIRES built-in 

In Case Study 1, we simulate a geothermal doublet to provide heating to the district heating system 
without a centralized heat pump. A doublet can operate at a large utilization factor (i.e., percentage 
of time the system is in operation at its nominal output) because at least 10 MWth of heating is 
required year-round by the university (see Section 2.3). For surface equipment, only a heat 
exchanger is considered to transfer the geothermal heat to the district heating system circulating 
water. We assumed a utilization factor of 90% to allow for 10% downtime, e.g., for maintenance. 
Other key input parameters are listed in Table 1. For these conditions, the simulation results are 
provided in Table 2. The GeoVision drilling cost correlation for deviated small diameter open hole 
wells is considered (U.S. DOE, 2019), resulting in a cost of about $10M per well. Case Study 1 
has a competitive LCOH of $15.2/MMBtu. 

Table 2: GEOPHIRES simulation results for Case Study 1: Direct-Use Heating at Cornell University. 

Parameter Value 
Average heat production 6.72 MWth 
Average annual heat delivery 53 GWh/year 
Average production temperature 76°C 
Doublet drilling and completion costs 20.4 MUSD 
Stimulation costs 1.5 MUSD 
Field gathering system cost 1.1 MUSD 
Surface plant costs 2.6 MUSD 
Total system capital cost 25.6 MUSD 
Total system O&M cost 580 kUSD/year 
LCOH $15.2/MMBtu 
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2.2 Direct-Use Heating with Centralized Heat Pump (Cornell University Case Study #2) 

A second end-use option is utilizing the geothermal heat coupled with an industrial-sized 
centralized heat pump to boost heat output and temperature. Different coupling configurations are 
possible, but GEOPHIRES considers the simplest configuration where the geofluid heat directly 
feeds the heat pump. A coefficient of performance (COP) is provided by the user or calculated 
with a built-in correlation based on the production temperature. The user can also provide the heat 
pump capital cost or utilize the built-in cost value ($150/kWth unloaded cost). 

For a case study, we apply this end-use option in GEOPHIRES to the Cornell University example. 
Again, we consider one doublet but now a heat pump is utilized at the surface to extract additional 
heat from the geofluid. We manually set the heat pump COP to 4. The heat pump allowed us to 
lower the geofluid reinjection temperature. We selected a reinjection temperature of 30°C. The 
heat pump requires electricity to operate, and the overall O&M cost significantly depends on the 
electricity rate. We assumed an electricity rate of 7 cents/kWh. The utilization factor was lowered 
to 85% as the total heat production is larger than the minimum heat production required in summer. 
Other key parameter values are listed in Table 1. The results of this case study are provided in 
Table 3. In comparison with Scenario 1, the heat production almost doubled to over 11 MWth; 
however, the system consumes on average 23.3 GWh of electricity per year. 

Table 3: GEOPHIRES simulation results for Case Study 2: Direct-Use Heating with Centralized Heat Pump 
at Cornell University. 

Parameter Value 
Average heat production 11.24 MWth 
Average annual heat delivery 84 GWh/year 
Average geofluid production temperature 75°C 
Doublet drilling and completion costs 20.4 MUSD 
Stimulation costs 1.5 MUSD 
Field gathering system cost 1.1 MUSD 
Surface plant costs 5.7 MUSD 
    of which heat pump cost 2.4 MUSD 
Total system capital cost 28.7 MUSD 
Annual heat pump electricity demand 23.3 GWh/year 
Annual heat pump electricity cost 1.6 MUSD/year 
Total system O&M cost 2.3 MUSD/year 
LCOH $16.4/MMBtu 

 

2.3 Geothermal District Heating with Peaking Boilers (Cornell University Case Study #3) 

Simulating geothermal energy coupled with peaking boilers to provide heating to a district is a 
new end-use option recently added into GEOPHIRES. The foundational work was developed by 
Walton (2022) in GEOPHIRES v2; A summary of Walton’s (2022) model assumptions and 
capabilities follows. The district heating end-use model either utilizes a user-provided heat demand 
profile (with a CSV file) or estimates the district heat demand using built-in correlations. When 
relying on the built-in correlations, GEOPHIRES requires number of households in the community 
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(or total community population), a typical meteorological year (TMY) weather file, and the U.S. 
census division where the community is located. Using the TMY dataset, GEOPHIRES calculates 
the heating degree days and coupled with EIA-provided space heating values (in kWh per 
household per heating degree day for each U.S. census division), calculates a heating demand 
profile. EIA-provided water heating demand data (in kWh per household for each U.S. census 
division) is added to the space heating profile to estimate total district heating demand profile 
throughout the year. Cost correlations based on district road length or district area and population 
density are built-in to estimate district network capital cost. Capital costs for peaking boilers are 
included, and a user-provided natural gas rate allows calculation of annual natural gas peaking fuel 
costs. District pumping costs are estimated as 2% of the annual heat demand multiplied with an 
electricity rate, based on a correlation by Molar-Cruz et al. (2022). 

We apply this end-use option to the Cornell University campus. The reservoir field consists of two 
doublets, and reservoir depth was increased to 3.5 km to boost production temperature and increase 
total geothermal heat production. The bottom hole temperature in this scenario is 94°C, allowing 
heat to directly feed into the district heating system without requiring heat pumps. On days of high 
heat demand, heat from natural gas as peaking fuel is assumed to cover the difference. The natural 
gas rate for the peaking boilers was set to $8/MMBtu. A full list of key parameters is provided in 
Table 1. Campus heating demand is provided as input to GEOPHHIRES and is based on actual 
heat supply in 2016 and 2017. GEOPHIRES calculates for each day the geothermal and natural 
gas heat supply to cover the campus heating demand for that day (Figure 4). The GEOPHIRES 
simulation results are provided in Table 4. With two doublets, the annual geothermal heat supply 
is about 56% of the campus heating demand, and about 44% is covered by natural gas. This 
scenario allows the wells to operate at a utilization factor of about 88%. Additional well pairs can 
be considered, but this results in diminishing returns and a decrease in overall utilization factor. 
The LCOH of $12/MMBtu is relatively low, partially a result of a low natural gas price and 44% 
of the heat supplied by natural gas in this scenario. 

 

Figure 3: Cornell University hourly campus heating demand (in MWth) provided as input to GEOPHIRES. 
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Figure 4: GEOPHIRES simulation result showing campus heat supply throughout the year of geothermal heat 
and peaking boiler heat (from natural gas). 

 

Table 4: GEOPHIRES simulation results for Case Study 3: District Heating with Peaking Boiler at Cornell 
University 

Parameter Value 
Annual district heating demand 243 GWh/year 
Average annual geothermal delivered heat 137 GWh/year 
Average annual peaking fuel delivered heat 106 GWh/year 
Average geofluid production temperature 87°C 
Wellfield drilling and completion costs 48.8 MUSD 
Stimulation costs 3.0 MUSD 
Field gathering system cost 2.1 MUSD 
Surface plant costs 11.3 MUSD 
    of which peaking boiler cost 4.4 MUSD 
Total system capital cost 65.2 MUSD 
Average annual peaking fuel cost 3.4 MUSD/year 
Total system O&M cost 4.8 MUSD/year 
LCOH 12.0 $/MMBtu 

 

The DOE-funded Wells of Opportunity Oklahoma project is another case study where this 
GEOPHIRES end-use model is applied to estimate feasibility of geothermal district heating in 
Tuttle City, Oklahoma, using 4 abandoned oil wells (Akar et al., 2023). 
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2.4 Cooling with Absorption Chiller 

Recently, an absorption chiller module was built-in to GEOPHIRES to simulate chiller water 
production from geothermal heat and evaluate cooling output, investment cost, and levelized cost 
of cooling (Beckers et al., 2021). An absorption chiller utilizes a heat source to drive a refrigeration 
cycle and relies on a binary solution of refrigerant and absorbent. Two common solutions are water 
(refrigerant) and lithium bromide (absorbent), and ammonia (refrigerant) and water (absorbent). 
In the cooling cycle, the geothermal heat provides the thermal energy to boil the refrigerant out of 
the solution in the generator. After condensing, the refrigerant evaporates, which provides the 
useful cooling. Performance of the absorption chiller can be expressed with a COP, defined as the 
useful cooling divided by the thermal energy input. Different types of absorption chillers exist, 
including single-effect and double-effect absorption chillers. Single-effect chillers operate with a 
COP of around 0.75 for a heat supply of around 100°C, whereas double-effect chillers are best 
suited for higher heat supply temperatures and can reach COPs above 1 (Henning et al., 2006). 

The absorption chiller module in GEOPHIRES requires as input a capital cost, an O&M cost, and 
a COP. The user can manually provide these values or rely on built-in correlations. The built-in 
default capital cost is $2,500/ton (unloaded), the built-in default annual O&M cost is 2% of the 
investment cost, and the built-in COP correlation is a correlation for a single-effect absorption 
chiller with COP ranging from about 0.6 to 0.78 for temperatures in the range 75°C to 150°C, and 
quickly dropping to 0 for temperature below 75°C (Henning et al., 2006). 

The absorption chiller module was recently applied to a geothermal deep-direct-use case study 
investigating the feasibility of geothermal heat providing cooling for turbine inlet air at a chemical 
plant in Longview, Texas (Turchi et al., 2020; Beckers et al., 2021). Key parameters for this case 
study are listed in Table 5. Wellbore heat losses for the production well were calculated with 
Ramey’s wellbore model. We considered the GeoVision “Intermediate 1” drilling cost correlation 
to estimate drilling costs, assuming technology improvements resulting in cost reductions. Using 
its built-in correlation, the GEOPHIRES simulation estimated the absorption chiller COP at about 
0.74, the average cooling at 11 MWth, and a levelized cost of cooling of roughly $20/MWh. 

Table 4: GEOPHIRES input parameters for deep-direct-use absorption chiller case study. 

Parameter Value 
Drilling Depth 2.7 km 
Reservoir Temperature 120°C 
Number of Wells 1 injector + 1 producer 
Total Flow Rate 125 kg/s 
Injectivity and Productivity Indices 5.5 kg/s/bar 
Reservoir Thermal Drawdown 0.1% per year 
Injection Temperature 88°C 
Utilization Factor 90% 
Plant Lifetime 30 years 
Discount Rate 5% 
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2.5 dGeo – Distributed Geothermal Market Demand Model 

A final example to illustrate GEOPHIRES’ capability to be used as an engine in another simulator 
is the recent coupling we performed between dGeo and GEOPHIRES v3. The dGeo model—or 
Distributed Geothermal Market Demand Model—is a Python-based tool used to simulate 
nationwide (or regional) potential and adoption of geothermal energy (both shallow geothermal 
with heat pumps and deep direct use) for heating and cooling applications (McCabe et al., 2019). 
It is part of the National Renewable Energy Laboratory’s (NREL’s) dGen suite of tools (such as 
dSolar and dWind) and was developed in 2019 for the GeoVision study (U.S. DOE, 2019). dGeo 
has access to several geospatial datasets such as resource maps, thermal demand data, road lengths, 
current HVAC equipment, and energy costs, and can evaluate regional and nationwide geothermal 
feasibility for individual homeowners (using geothermal heat pumps) and district thermal networks 
(currently only with deep geothermal) at the county or census tract level. We recently integrated 
GEOPHIRES into dGeo to enhance dGeo’s geothermal simulation capability, allowing for 
simulating various end uses (such as those discussed in Section 2.1 through 2.4) within dGeo. 
Beckers (2023) recently presented the updated tool and preliminary simulation results. New 
upgrades are currently being implemented into dGeo (including simulating ambient loop systems) 
and will be presented in a forthcoming publication. 

3 Conclusions 
The GEOPHIRES techno-economic simulation tool is a Python-based, open-source model for 
evaluating technical performance and cost-competitiveness of geothermal systems. It was recently 
upgraded to Version 3 by converting the code structure to an object-oriented framework and 
incorporating several new features, including inline conversion of units and currencies, support for 
several closed-loop geothermal designs, integration of a new economic incentive and taxation 
program, integration of a generic “add-on” module to easily account for addition of devices (for 
example direct air capture powered by geothermal), a heat-in-place resource assessment and 
statistical analysis module, and several new end uses including geothermal district heating 
combined with peaking boilers, geothermal coupled with heat pumps, and geothermal coupled 
with absorption chillers to provide cooling. These upgrades are documented in an accompanying 
paper (Ross and Beckers, 2023). 

This paper focused on illustrating various non-electric end uses in GEOPHIRES to demonstrate 
its modeling capabilities and highlight the wide diversity of geothermal applications. Using the 
Cornell University case study—where deep geothermal resources are being explored to provide 
heating to the campus in Ithaca, New York—we investigated feasibility of using the geothermal 
heat directly (Case Study 1), coupled with a centralized heat pump (Case Study 2), and coupled 
with natural gas peaking boilers (Case Study 3). Based on CUBO well data, we estimate for Case 
Study 1 that a 3-km deep doublet with an EGS reservoir provides a thermal output on the order of 
6 MWth with an LCOH of about $15/MMBtu (considering only a surface heat exchanger for 
equipment to transfer the geothermal heat to the existing district heating network). When utilizing 
a centralized heat pump (Case Study 2), the thermal output can be increased to over 10 MWth; 
however, that scenario required over 23 GWh of annual electricity consumption for the heat pump 
and resulted in a slightly higher LCOH. In Case Study 3, the campus thermal demand is provided 
as input to GEOPHIRES and the tool calculates throughout the year the amount of geothermal heat 
provided and the amount natural gas required for the peaking boilers. In the scenario with two 3.5-
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km deep doublets, about 56% of the heat can be supplied by geothermal while still achieving a 
high well utilization factor of 88%. The LCOH for the total system (geothermal + peaking boilers) 
is relatively low ($12/MMBtu) in part due to the low natural gas price ($8/MMBtu) and significant 
amount of natural gas consumption in this scenario (44%). Drilling additional wells can lower the 
natural gas consumption but will decrease the geothermal well field utilization factor (as all the 
heating demand in the summer is already covered with two doublets) and increases the LCOH. A 
fourth case study illustrated simulating cooling with an absorption chiller in GEOPHIRES for a 
chemical plant in Texas. In this example, GEOPHIRES found that a doublet operating at 125 kg/s 
with production temperature of 120°C provides about 11 MWth of cooling with an absorption 
chiller operating at a COP of 0.74. The corresponding levelized cost of cooling was about 
$20/MWh. Finally, in a fifth case study we discussed how GEOPHIRES was coupled as engine in 
the geospatial simulator dGeo, to evaluate feasibility and potential of shallow and deep geothermal 
for heating and cooling nationwide. 
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ABSTRACT 

Renewable energies, such as solar and wind, traditionally suffer from temporal incongruity. 
Society’s energy demand peaks occur at different times of day than the electricity generation 
potential of a photovoltaic panel or, often, a wind turbine. Heat demand in particular, is subject to 
a significant mismatch between the availability of heat (in the summer) and the need for heat (the 
winter). Thus, a future energy system design should incorporate underground thermal energy 
storage (UTES) to avoid this temporal mismatch and emphasize thermal applications. Such a basis 
of design would introduce new methods of energy arbitrage, encourage adoption of geothermal 
systems, and decrease the carbon intensity of society.  

UTES techniques are becoming increasingly sophisticated. These methods of storage can range 
from simple seasonal storage for residential structures in a grouted borehole array (BTES), to 
aquifer thermal energy storage (ATES), deep reservoir storage (RTES) in basins, among others. 
The method that each of these techniques shares is the use of earth as a storage medium. UTES 
can also be characterized for electricity production, but this work largely explores applications in 
heating and cooling.  

Heating and cooling processes – residential, commercial, and industrial – make up large fractions 
of energy demand in North America. This is also true of other locales. With the increasing concerns 
of climate change, exacerbated by anthropogenic greenhouse gas emissions, developers and 
municipal planners are strategizing to decarbonize building heating and cooling at district scales. 
This work focuses on a review of UTES techniques, specific applications in cold climates, and 
elaborates on the experimental designs of UTES in Calgary. The research team at the University 
of Calgary is working with major oil and gas companies, real estate developers, and other energy 
service companies to implement next generation geothermal energy systems. With a new storage 
method such as UTES, the techno-economic barrier for low-carbon district energy decreases, 
paving a low- and no-subsidy pathway for geothermal projects in Alberta.  
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1. Introduction  
Energy sector decarbonization is a popular topic among policymakers. Often, the most widely 
known opportunity for energy decarbonization is in the power sector, with a focus on eliminating 
emissions from power plants for electricity generation. Cityscapes and low-temperature industrial 
processes, however, are responsible for about 40 – 50% of society's emissions (Fleuchaus et al., 
2018; Fox et al., 2011; Frederiksen & Werner, 2013; IEA, 2019). In places such as Canada, 
emissions from these sectors can be far greater (Government of Canada, 2023). 

Geothermal and geoexchange technologies can significantly reduce or eliminate emissions from 
building heating and cooling as well as industrial process heat. Policymakers and energy system 
design practitioners may overlook these options for a variety of reasons such as climate zone 
perceptions, performance speculation, and capital cost concerns. Cold climate regions, such as 
continental Canada, present design challenges for engineers more frequently trained in fossil fuel 
combustions systems (Kantrowitz, 2009). Perception or hearsay about the performance of 
geothermal and geoexchange heating and cooling systems may deter technology adopters or 
customers from considering subsurface energy exploitation (Maltha, 2021). Upfront expenditures 
for the individual geothermal and geoexchange heating and cooling operations present barriers to 
market entry (Hanova et al., 2007). Convincing policymakers and practitioners alike is, therefore, 
a paramount concern for geothermal- and geoexchange-supported decarbonization of building 
stock and industrial process loads.  

Cold climate challenges result from a high fraction of the thermal load being apportioned to 
heating. On average, and dependent on load type, there is a higher fraction of heating than there is 
for cooling. Alberta residential structures have a disproportionately high fraction of total building 
energy consumption directed towards space heating and domestic hot water (DHW) preparation, 
for example (Figure 1). Encouraging greater adoption for geothermal and geoexchange systems 
may require multivalent energy applications in conjunction with thermal energy storage (TES).  

  

Figure 1 Alberta residential structure energy end-use allocations (adopted from: Government of Canada, 2023). 
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Upfront capital costs often make the adoption of sustainable energy systems, such as geothermal, 
a socio-economic indicator. Those that can afford to decarbonize heating and cooling processes 
will pay for the luxury while those that cannot are left to pay for ailing fossil fuel infrastructure. 
Scaling geothermal and geoexchange energy systems to a cityscape, connecting industrial 
processes wherever possible, is an engineering problem that can alleviate these tangible socio-
economic factors (Buonocore et al., 2022). Solutions may come in the form of thermal energy 
networks (TEN) and underground thermal energy storage (UTES) across large geographic areas. 
UTES in this paper is restricted to sensible heat storage (SHS), though others may expand the 
definition to include latent or thermochemical heat storage.  

The remainder of this paper will detail common terminology, variations of UTES with their 
advantages and disadvantages, surface system configurations that accompany them, planning 
methodologies, implications, among other considerations. After establishing the concepts of 
UTES, a developing case study from Southern Calgary will highlight a preliminary development 
strategy for widescale geothermal adoption in Alberta.  

1.1 Terminology 

A variety of terms exist for geothermal and geoexchange systems. In most cases, except for very 
shallow systems of less than 15 meters depth (50’), heat flow, groundwater flow, and thermal 
conductivity of intersected materials are the dominant equilibrium influence on a geothermal 
system. Bowen (1989) notes this definition in detail and suggests the segregation between 
geoexchange and geothermal is not based on physical constraints. For the purposes of this paper, 
integrated energy systems – those which serve societal needs – are of primary interest and 
geothermal or geoexchange may be used interchangeably.  

$/kWh – Represents the cost in dollars per kilowatt-hour and is a measure of electricity cost, both 
installation and operating costs are typically considered in calculation. 
 
Aquifer Thermal Energy Storage (ATES) – An underground water source that is used as a 
medium of heat storage. 
 
Borehole Thermal Energy Storage (BTES) – A system utilizing the working fluid within 
boreholes for storing heat within adjacent materials, usually with grouted borehole arrays. 
 
Capacity – Measures the maximum output potential of thermal energy under ideal conditions. 
Typically (in North America) measured in refrigerant tons for heat generation. 
 
Cavity Thermal Energy Storage (CTES) – A system utilizing an open space underground to 
store heat. 
 
Coefficient of Performance (COP) – Measures the ratio of useful heating or cooling provided to 
the work input required, typically electricity. This varies based on the heat pump technology, 
design, and operating conditions. The COP typically ranges from 3 to 5 for ground source heat 
pumps. 
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Domestic Hot Water (DHW) – Hot water that is used in the residential sector typically for 
showering, cleaning dishes, and other activities. Can be supplied with a water heating tank or 
prepared instantaneously with various energy sources. 
 
End-user – This is the thermal demand. End-uses may include residential, commercial, industrial, 
or other applications with their characterization in a network as a node or agent. 
 
Energy Savings – Compares energy savings to alternative heating and cooling systems.  
 
Entering Water Temperature – Refers to the temperature of water entering the heat pump. 
 
Formation Temperature – Refers to the temperature of the aquifer or the ground. 
 
Geoexchange – A system utilizing subsurface space as a source or sink for heating and cooling. 
 
Ground Heat Exchanger (GHX) – A system utilizing the relatively constant temperature of the 
ground to act as a source or sink, for heating and cooling structures. 
 
Induced Seismicity – Seismic activity caused by human activity. In the case of geothermal 
systems, drilling, disruption of aquifers, and alteration of underground activities can trigger 
microearthquakes or other earth deformations. 
 
Levelized Cost of Heat (LCOH) – Measures the cost of heat production over the lifespan of said 
system. Takes into account capital costs, maintenance costs, operational costs, and the expected 
lifespan. 
 
Load profile – The energy consumption of a building over the course of a period. A sizable 
proportion is typically composed of space heating and cooling, which can vary seasonally. Load 
profiles are useful in assessing temporal variations of electrical or heating consumption, such as 
diurnal or seasonal. 
 
Payback Period – Estimates the time for the energy cost savings to offset the upfront capital costs 
of installation.  
 
Permeability – Measures the ability for a material to allow fluids flowing through it. Rocks with 
higher permeability permit better rates of heat transfer in the context of geothermal systems. 
 
Reservoir Thermal Energy Storage (RTES) – A system utilizing a body of water in a permeable 
or open subsurface zone as a medium of heat storage. 
 
Sensible Heat Storage (SHS) – A system storing heat in a medium that does not undergo phase 
change. 
 
Solar-Assisted Ground Source Heat Pumps (SAGSHPs) – A heat pump utilizing solar heat to 
compensate with loss of ground temperature over prolonged periods of extraction, especially in 
colder climates. 
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Solar Supply Temperature – Refers to the temperature of the heat transfer fluid from the solar 
collectors. 
 
Thermal Conductivity – Measures the ability of a material to conduct heat. Rocks with higher 
thermal conductivity enable more efficient heat extraction in the context of geothermal systems. 
 
Thermal Energy Networks (TEN) – A distributed district heat and cooling system for usage by 
multiple end points. Capable of operating across many design and drift temperatures. 
 
Thermal Imbalance – Prolonged heat extraction or rejection can deplete thermal resources, 
reducing system efficiency. This is especially relevant in heating-dominated climates and can 
challenge the sustainability of geothermal energy. 
 
Underground Thermal Energy Storage (UTES) – An umbrella term for all methods of 
subsurface energy storage. 

1.2 Applications 

A TEN is a piped network of working fluids, usually water, that can connect geothermal sources 
with geoexchange sources and sinks, or other thermal resources across a geographic area. Storing 
large amounts of hot or cold fluids in UTES allows the energy system to produce from subsurface 
resources at a more convenient time, charge the storage, and releasing the energy when the demand 
arises. Drawing a line from UTES to the point of energy consumption is made possible using a 
TEN.  

As a matter of economics, this scalable solution may also alleviate the capital-intensive nature of 
individual geothermal and geoexchange systems. Communities, including commercial and 
residential, or industrial process heat users may benefit from higher heating and cooling 
efficiencies with the savings of a utility-scale product. Once the network is in place, innovative 
solutions to heat recovery become possible, with the potential for ongoing network expansion 
(Boesten et al., 2019). Lower operating temperatures for a TEN also makes more resources 
applicable as a source and sink for heating or cooling.  

Such a network also has the potential to decrease emissions, decrease consumer costs, and 
aggregate the capital costs of geothermal development to reduce financial barriers to market entry 
for large organizations. TEN applications mark a shift change in district energy design, making 
the connection of high and low temperature resources possible. They alone are not generational, 
as defined by Lund et al. (2014), but are a method of strategically connecting all existing district 
energy while offering a way to expand the systems in new ways. A typical topology for the TEN 
is the ringed network (Figure 2), with large transportation lines connecting hydraulically separated 
distribution clusters. 
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Figure 2 District energy network topologies (von Rhein et al., 2019). 

The hydraulic design of the pipes in a TEN usually have two options, the single pipe, or the two-
pipe distribution. In a two-pipe distribution system (Figure 3) a cold line and a hot line are used. 
When a building is rejecting heat, the fluid travels from the cold line, into the structure for heat 
exchange and upgrading (usually with a heat pump) if necessary, then back to the hot line. The 
primary advantage of this configuration is that heat sources and sinks with higher fluid temperature 
differentials can be separated to avoid mixing with the potential for end-use performance 
improvements. One of the disadvantages of the two-pipe configuration is that heat losses and gains 
may be incurred that degrade performance improvements (Boesten et al., 2019). In a single pipe 
TEN, one pipe distributes all the fluid from sources and sinks. Individual circulating pumps at 
consumer nodes reduce the primary distribution pumping requirements. Single pipe hydraulic 
distribution is designed for a large bandwidth of temperature drift. Most often the temperature 
range is near ambient, or near ground temperatures, not exceeding 30°C (86°F). Lower operating 
temperatures make the connection of far more sources and sinks possible while reducing unwanted 
heat losses or gains (Sommer et al., 2020). The single pipe design is also in use for “last mile” heat 
valorization when the working fluid is changed from a water-based solution to CO2 (Noreskar, 
2022).  
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Figure 3 Two pipe thermal energy network (Boesten et al., 2019). 

Heat recovery and storage is another important function of these large-scale energy networks. 
Subsurface thermal energy storage options began making a broader appearance in North America 
during the oil shocks of the 1970s (Rabbimov et al., 1971; Tsang, 1978), then known as aquifer 
thermal energy storage (ATES). It was not widely understood, however, that temperatures below 
25°C (77°F) would be adequate for large scale thermal energy applications. While storing thermal 
energy from existing power plants and solar was a focus from the beginning, the characterized hot 
water temperatures were often in excess of 120°C (248°F).  

Hot and cold storage in deeper reservoirs is increasingly distinguished in literature from ATES 
(Pepin et al., 2021), more widely known as reservoir thermal energy storage (RTES). Other 
methods of UTES in deep formations may include engineered solutions such as cavern thermal 
energy storage (CTES). In CTES, hard rock may be excavated, evaporites may be targeted for 
dissolution, or existing mine galleries may be repurposed (Matos et al., 2019). ATES systems are 
popular in Europe, where high adoption rates exist in the Netherlands (Bloemendal, 2018; 
Fleuchaus et al., 2018), often with characteristically low temperatures between about 5°C – 20°C 
(40°F – 68°F) (Figure 4). While ATES can be a high temperature storage medium, it can more 
appropriately be thought of as an energy efficiency measure that requires seasonal balance. 
Seasonal balance is achieved often through mechanical supplements such as dry coolers, while 
RTES may be more useful for waste heats and industrial process loads (Bloemendal, 2018; Matos 
et al., 2019; Pepin et al., 2021).  
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Figure 4 ATES doublet with a warm and cold well for building heating and cooling (modified from: 
Bloemendal, 2018). 

 

 

 

 

A more prevalent form of UTES is borehole thermal energy storage (BTES). Some literature 
segregates borehole arrays or geoexchange from BTES. In this sense an individual vertical 
borehole reaching 150’ – 650’ (45 m – 200 m) may provide a medium with which to store heat 
seasonally. In borehole arrays it is most common to use reverse return field gathering systems in 
buried plastic pipes, while a pure BTES system would have a seasonally reversible flow to leverage 
a lateral stratification of high and low temperatures across a dense array with flow in series, 
typically cylindrical (Figure 5). The difference is largely an engineering preference with 
performance and more sector coupling potential for the reversible BTES (Kitz, 2021). The serially 
connected cylindrical BTES installation is not a central topic of discussion in this paper. Some 
refer to the borehole arrays as geothermal heat exchangers (GHX), rather than BTES. 
Fundamentally the same process is taking place in the subsurface at different scales with a different 
magnitude of influence on the surrounding soil or rock material. 
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Figure 5 Drake’s Landing Solar Community (DLSC) BTES schematic top view of the high temperature heating 
system (“Borehole Thermal Energy Storage: DLSC,” n.d.). 

Major advantages for the BTES or GHX variations are the closed loop interaction with lithologies 
in a given locale. This reduces the regulatory barriers when compared to groundwater exploitation 
methods and does not limit the engineer or installer to a specific geologic setting (Matos et al., 
2019). No fluids are produced from formation during operation and the owner is therefore not 
responsible for proving non-consumptive use to authorities having jurisdiction (AHJ). Standard 
permitting for installations reaching a depth of less than 500’ (150 m) does not often require special 
mineral or oil and gas permitting. Drinking water aquifers are isolated from the borehole through 
grouting (Kavanaugh & Rafferty, 2014). In some cases, in competent rocks like granites, the 
medium that joins plastic u-tubes with the formation can be a water fill (Spitler et al., 2016).  

Regardless of the chosen subsurface storage configuration, a TEN may support the connection of 
multiple sources and sinks thereby providing a transportation method for thermal energy with a 
variety of end-use applications. A real estate developer, policymaker, electric utility company, or 
other stakeholder may become the beneficiary of high-performance thermal energy exchange 
across vast geographic areas while mitigating problematic heat losses common in older generations 
of district energy systems (Sommer et al., 2020). A TEN is also modular, making system expansion 
more feasible from the outset and increasing the value proposition of geothermal and geoexchange 
systems (Figure 6). Furthermore, existing district energy systems (~100°C – 25°C, or 212°F – 77°F) 
– often coined as first, second, third, fourth, or fifth generation district heating and cooling systems 
(Buffa et al., 2019; Frederiksen & Werner, 2013; Lund et al., 2014, 2018) – may become one small 
part of a larger TEN with outlying rings operating at divergent temperatures.  
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Figure 6 The reservoir network, a type of TEN, acting as a storage medium itself while connecting other sources 
and sinks (Sommer et al., 2020). 

1.3 Challenges 

There are numerous challenges with the adoption, construction, and implementation of subsurface 
supported heating and cooling systems. These include adopter education, first costs, regulatory 
structures, engineering design, site selection, among others (Fleuchaus et al., 2018; Maltha, 2021; 
Matos et al., 2019; Sommer et al., 2020). Potential adopters of UTES technologies are often 
unaware or opposed to their implementation because of misperception, misguidance, or misplaced 
subsidy. In terms of first costs, the cost associated with drilling is significantly higher than 
conventional combustion-driven equipment and solutions. Regulatory structures often impair the 
development of UTES through groundwater law, mineral and petroleum law, or public service 
monopolization (Matos et al., 2019). Engineers, geoscientists, and support staff must be aware of 
the need for collaboration throughout stakeholder engagement and design phases, from pre-
feasibility through commissioning.  

2. Design Methodology Review 
2.1 Storage Configurations 

There are many different forms of UTES across literature and operating in the field. Many are not 
widely used, and others are only distinguishable from one another by construction types 
(Fleuchaus et al., 2018; Matos et al., 2019; Sarbu & Sebarchievici, 2018). This design review will 
focus on GHX, BTES, ATES, and RTES with an overview of the mechanical systems connecting 
the subsurface and surface energy applications. All STS UTES capacity relies on the fundamental 
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equation relating heat, a heat containing medium, and heat capacity, given by (Sarbu & 
Sebarchievici, 2018):  

𝑄𝑄𝑠𝑠 = ∫ 𝑚𝑚𝑐𝑐𝑝𝑝d𝑡𝑡𝑇𝑇𝑓𝑓
𝑇𝑇𝑖𝑖

          (1) 

 

where, 

𝑄𝑄𝑠𝑠 is the quantity of heat stored in joules 
𝑚𝑚 is the mass of heat storage in kg 
𝑐𝑐𝑝𝑝 is the specific heat in J/(kg*K) 
𝑇𝑇𝑖𝑖 is the initial temperature in °C 
𝑇𝑇𝑓𝑓 is the final temperature in °C 

2.1.1 Monovalent Ground Heat Exchangers 

Geoexchange or borehole thermal storage systems connected to a heat pump, have been used since 
1946 (Kemler, 1947). A single u-tube made of plastic pipe, typically 1” to 1.25” (25 – 32 mm) 
diameter, is inserted into a borehole of 200 – 650’ (60 – 200 m) depth to extract and reject heat 
from a connected load. A load is the heating and cooling demand of something, most often a 
building for commercial or residential use. The u-tube is frequently backfilled with thermally 
enhanced low-permeability grout to protect drinking water from contamination (Figure 7). 
Seasonal balance of the heating and cooling load is essential for reliable operation of a monovalent 
GHX. The reverse return borehole field are in sections of 8-16 boreholes connected in series to 
headers at the plant room (Figure 8). The connected loads must be carefully considered before 
designing the borehole field to prevent thermal saturation. Thermal imbalance, if not properly 
addressed in design, is costly to the operator and bad for the industry. Simulations should be 
undertaken over the long term to understand system behavior. The most frequently used simulation 
techniques are based on line source methods, because they are inexpensive, easy to understand for 
production level engineers, and highly accurate for decadal scale planning (Cullin et al., 2015; Wei 
Victor, 2019). Heat recovery efficiency for GHX and BTES is similar, often approaching 40% 
(Matos et al., 2019).  
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Figure 7 Conventional borehole heat exchangers (Kavanaugh & Rafferty, 2014). 

 

Figure 8 Borehole array header in the plant room at the Calgary International Airport, May 2023. 
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2.1.2 Multivalent Ground Heat Exchangers 

Similar to the monovalent system configuration, the energy system connected to multiple heat 
sources meets the heating and cooling needs of connected loads. The difference, often, is an 
efficiency gain. In practice, early multi-valent geoexchange systems had boiler backup. Problems 
in material durability or thermal saturation often arise when the design attempts to connect a low-
temperature system (e.g. borehole heat exchange) with a high-temperature system (e.g. gas boiler). 
This is attributable to the lack of understanding on the part of the operator, the design engineer, or 
both (Kavanaugh & Rafferty, 2014).  

One possible way to compensate for load profiles with a significant seasonal imbalance is 
multivalency using only low-temperature resources (those below ~35°C, or 95°F) on the ground 
loop. This prevents pipe damage, avoids tripping ground-source heat pumps at high temperatures, 
and provides an opportunity for the designer to increase the seasonal performance factor for the 
system. Multiple low-temperature sources can be connected to the same borehole with double u-
tubes (Figure 10). A solar-supported ground-source heat pump borehole energy storage 
configuration (Figure 11) can improve overall efficiency for heating dominant loads while 
increasing the life of the borehole array (Lazzarin, 2020). A solar thermal plate collector 
contributing as little as 10% of the total heat extraction for the system can significantly improve 
the long term performance of the borehole field (Busato et al., 2013). Another important benefit 
of multivalency is the reduction in capital costs associated with drilling. Chiasson & Yavuzturk 
(2003) estimated the total length of the borehole field could be reduced by 14.4 – 25.3’ (4.5 –  7.7 
m) for every additional 10.8 ft2 (1 m2) of solar thermal collector connected to the heating and 
cooling system. Borehole length is generally dependent on the following formula (Stauffer et al., 
2014): 

𝐻𝐻 =
𝐸𝐸− 𝐸𝐸

𝑆𝑆𝑆𝑆𝑆𝑆
𝑡𝑡𝑞𝑞𝑡𝑡𝑡𝑡

          (2) 

 

where, 
𝐻𝐻 is the borehole length in meters 
𝐸𝐸 is the annual energy demand in Wh 
𝑆𝑆𝑆𝑆𝑆𝑆 is the seasonal performance factor, usually between 3 and 6 
𝑡𝑡 is the operating time of the system in hours 
𝑞𝑞𝑡𝑡𝑡𝑡 is the specific heat extraction in W per meter of borehole length 
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Figure 9 Dimensionless load profile of typical residential heating and cooling demand in Calgary, Alberta 
structure (IAPMO, 2022). 

 

Figure 10 Double u-tube borehole design can be coupled with multiple heat sources (Rees, 2016). 

 

Figure 11 Solar-assisted borehole thermal energy storage heating system (Lazzarin, 2020). 
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2.1.3 Borehole Thermal Energy Storage 

BTES is conceptualized in a slightly different manner than GHX. In BTES, no balance may be 
required on the load side to achieve the goal of supplying thermal energy at varying times of 
demand. Furthermore, BTES is appropriate for high-temperature thermal storage, as is the case in 
Drake’s Landing, Alberta, Canada. The materials selection may change from plastic pipes to metal. 
Rather than operating with one direction of flow, a seasonal switch – or reversing valve – can 
change the direction of fluid flow to leverage the lateral temperature differences from the inside 
of the cylinder to the outside (Figure 12). Some have suggested a functional application for BTES 
is coupling with an organic Rankine cycle (ORC) (McDaniel & Kosanovic, 2016), though the 
energy efficiency of thermal energy valorization for high grade production presents techno-
economic challenges. Characterization of the BTES annual heat extraction efficiency (𝐸𝐸) is 
dependent on the following formulas (Catolico et al., 2016): 

𝐸𝐸 = 𝐽𝐽𝑜𝑜𝑜𝑜𝑡𝑡
𝐽𝐽𝑖𝑖𝑖𝑖

          (3) 

 

𝐽𝐽𝑜𝑜𝑜𝑜𝑡𝑡 = ∑ (T𝑐𝑐𝑗𝑗𝑛𝑛
𝑗𝑗=1 − T𝑜𝑜𝑗𝑗)𝑄𝑄𝑗𝑗∆𝑡𝑡𝑗𝑗𝑐𝑐𝑐𝑐𝑐𝑐        

  (4) 

 

𝐽𝐽𝑖𝑖𝑛𝑛 = ∑ (T𝑐𝑐𝑗𝑗𝑚𝑚
𝑗𝑗=1 − T𝑜𝑜𝑗𝑗)𝑄𝑄𝑗𝑗∆𝑡𝑡𝑗𝑗𝑐𝑐𝑐𝑐𝑐𝑐        

  (5) 

where, 
𝐽𝐽𝑜𝑜𝑜𝑜𝑡𝑡 is energy extracted during discharging periods 
𝐽𝐽𝑖𝑖𝑛𝑛 is the energy injected during charging periods 
𝑚𝑚 is the total charging periods for the year 
𝑛𝑛 is the total discharging periods for the year 
T𝑐𝑐𝑗𝑗 is the temperature in the center of the BTES in °C 
T𝑜𝑜𝑗𝑗  is the temperature at the outside of the BTES in °C 
𝑄𝑄𝑗𝑗 is the volumetric flow rate in m3 per second 
∆𝑡𝑡𝑗𝑗 is the jth time interval in seconds 
𝑐𝑐 is the heat capacity of water in Joules per kilogram °C 
𝑐𝑐 is the density of water in kilograms per m3 
𝑐𝑐 is the number of borehole series in the cylinder 
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Figure 12 BTES in summer operation mode, with cooling demand from the connected load (Underground 
Energy, 2023). 

2.1.4 Aquifer Thermal Energy Storage 

Aquifer thermal energy storage first took root in Shanghai, China during the 1960s (Gao et al., 
2009). By 1975 a government funded ATES project was underway in Mobile, Alabama, USA 
(Tsang, 1978). The most common configuration for building heating and cooling is a pair of wells, 
each receiving warm or cool water for storage in a highly permeable formation. The depth of 
drilling is less important in ATES than both the water quality and the salinity (Bloemendal, 2018). 
With a seasonal switch, the thermal plume of one well is extracted, with fluids being heat 
exchanged at the surface before reinjection. Where seasonal load imbalance exists a supplemental 
dry cooler or other mechanical solution may be used to rebalance the thermal plumes in the 
subsurface. Heat recovery efficiency in heating mode may range from 50-80% while cold plume 
recovery may approach 100% (Matos et al., 2019). In many cases, the ambient temperatures of the 
aquifer may be used for passive cooling without a heat pump (Figure 13). The radius of a thermal 
plume is dependent on the fluid and rock properties, describe by this formula (Bloemendal, 2018): 

𝑅𝑅𝑡𝑡ℎ = �
𝑐𝑐𝑤𝑤𝑉𝑉𝑖𝑖𝑖𝑖
𝑐𝑐𝑎𝑎𝑎𝑎𝜋𝜋𝜋𝜋

          (6) 

 where, 
𝑅𝑅𝑡𝑡ℎ is the radius of the thermal plume in meters 
𝑐𝑐𝑤𝑤 is the volumetric heat capacity of the reservoir fluid in MJ per m3 Kelvin 
 𝑐𝑐𝑎𝑎𝑞𝑞 is the volumetric heat capacity of the aquifer in MJ per m3 Kelvin 
𝑉𝑉𝑖𝑖𝑛𝑛 is the volume of fluid injected into the well in cubic meters 
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𝐿𝐿 is the well screen length in meters 

 

Figure 13 Various schematic representations of ATES applications, including passive heating and cooling (A), 
heating and cooling with a heat pump (B), heating only (C), and multivalent passive cooling (D) 
(Andersson et al., 2003). 

Where free cooling can be introduced to the mechanical system, significant improvements in the 
COP are possible. When COP improves, the imported electricity for the vapor compression cycle 
of a heat pump is reduced or eliminated and the heating and cooling system becomes far more 
sustainable. An example of COP comparisons from Sweden for ATES variants appears in Table 
1. This can be contrasted with a typical GHX COP of 3 – 6 or commercial air-source heat pumps 
(ASHP) COP of 1.5-1.8 in cold weather operation (Buonocore et al., 2022; Kitz, 2021).  

Table 1 Examples of ATES performance from Sweden, considering baseline fossil costs (Andersson et al., 2003). 

Application Performance Factor Energy Savings (%) Payback (years) 
1. Passive heating 
and cooling 20-40 90-95 0-2 

2. Heating and 
cooling with a heat 
pump 

5-7 80-87 1-3 

3. Heating only with 
a heat pump 3-4 60-75 4-8 

4. Multivalent 
passive cooling 20-60 90-97 0-2 
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2.1.5 Reservoir Thermal Energy Storage  

Physical differences in RTES can be divided into two primary categories – porous media and 
cavity storage (Matos et al., 2019). CTES or cavity storage systems (Figure 14) are either found 
naturally in the subsurface or they may be engineered, as is the case in dissolution of salt caverns. 
Porous media RTES is most frequently discussed in sedimentary aquifers or depleted oil and gas 
reservoirs. These two categories are further defined by the capacity of storage they can handle. 
Porous media can have far greater capacity than CTES, though the quantity of sites available for 
this method is limited by geologic conditions. RTES capacity can further be described as the 
energy flux per square meter of reservoir (Burns et al., 2020), by the equation: 

𝐸𝐸𝑡𝑡ℎ′ = 𝑏𝑏𝑛𝑛𝑐𝑐𝑤𝑤𝑐𝑐𝑤𝑤∆𝑇𝑇          (7) 

 where, 
 𝐸𝐸𝑡𝑡ℎ′  is the thermal storage capacity per unit area in Joules per m2 

𝑏𝑏 is the reservoir thickness in meters 
𝑛𝑛 is the porosity 
𝑐𝑐𝑤𝑤 is the density of water in kilogram per m3 

𝑐𝑐𝑤𝑤 is the specific heat of water in Joules per kilogram °C 
∆𝑇𝑇 is the temperature differential from production to injection 

 

Figure 14 Salt cavern dissolution, useful for CTES (DEEP.KBB GmbH, n.d.). 

2.2 Subsurface Considerations 

The UTES designer faces numerous subsurface considerations. In GHX and BTES, the shallow 
lithology plays a key role on heat extraction efficiency (Figure 15). Placement of a GHX in 
primarily unconsolidated till versus high thermal conductivity granites will have a direct impact 
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on capital costs, vis-à-vis drilling lengths (Chiasson & Yavuzturk, 2003; Cullin et al., 2015; Grobe 
et al., 2009). In ATES it is preferable to find high permeability, low salinity aquifers, with 
relatively low regional flow rates (Bloemendal, 2018; Fleuchaus et al., 2018). Having a thermal 
plume which drifts away from the recoverable zone surrounding a well incurs thermal losses which 
may not be economically or physically possible to extract from the system. In RTES it is preferable 
to exploit higher salinity formations from a regulatory standpoint. Where there is less competition 
for pore space, particularly that used for drinking water, there may be more opportunity for RTES. 
Further, RTES requires many of the more complicated geologic criteria as conventional 
geothermal systems, including specific consideration of structures like traps, pressure at depth, or 
even induced seismicity (Matos et al., 2019).  

 

Figure 15 Thermal conductivity of the shallow lithology has a direct impact on heat extraction efficiency for 
the ground source heat pump supported GHX (Grobe et al., 2009).  

2.3 Multivalency 

The future of energy requires an integrated approach. This is no different for sustainable subsurface 
supported heating and cooling systems like UTES or the TEN that connects them. Integrated 
geothermal heating and cooling systems, much like geothermal electricity generating systems, still 
use the consistent supply of heat in the subsurface as a baseload while supplementing that heat 
with another resource. A baseload meets the majority of demand throughout the year while some 
alternative resources meet the remainder of demand (Figure 16). Once such alternative resource to 
supply the remainder of demand is solar thermal. Such multivalent systems were first suggested 
as a serious capital cost limiting factor during a 1982 conference on the subject (Aranovitch et al., 
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1984; De Hoe et al., 1982). Under that assumption the research team at the University of Calgary 
is experimenting with these multivalent systems at several property development sites.  

 

 

Figure 16 Multivalent load duration curve. 

2.4 Risks 

Mitigating risks associated with UTES techniques is crucial in leveraging the potential efficiency 
gains and other benefits made possible by controlling the time of thermal energy discharge. On the 
city scale, these risks become even more urgent to address. Induced seismicity, for example, might 
be an affordable risk when operators are producing a transportable commodity from the subsurface 
at greater distances from population centers, such as oil and gas (Ivanova, 2023). This, however, 
is not the case for most utilities with a relatively low revenue margin – often with rates controlled 
by public service commissions (Ross, 2022). The tolerance for failure is much less for sustainable 
heating and cooling. Risks other than those that could cause physical harm may include low 
adoption rates, competitive disadvantage, and misplaced subsidy. Misplaced subsidy may include 
the granting of dollars for air-source heat pumps at the same rate as UTES despite the fact that 
geothermal supported heating and cooling systems often require greater than 4 times less electricity 
to meet the same demand (Buonocore et al., 2022). 
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3. Case Study 
The research team at the University of Calgary is engaged in research of geothermal and 
geoexchange systems that leverage many technologies ranging from deep drilling projects 
(>13,000’, or >4km) to shallow heating and cooling systems (<500’, or <150 m). This 
multipronged approach attracts industry partners ranging from standalone geothermal companies 
to oil and gas operators, real estate developers, and consulting engineers. All participants, 
including the research team, have an interest in the energy transition that seeks success, knowledge 
transfer, and advancement of sustainable subsurface applications. In recent years, more 
participants have been attracted to geothermal applications throughout Alberta because of pending 
emissions taxes (EnergyRates.ca, 2022). This regulatory signal has incentivized the growth of the 
geothermal industry across the province.  

A joint venture real estate development team and the authors are seeking to implement new capital 
cost saving methods for geoexchange. Such a system may serve more than 5000 living units in 
southern Calgary (Figure 17). This includes the application of solar assisted GHX, thermal energy 
networks, and novel control systems. Data from experimental test platforms will be used by the 
developers, their engineering consultants, and the University to guide the potential construction of 
an integrated sustainable heating and cooling system. Two different locations for multifamily and 
mixed-use1 communities, owned in part by Telsec Property Corporation, will incorporate novel 
geoexchange pilot projects. 

 

Figure 17 Real estate development concept where a TEN may eventually join more than 5000 living units and 
commercial spaces (The City of Calgary, 2019).  

 
1 Mixed-use is a common phrase in real estate development referring to a combination of residential and commercial 
building uses.  
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3.1 Calgary Climate Zone 

Calgary is a metro area of about 1.4 million people in the southern portion of Alberta (Government 
of Alberta, 2023a). Situated in the western part of the country, Calgary experiences a unique 
climate influenced by its proximity to the Rocky Mountains and its position on the prairies. The 
city's climate can be described as semi-arid with a mix of continental and mountain influences. It 
is located at 1045 m (3430’) altitude, 51.0447o N latitude and 114.0719o W longitude with a total 
area of 825.3 km2 (203,936 acre2). The city has a significant temperature variation throughout the 
year, frequently ranging from +35oC to -35oC (95°F – -31°F) . Figure 18 shows the monthly 
minimum and maximum air temperature as well as the average air temperature and relative 
humidity for the year 2022. The average relative humidity fluctuated between 45% and 70%. 
Accordingly, even during the summer months, there is still a need for heating because the 
temperature can be as low as 5oC (41°F).  

  
Figure 18 Temperature variations for Calgary (Government of Alberta, 2023b). 

3.2 Thermal Loads 

Thermal load balancing in Alberta’s climate poses a technical challenge that can only be addressed 
through modifications to the energy system. This may be modifications to the building envelope, 
the subsurface exploitation method, mechanical operation of the system, among others. With a 
suite of technically suitable options, the University of Calgary research team will seek 
economically appropriate solutions in cooperation with industry partners. 
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3.3 Geologic Setting 

The performance of geothermal systems is influenced by the soil type, the geothermal gradient as 
well as the moisture gradient (Jalaluddin et al, 2011). In the location of the pilot project, the topsoil 
is approximately 300 mm thick. The soil sample at the Ricardo Ranch consists of silty clay and 
silty sand from depth of 0 – 50’ (0 – 16 m) as well as a water content that varies with the depth 
from 14% to 25%. From the depth of 51 – 114’ (16 – 34 m), the soil sample consists of damped 
gravel with moisture content of about 19% while the soil from 114 – 140’ (35 – 43 m) depth is 
made of sandy gravel, clay, and sandstone bedrock with an average moisture content of 10%. Shale 
bedrock was found from 141 – 158’ (44 – 48 m) depth with an average moisture content of 8%. 
The study on the geological formation at Ricardo Ranch has only been reported up to a depth of 
158’ (48 m), from a geotechnical survey (Klassen, 2021). The geothermal gradient in Calgary has 
been reported to be within the range of 20 to 25oC/km (20.7°F – 23.5°F/1000’) (Brasnett, 2022). 
Both conventional geothermal exploitation of warm aquifers at depth and shallow geoexchange is 
appropriate in Calgary. A variety of geologic conditions in the region may enable UTES across 
the entire spectrum, ranging from RTES to GHX.  

3.6 Regional Implications 

Single building borehole GHX is of less interest to the University and its partners as they seek to 
scale sustainable heating and cooling to the masses. Several example GHX supported TEN 
developments are either in operation throughout Canada or under development. If through the 
rigors of experimentation, multivalent, connected geoexchange systems are proven more robust 
than the single building borehole GHX, the regional implications are tremendous. Regardless of 
the outcomes, the data collected will be made publicly available, ideally alleviating one of the 
primary limitations to geoexchange improvement in cold climates.  

4. Outlook and Challenges 
4.1 Risk Mitigation 

One of the many benefits of GHX is the absence of induced seismicity risk associated with 
conventional geothermal systems, or deep direct uses. While the peak load capabilities of such 
systems will never be comparable, GHX and BTES may serve as a developer’s or authority’s first 
interaction with subsurface applications, paving the way for broader geothermal system 
developments. Further, multivalent GHX reduces security of supply problems in cold climates, 
such as Alberta, reducing risk for adopters while decreasing capital costs.  

4.2 Expected Outcomes 

With the integration of solar thermal energy with geoexchange system, we expect an 
improvement in performance. Also, given the extreme weather in Calgary, it is expected that the 
solar collectors will remedy the load imbalance on the ground loop for the residential building 
stock across the demonstration sites. This will ensure consistent long-term system performance 
and allay the fear of ground temperature decline over long term use. The results from this case 
study may drive more widespread adoption of sustainable ground-source heating and cooling 
throughout the province. 
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4.3 Engagement 

The City of Calgary, property developers, and the research team will continue to collaborate. This 
collaboration has led to the identification of several regulatory barriers, mostly relating to utility 
corridor allocation, underground utility crossings, and public space permitting, that may be 
improved. Such ongoing discussions are important for major projects as carbon taxes and 
emissions reduction targets loom large for regulators and business operators alike. This will also 
support regulations and policy for adopting geoexchange systems in the province. Through this 
engagement, there will be opportunities to encourage the adoption of this technology through 
education and showcasing the performance of the system. 

5. Conclusion 
This review examines different techniques for underground thermal energy storage application 
with particular attention to a case study in Calgary, Alberta. The GHX has been the most prevalent 
form of UTES. Mainly, GHX has a closed loop interaction with the geological formation in a given 
locale and reduces regulatory barriers when compared to other forms of UTES. There are 
numerous barriers to the implementation of UTES for sustainable heating and cooling including 
lack of awareness, capital costs, regulations. To improve the efficiency and reliability of GHX, 
there is a need for an integrated approach with other energy sources such as solar energy. This is 
often enabled by a TEN. The research team at the University of Calgary is currently partnering 
with building developers to increase understanding of geothermal and geoexchange technology, 
encouraging wider adoption. Sustainable heating and cooling is now a regulatory requirement set 
forth by the province so timely results from this work could not be more important.  
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ABSTRACT  

The geothermal potential of the sedimentary strata found below the City of Regina, Saskatchewan, 
Canada, was first identified in 1979 with the drilling of a geothermal exploration well on the 
University of Regina campus. This well indicated that the local geothermal gradient was 
approximately 30°C/km and temperatures at the top of the Precambrian basement were up to 62°C 
(143.6°F). While this well has long since been abandoned, the geothermal data collected during 
the drilling and testing of the well indicated there was potential for a low temperature thermal 
system. The City of Regina recently made the decision to use geothermal heat to provide the 
thermal energy needs for a public aquatic center, based on a detailed scoping analysis of the 
technical and financial aspects of the project.  The space heating and pool energy needs will be 
met by providing 2.5 cubic meters (88.3 cubic feet) per minute of 60°C (140°F) geothermal brine 
from a depth of 2000-2200 m (6562-7218 ft) to a plate and frame heat exchanger. The equates to 
22MBTU per hour heat delivered to the surface facility. An in-depth look at the subsurface for 
geothermal aquifers has been completed to provide the project with drilling plans, brine volumes, 
brine chemistry and flow rates. An investigation into the geothermal economics as compared to 
the baseline natural gas economics was also performed, with forecasting for both carbon and 
financial costs to 50 years. This project is slated to be the first large scale direct heat use geothermal 
project in Canada. 

1.0 Introduction 
The City of Regina is the capital of the Province of Saskatchewan, Canada.  The City has a 
population of just under 230,000 residents and sits above the Western Canada Sedimentary Basin 
at its eastern margin (Figure 1).  The City and its residents have been on the forefront of clean 
technologies and innovative thinking to invigorate and enliven life for the inhabitants of this prairie 
city. “Renewable Regina” is a phrase adopted by the City Council in 2018 to highlight its 
commitment to renewable energy and technologies, with a goal of being net-zero by 2050 (2022).  

2185



Hickson, Smejkal and Brunskill 

Regina has warm summers and cold, dry winters, prone to extremes at all times of the year (Table 
1).  Extremes in terms of winter temperatures are times when temperatures drop below minus 40°C 
(104°F) (Table 1). However, in compensation, the City has a high rate of sunshine (Table 1; almost 
50%) and is one of the top three sunniest cities in Canada.  Both outdoor and indoor activities are 
important for the City’s residents. The facility will replace an existing structure with more pools 
and other amenities.  It is part of the City’s recreation masterplan and was priorized in 2022. In the 
City’s planning for a new aquatic centre, they evaluated many options in order to determine the 
best energy source to reduce the greenhouse gas footprint of the new facility, in order to live up to 
the “Renewable Regina” pledge (2022). 

The city is looking for $128 million in infrastructure funding for the new facility. Of this funding, 
$108 million goes towards the pool, and $20 million goes towards a geothermal plant with a natural 
gas boiler as backup. “This aquifer-heated pool is the definition of a catalyst project,” said Bob 
Hawkins while addressing City of Regina council members (Ratcliffe 2023). The current study 
was a precursor to a full Front-End Engineering and Design (FEED) analysis. This study was a 
scoping study and was taken as a preliminary step to confirm the technical and economic feasibility 
of the project and should be considered conceptual in nature. It was completed to support the proof-
of-concept and Green Infrastructure Grant application of the City of Regina.  The study was paid 
for by the City, and the Petroleum Technology Research Centre located in Regina was engaged to 
carry out the study.  The subsurface work was completed by Terrapin Geothermics, based in 
Edmonton. Well design and well related aspects of the study was carried out by Remedy 
Engineering based in Calgary.  

Table 1: Climate and sunshine data at the Regina International Airport, SK. 
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2.0 Climate Lens Study 
In the City’s planning for a new aquatic centre, they evaluated many options in order to determine 
the best energy source to reduce the greenhouse gas footprint of the new facility. Associated 
Engineering was engaged to complete a “Climate Lens” study and greenhouse gas emissions 
(GHG) cost evaluation (Binns 2023). Geothermal energy, along with electrical (grid and solar) and 
natural gas options for the heating and cooling of the building were evaluated.  Geothermal energy 
was shown to be cost effective from a long-term financial perspective as well as from a GHG 
reduction standpoint. During the lifetime of the project, a geothermal energy source limits 
hydrocarbons usage and minimal grid energy is required, significantly reducing the fuel costs for 
the facility over its lifetime. Additionally, GHG emissions produced by using other sources of 
heating are avoided.  As part of the economic and technical analysis, the Climate Lens study 
undertaken by Associated Engineering shows the long-term energy and GHG savings for the City 
of Regina in operating this facility are significant.  These results are reported elsewhere (Binns 
2023), but show significant benefits to developing and installing a geothermal heating system. 

The advantages of a well-managed geothermal energy system that taps the deep (+2000 m or 
+6562 ft)) brines contained within the Basal Clastic Unit (Deadwood and Winnipeg Formations) 
is its baseload attributes, extremely long viability, very low OPEX (not subject to fluctuating fuel 
costs), and virtually no GHG emissions over the lifetime of the project.  No other renewable energy 
source can claim the same low carbon footprint (Binns 2023) over such a long-life span as 
geothermal energy.  This energy resource could serve the Citizens of Regina well into the next 
generation and beyond. 

3.0 Subsurface Analysis 
Terrapin’s study was based solely on existing information available from a variety of sources. No 
new analytical work was carried out (such as brine geochemistry) (Hickson et al. 2023).  The 
results are the best available efforts based on these data sets, the scope of the project deliverables 
and the time available to complete the investigations.  Since much of the gathered data were reports 
from oil and disposal well (potash) operations in and around the City of Regina, it must be noted 
that this data was not gathered with a geothermal development lens in mind so the results must be 
modified for geothermal development scenarios (Hickson et al. 2021, 2023). The exception is the 
data from the University of Regina well completed in 1979 (Vigrass 1980).  Although this was a 
purpose drilled geothermal well (and the results are extremely valuable for the analysis) the results 
are based on downhole tools and knowledge that are now more than 40 years old (Vigrass 1980, 
Vigrass et al. 1986).  Despite these handicaps, enough understanding of the subsurface has been 
obtained to enable decision making.   

The time frame for completion of this project was significantly compressed due to a number of 
factors, but most importantly the timeframe required for the City of Regina to submit a “Green 
Infrastructure Grant” proposal (2023).  Due to these factors the Terrapin team was provided with 
a scenario to test for the suitability to provide heat at a minimum rate of 20.5 million BTU per hour 
to the surface facilities.  The study results, (within the limits of the data as outlined in the report), 
determined, with a high level of confidence, that the deep geothermal resource below the project 
area is suitable for long-term production of hot brines to the surface, sufficient to provide 22.7 
million BTUs per hour (MacPherson 2023) for a period of 70 years. Additionally, there is 
significant evidence, at a high level of confidence, to indicate that the resource may be robust 
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enough to support a larger heating load.  Testing the maximum potential of the resource will 
require more investigations, specifically modelling based on the result of this study.  

4.0 Assumptions for the scenario-based feasibility study 

• 60 ° C (140° F) bottom hole temperature 
• Flow rate: 2.5 cubic meters per minute (2.5 m3 per minute (2.5 m3/min) 41.6 litres per 

second or 660 US gallons per minute) 
• Input brine temperature to the heat exchanger of 58° C (136° F) 
• Output temperature of the brine 18° C (65° F) for disposal 
• 2000 m (6562 ft) separation between the wells in the aquifer 
• Heated side of the heat exchanger fluid leaves at 54° C (130° F) and enters at 15° C (60° 

F)  
• Heat delivery to the aquatic centre is at the rate of 22.7 million BTUs per hour, 80% of the 

time. 
 

 
Figure 1: Map showing the City of Regina, Saskatchewan with the possible geothermal well locations and 

existing offset wells. The proposed drill locations for the geothermal well are in blue. 

5.0 Summary Technical Results 

Provided below is a summary of the technical results supported by the Terrapin study:  

1. Confirmation of aquifer suitability: Within the limits of the data, it was determined that 
the deep geothermal resource below the project area is suitable for long-term production 
of hot brines to the surface. For the purposes of the analysis the three sites: (a) The Yards; 
(b) The Sportsplex; and (c) Former Taylor Field site (Figure 1); were considered together 
and the geothermal capacity is same for all three sites. 
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2. Confirmation of the sustained temperature of the geothermal water at surface: The 
assumption given was that the resource was 60° C (140°F); this was confirmed and used 
in the geotechnical and engineering considerations.  The heat loss upon being pumped to 
the surface at a rate of 2.5 m3/min is 0.98° C (1.76° F).   

3. Confirmation of the anticipated longevity of the geothermal resource:  Review of the 
available data on the Basal Clastic Unit (Winnipeg and Deadwood formations), gave the 
following parameters: 

a. Permeability = 155 mD 
b. Porosity = 13.8 % 
c. Thickness – 123 m (403.5 ft) 
d. Rock compressibility = 3.2e-10 1/Pa 
e. Transmissivity = 19,000 mD.m 
f. Pressure = 22 MPa (3190 psi) 
g. Thermal Conductivity – 2.5 W/(m.K)  
h. Estimated Temperature = 60° C (140 °F) 
i. Brine Density = 1058 m3/kg @60° C 

Using these parameters as inputs, the preliminary reservoir modelling showed more than 70 
years production, without temperature loss, at a pump rate of 2.5 m3/min (550 gpm). 
4. Confirmation of a base case water production rate of 2.5 m3/min (550 gpm):  

Modelling and data analysis support the base case pump rate of 2.5 m3/min and further, 
indicate that the 244.5mm (9 5/8” inch) completion well designs (optimized from the 
original base-case) will provide 32.1 million BTUs per hour @ 2.5 m3/min (550 gpm).   

5. Consideration of the potential water production rate based on the well design tested. 
The analysis of the well design and completions recommended confirm that the smallest 
completion (7”) design for the vertical well will handle the flow rate of 2.5 m3/min (550 
gpm) given the Electrical Submersible Pump (ESP) specifications and a setting depth of 
600 m (1968.5 ft).  The maximum flow rate is calculated at 350 gpm with a minimum rate 
of 22 gpm (pump damage will occur at lower flow rates).  The flow rate possible in the 
larger diameter wells with a completion of 9 5/8” (244.5mm) casing with the same ESP set 
depth is estimated at a maximum of 1,300 gpm and a minimum of 145 gpm.   
 

Additionally, the study confirmed the following: 
a) With a high level of confidence, the resource extraction from the Basal Clastic Unit 

(Deadwood and Winnipeg formations) is expandable beyond the 2.5 m3/min (550 gpm) 
specifically modelled in the study.  Optimizing the well designs (spacing distance), target 
zones (specific aquifers within the Basal Clastic Unit) and other operational characteristics 
will be required and would form part of the FEED study;  

b) The study (Hickson et al. 2023) confirms, with a high level of confidence, that the resource, 
with a properly designed extraction system, is able to meet the minimum base load 
requirements of 20.5 Million BTUs per hour; 

c) The previous studies on the geological character and depositional environment of the Basal 
Clastic Units (Deadwood and Winnipeg formations) in the Regina area (Vigrass et al. 1986, 
Vigrass et al. 2007, Lake 2022) have helped develop an initial 2D reservoir model and 
understanding of the geothermal resource;  
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d) As noted in (2) above, the heat loss upon being pumped to the surface at a rate of 2.5 
m3/min is 0.98° C (1.76° F). This is assessed with a high level of confidence. 

e) The study (Hickson et al. 2023) confirms with a high level of confidence that the base case 
geothermal water production rate of 2.5 m3 per minute (550 gpm) is sustainable for 70 
years and capable of providing 22.7 million BTUs per hour to the heat exchangers.  

f) Further, the study (Hickson et al. 2023) confirms (to a high level of confidence) that 
additional energy is available based on the investigated project design. As noted in (4) 
above, 32.1 million BTUs per hour per pound @ 2.5 m3/min (550 gpm) is available with 
the system design modelled.   

g) Modelling for the FEED study will provide additional insight into the behavior of the 
system given a higher energy output during the lifetime of the project.  A project “Energy 
Demand Curve” (EDC) will be needed to complete the FEED analysis, but based on the 
available data, the system modelled in this study can already deliver 32.1 million BTUs 
per hour.  A system delivering twice as much energy as considered (i.e., twice 22.7 Million 
BTUs per hour) is possible with a moderate level of confidence, but additional analysis and 
modification of well designs, targeting, pumping capacity and other factors would need to 
be evaluated to understand the system behaviour over a 70-year time frame. Reservoir 
engineering and the results of initial well testing and production will serve to validate the 
higher flow rates. 

h) Geological analysis has optimized the well orientation; but confidence might be improved 
with an analysis carrying out a high-resolution seismic study over the project area. 

i) The project design can be further optimized with an Energy Demand Curve and FEED 
level analysis of the system design with the goal of optimizing the energy output for the 
CAPEX (capital expenditure) investment.  In the FEED analysis the details of the well 
design, targeting (spacing) pump capacity, piping, etc., will need to be further evaluated to 
optimize the CAPEX for the energy delivered to the surface. 

This study strongly supports the resource potential of the Basal Clastic Unit (Winnipeg and 
Deadwood formations) in the greater Regina area (Hickson et al. 2023). Additionally, the robust 
resource provides opportunity for modification of the original project assumptions in terms of well 
designs, well spacing, pump sizing and other factors to enlarge the project scope to deliver more 
thermal energy to the surface for a larger development. 

6.0 Next Steps 
A Front-End Engineering Design (FEED) is required as the next step in project development.  The 
current study was a scoping study, preliminary to a full Pre-FEED analysis as it was scenario based 
and not optimized for the resource and the size of the heating load . As part of the FEED study the 
well designs, spacing, pump size and characteristics, would all be reanalyzed to ensure that the 
project is “right sized” for the heat delivery required at surface for the length of time required.  
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ABSTRACT 

The AC Bath, established in 1883, is situated on the outflow of the Wairakei-Tauhara geothermal 
system. It provides balneology, aquatic recreation, and water sports to the residents of Taupō 
township and the neighbouring communities. 

The AC Bath's geothermal heating system utilises two pumped wells to provide the necessary 
thermal power for the AC Baths and the Taupō Event Centre. The thermal power required varies 
between 500 kWth in mid-summer and 1750 kWth during peak winter. The geothermal water 
utilised is then discharged into the nearby thermal stream. 

Our assessment indicates that no decline in production or cooling of the production wells (AC3 
and AC4) was observed in the AC Baths. Additionally, our analysis shows that increasing 
production to 1200 m3/day, if required, will not affect the resource behaviour. The monitoring of 
the downhole pressure in well AC1 since 2012 also supported this conclusion. Although seasonal 
groundwater changes affect the pressure, geothermal fluid production remains unaffected. 
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1. Introduction  
AC Baths is a thermally heated pool complex in the Tauhara region of Taupō Township that offers 
water sports and recreation for the local community, visitors, and tourists. It is located within the 
Wairakei-Taupō geothermal system on the North Island of New Zealand. 

In 1883, when based at Taupō, Armed Constabulary was granted permission to dig baths on land 
deemed waste by the crown. Thus, the baths were named after the Armed Constabulary (AC). By 
1888, the AC Baths transitioned into a public pool; however, the bathhouses remained relatively 
basic, utilising geothermal fluid sourced from the nearby Kathleen stream (Figure 1). In 1958, it 
expanded its offerings and gained recognition as a swimming pool. Subsequently, various 
enhancements were made, including adding outdoor and indoor pools, an outdoor hydro slide in 
1982, and introducing private mineral water pools.  

Nowadays, AC baths use two pumped wells to heat the indoor and outdoor swimming pools, as 
well as a selection of private mineral pools accompanied by changing room showers. Moreover, it 
efficiently supplies heat to the Taupō Event Centre through a cascade setup (Figure 1). Gas heating 
is employed within the Events Centre to complement the geothermal heat fluid, supplementing the 
overall heating system (Fraser, 2018). 

 

 
Figure 1. AC Baths geothermal pool complex, Taupō Event Centre, and the location of production wells. 
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The objective of this study is to evaluate the conditions of both above-ground and below-ground 
utilisation within the AC Baths system and its surrounding area. It aims to provide a geothermal 
engineering perspective on the potential environmental impacts resulting from geothermal water's 
ongoing extraction and discharge. 

The AC Baths currently release the utilised geothermal fluid into Kathleen Stream, a tributary of 
the Otumeheke. This discharge can offer benefits by replenishing natural hot spring outflows in 
the vicinity and contributing to the restoration of the affected habitat due to reduced hot water 
flow. Considering this perspective, it is worth considering the inclusion of the used mineral water 
discharge from the private pools at AC Baths into the Kathleen Stream, similar to established 
practices observed at other thermal baths in Tokaanu (Zarrouk and Keys, 2008), DeBretts, and 
Waikite (Luketina et al., 2020). Additionally, the existing practice of directing the discharge to the 
Taupō town sewage system should be reevaluated in light of these considerations. 

1.1. AC Baths wells and geothermal utilisation in the area  

The AC Baths site features five production wells, with geothermal hot water currently sourced 
from active bores (wells) AC3 and AC4. AC1, also known as the "Old" Mono Bore, has served as 
a monitoring well since 2012. AC2 is currently not in service. The daily extraction from AC3 and 
AC4 is limited to 1200 m3/day as per the terms of the resource consent issued by the Waikato 
Regional Council (WRC). After use, the geothermal water is discharged into the Kathleen Stream, 
located approximately 200m east of the AC Baths complex (Figure 2). Some mineral geothermal 
water from the private baths is discharged into the Taupō District Council wastewater system. 
Current usage adheres to the prescribed daily take and discharge limits. 

Bores AC3 and AC4 are located within the same aquifer as AC1 and AC2. AC4 was the most 
recent well to be drilled, reaching a total depth of 225m. Completion test data indicated that the 
main feed zone of AC4, starting from the pressure control point, is located at a depth of 115m. 
After one week of heating, the temperature in this zone reached approximately 107 ºC. 
Additionally, minor feed zones were identified at depths of 127m, 140m, and 150m within the 
Oruanai formation, where the temperature reached approximately 94ºC after one week of heating. 
Another set of minor feed zones exists at depths of 175m, 196m, and 220m within the Upper Huka 
region (McLean, 2011). For a 6” casing well, AC4 has a moderate injectivity index of 6.6 ton/h/bar 
and a moderate transmissivity (permeability thickness product) of 8.9 D.m. 

The Kathleen Stream, adjacent to the pool complex, previously had a measurable natural flow 
before the AC Baths discharge point. However, there is no flow above this discharge point, where 
approximately 40°C water is discharged into the stream. Currently, downstream of the AC Baths' 
discharge, the Kathleen Stream is supplied by a number of hot springs. Geothermal hot water from 
the wells is first directed to heat exchangers (HEX) to provide heat for the Taupō Event Centre. It 
then passes through AC Baths' heat exchangers and mineral pool complex. The heated fresh water 
is connected in series to the pool filtering systems, with pool heating controlled by a HEX bypass 
on the secondary side. 

Wells at Tauhara supply hot geothermal fluid to several public swimming pools, including the AC 
Baths, DeBretts thermal pool, Taupō hospital (Febrianto et al., 2016), accommodation facilities, 
and domestic usage via numerous local bores. Karapiti, Otumuheke & Spa Sights, Pony Club, 
Crown Rd. Thermal Area, Terraces/Waipahihi Valley, and Waipahihi Seeps are the main natural 

2194



Kaya et al. 

surface features in the area (Figure 2). There are several locations on the shores of Lake Taupō 
and the Waikato River where people can bathe in natural hot springs. 

 

 
Figure 2 Location of AC Baths, local bores, deep wells, natural thermal surface areas and main roads in Taupō 

township. 
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2. The Wairakei-Tauhara geothermal field and AC Bath Pool Complex 
2.1 Conceptual model and the current conditions of the field 

The Crown-owned (New Zealand government) and private companies conducted drilling 
programs to assess the geothermal potential in Tauhara. The maximum temperature recorded is 
279°C. The production temperature is about 250 °C (NZGA, 2022). 

The geothermal resource that provides heat to AC baths and the Taupō Township is situated within 
the Wairakei-Tauhara geothermal field (operated by Contact Energy Ltd.) resistivity boundary 
zone (Figure 3a). The Wairakei-Tauhara geothermal system supplies steam and hot water to four 
flush steam plants, two binary power stations, and various direct-use applications, including 
residential heating, industrial processing (e.g., Tenon Timber drying), and aquaculture (Prawn 
Farm). A recent conceptual model of the field was presented by (McDowell et al. 2020). A cross-
section interpretation is given in Figure 3.  

The pressure difference between the Wairakei and Tauhara reservoirs indicates that part of the 
Wairakei hot recharge was derived from Tauhara. Pressure response to production indicates a 
relatively shallow and laterally extensive hydraulic connection between the two reservoirs. The 
lack of pressure support in the South validates the concept of two separate upflows (Tauhara East 
and Tauhara South) in the Tauhara region (Figure 3). Pressure response observed at Tauhara East 
supports a deeper connection below 2km, in addition to the lateral flow from SE toward the NW 
at 400-800m depth in the reservoir still holds today; a second much deeper connection below 
2000m must also be present (McDowell et al., 2020).  

A West-East cross-section of Tauhara North produced by Ruiz et al. 2021 demonstrates that the 
production and injection depths at the Tauhara's reservoir conditions are close to AC Baths. 

 

 
(a) 

WAIRAKEI

Southeast

South
A′
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(b) 

 
Figure 3 a) A-B and A′-B cross-section direction (black lines) and the resistivity boundary (black lines) b) 

Conceptual model for Wairakei-Tauhara (2011-2019) for A-B cross-section direction (retrieved from 
McDowell et al., 2020) 

 

Other boreholes in the area have also been utilised for fluid and heat extraction. According to WRC 
records, approximately five hundred local wells were drilled in Taupō township, with 400 of them 
drilled between 1950 and 1980 for purposes such as groundwater extraction and space heating. 
Many of these wells are now abandoned (Luketina, 2022). 

In order to evaluate the shallow subsurface stratigraphy conditions of the local bores at the shallow 
aquifer, available lithology and elevation data were assessed. The monitoring and geotechnical 
bore depth measurements suggest that in the Tauhara area, the Oruanui Formation (from 420 mRL 
to 280 mRL) is the most common lithological unit from which hot fluid is extracted (Lebe, 2020). 
The wells near AC Baths (e.g., THM17 and THM18) show ~ 30m thick Taupō pumice overlies a 
thin layer of post-Oruanui formation, and Orounai extends from ~380 mRL to ~285 mRL.  

Boreholes intersecting the upper Huka Falls Formation generally record lower temperatures 
compared to the overlying Oruanui Formation. Fluids exceeding 160°C are encountered in the 
Middle Huka Falls Formation, primarily between 120-250 mRL, although they are also intersected 
at around 300 mRL in THM15. However, this formation is less practical for domestic bore drilling 
due to the need for deeper drilling (Lebe, 2020).  

Existing downhole temperature data measured from local bores were used to get a representative 
temperature contour map of the Taupō township. As most of the well temperature data were 
available at 350 mRL, the data at this elevation were used to plot the contour map. The wide range 
of dates of the measurements of the temperature profiles gave a distribution of the shallow 
hydrothermal conditions in Taupō at 350 mRL, at a depth around 40-150 m below the ground 
surface. Therefore high-temperature spots in Figure 4 also reflect the local elevation.  

The contour map presented in Figure 4 provides an insight into the subsurface hydrology of the 
shallow part of the ground surface with the natural thermal areas in Taupō. Figure 4 shows two 
main hot regions in the East and South East, close to Taupō township. The hot region in the East 
has proximity to two surface thermal features; Pony Club (Broadlands Rd reserve) and Crown Rd. 
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thermal area and extends to Otumuheke and Spa Sights (Figure 4). The hot region in South East 
can be an extension of outflow from the southern part of the field. 

 

 

Figure 4 Temperature contour map at 350 mRL and the location of surface thermal areas on the Wairakei-
Tauhara geothermal system.  

 

Figure 5 provides a detailed 101 diagram of the AC bath and surrounding area with a NE–SW 
cross-section to represent the shallow hydrology model of the Taupō Township. Current AC Baths 
production wells extend to an elevation of 175-277 mRL and produce from below ~300 mRL, 
indicating that the wells may have intersected the Upper Huka Falls formation. Still, production 
fluid is extracted from the shallower Oruanui Formation (from 400 mRL to 280 mRL). Tauhara 
geothermal wells drilled by Contact Energy extend up to ~2000 mRL and includes a shallow and 
a deep reservoir. The shallow reservoir comprises a two-phase or dry-steam reservoir toward the 
top of production areas (from about 150 to -200 mRL, otherwise two-phase or liquid reservoir (~ 
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-200 to -850 mRL). High permeability, mostly formational; fracture-permeability is present in 
these zones—the deep reservoir liquid reservoir (about -850 to below 2500mRL). Formation 
permeability is present locally in these zones (McDowell et al., 2020). The AC Baths wells produce 
from much shallower formations than the Contact Energy wells, as demonstrated in Section 0 
(Geothermal fluid chemistry). 

 

 
Figure 5 NE–SW cross-section of Tauhara field shallow hydrology model. 

 

The Wairakei and Tauhara fields have increased reservoir pressures due to increased reinjection 
activity by Contact Energy Ltd. Two reinjection wells close to AC Baths (TH15 and TH19) have 
been operating since 2010 with a temperature range of 90 to 120 °C (Kaya, 2021).  

Groundwater levels have been monitored throughout the Wairakei-Tauhara system. Bromley, 
2009 and Bromley et al. (2018) reported that since the 1960's there has been at least a 7 m decline 
in steam-heated groundwater level in AC baths-Golfcourse-Cumberland Street Broadlands Rd 
Reserve and TH4 area. This long-term decline has caused the demise of Kathleen Stream (in 1997) 
and AC Spring (in 2000). To the north of TH4 (Tenon Mill), a perched, shallower cold water 
aquifer is fed from rainfall and recharged from Mt Tauhara. Bromley et al. (2018) stated there had 
been no significant water-level decline, apart from <±1m variations due to seasonal rainfall since 
2009. There was no pressure drawdown in the Taupō Lake level aquifer (in Mid–Huka formation). 
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Presumably, the shallower cold water aquifer drains slowly downwards to recharge the hot water 
aquifers, which prevents a decline in the water levels. To provide an added level of assurance and 
pressure monitoring conducted by Contact Energy ltd., on AC1, since 2012, the static water level 
around the AC Baths wells could be monitored to ensure the sustainability of fluid supply the AC 
Baths activities.   

2.2 AC Baths and Taupō Event Centre Geothermal Heating System  

2.2.1. Overview 

The geothermal heat from AC3 and AC4 wells provides heat for AC Baths' geothermal heating 
system, comprising an Events Centre system and the AC Baths pool complex. The Events Centre 
provides seating for 200 spectators in the main sports hall. The AC Bath pool complex comprises 
a connected indoor/outdoor bath complex with a 25-meter long indoor pool, 14-meter long indoor 
Learners pool, 25-meter long outdoor pool, outdoor leisure pool, outdoor hydro slides, and indoor 
mineral pools. 

The geothermal water discharge from the heat exchangers passes through the mineral baths. The 
flow rate of AC3 and AC4 wells is controlled based on the target temperature of thermal mineral 
pools (42°C). This ensures that the produced geothermal fluid from wells AC3 and AC4 provides 
sufficient thermal power to the Event Centre and all the indoor and outdoor pools before reaching 
the final mineral thermal (private) pools. 

The wastewater is discharged to the Regional Council wastewater system and Kathleen Stream at 
a temperature of 40°C. 

The piping system carries the hot water downhill from the production wells to the pool complex. 
The flow rate of this water is measured with a magnetic flow meter before entering the heat 
exchanger building.  

2.2.2. Heat exchangers 

Plate-type heat exchangers (HEX) are used to provide heat to the Event Centre and the pool 
complex.  

Event Centre Heat Exchange System: PHX 1, Event Centre heat exchanger provides heat to Event 
Centre by circulating the secondary (fresh) water around Event Centre for air handling units, 
underfloor heating, and Event Centre domestic hot water exchanges. The inlet temperature of 
secondary water is 52°C (at ~30 psi), and the outlet temperature is 78°C (at ~48 psi).  

AC Baths Heat Exchange System (PHX2): This heat exchanger provides fluid to all pools except 
the outdoor leisure pool (air handling units and domestic hot water), and its target is 2nd outlet 
temperature. The inlet temperature of this heat exchanger is 65°C (at ~32 psi).  

Outdoor Leisure Pool Heat Exchange (PHX3) system: Outdoor Leisure Pool Heat exchanger 
(PHX3) provides heat to the outdoor leisure pool.  
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2.2.3. Filtration 

Before being discharged into the sewage system, filtration of the waste fluid from private pools is 
carried out in the HVAC (Heating, Ventilation, and Air Conditioning) filtration room. It is 
important to mention that this fluid can be discharged directly to the Kathleen stream without 
filtration. This is the normal practice in Waikite (Luketina et al., 2020), Tokaanu (Zarrouk and 
Keys, 2008), DeBretts, and other mineral thermal pools.  

2.2.4 Discharge 

Clean and treated wastewater is discharged to Kathleen Stream at ~40°C.  

The fluid flow in Kathleen Stream currently starts from the AC Baths' discharge point because of 
the ceased natural hot fluid supply to the surface in ~2003. A few hot streams originating on the 
east side of Continental Drive merge with Kathleen Stream before it mixes with Otumuheke and 
flows to the Waikato River (Figure 6). This is evident by the temperature measurement taken 
during the field visit by the Authors at the mixing point of Kathleen Stream and Otumuheke. 
Kathleen's stream fluid temperature at the intersection was measured at 48.8 °C, while 
Otumuheke's was at 39.9 °C (Figure 6).  

 

 

Figure 6 Temperature measurements along with Kathleen and Otumuheke Streams from AC Baths discharge 
point until Waikato River (measurements by author April 2022). 

 

Discharge point

Otumeheke mixing
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3. Current Utilisation of Geothermal Fluid in AC Baths pool complex and Taupō Event 
Centre 

3.1 Current geothermal heat utilisation:  

Figure 7 shows an overview of the AC Baths and Taupō Event Centre geothermal heating system 
with the most recent data.  

 

 

 

Figure 7 AC Baths and Taupō Event Centre geothermal heating system overview. 

 

During the site visit on April 27, 2022, we gathered data on the inlet and outlet temperatures, as 
well as the mass flow rates of the heat exchangers in the Event Center and AC Baths. Based on 
this data, we can calculate the geothermal heat used separately for each facility. The heat load into 
the Taupō Event Centre amounts to 501.3 kWth. Additionally, the AC Baths utilise a heat load of 
666.6 kWth, which is utilised for heating purposes in various areas such as indoor and outdoor 
pools, hydro slides, and mineral baths.  

3.2 Recent production, discharge, and heat utilisation history 

The AC Bath's available geothermal production data measured three times a day since Sep 2017 
were examined. The evaluation involves the combined temperature and flow rate from the 
production wells, the temperature of the private spas, discharge volume, and discharge temperature 
data (Figure 8).  

Figure 8 also shows the combined heat generated from the production wells, calculated using 
Equation 1. 

𝑄𝑄 = ṁ𝑔𝑔𝑔𝑔𝑔𝑔 ℎ        (1) 

where Q is the heat in kWth, ṁgeo is the geothermal fluid mass flow rate in kg/s, and h is the fluid 
enthalpy in kJ/kg. 
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It is clear from Figure 8 that the seasonal variations (light blue for spring and summer) and orange 
shades (autumn and winter) that the geothermal fluid production fluctuates depending on the 
season, and higher fluid extraction rates occur in the autumn and winter seasons. Production data 
also shows that the generated heat fluctuates significantly with the season; during the peak winter 
season, the produced heat was up to 3000 kWth, while in the peak summer season can be as low 
as 1000 kWth. Please note some operational influences on the data (e.g., Private Pools closed as 
of Jan 2019 for the refurbishment and reopened 1/7/2021. Geothermal Plant work on March 2021). 
There are no signs of a decline in productivity of the production well. Figure 8 also shows that the 
produced fluid temperature declines to 80 °C in winter and increases to 85 °C in summer.  

The current resource consents granted by WRC allow AC Baths to use geothermal fluids up to 
1200 m3/day. The consent requires that the maximum discharge quantity not exceed 1200 m3/day. 
History of daily production from AC Bath wells, discharge (into the Kathleen stream), and waste 
(into the sewage system) geothermal water flow rates are compared in Figure 9. Daily production 
and the discharged amounts are below the permit defined in the WRC resource consent (Figure 9). 

 

 
Figure 8 Combined production mass flow rate( kg/s), production temperature (°C), and produced geothermal 

power (kWth) from AC Baths wells over six years. 
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Figure 9 Average daily intake from AC Bath wells, total daily discharge (into the Kathleen stream), and waste 
discharge (into the sewage) flow rates. 

 

Average daily production, discharge, and private spa temperatures are shown in Figure 10. 

 

 

Figure 10 Average daily combined production, discharge, and private spa temperatures 
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Average daily used geothermal heat (kW) was calculated using Equation 2, where Qin is generated 
geothermal heat, Qout discharged heat, hin and hout enthalpy correspond to production and discharge 
temperatures, respectively, and Qused is the heat used in the system.  

𝑄𝑄𝑢𝑢𝑢𝑢𝑔𝑔𝑢𝑢 = 𝑄𝑄𝑖𝑖𝑖𝑖 − 𝑄𝑄𝑔𝑔𝑢𝑢𝑜𝑜 = (ṁ𝑖𝑖𝑖𝑖 ℎ𝑖𝑖𝑖𝑖) − (ṁ𝑔𝑔𝑢𝑢𝑜𝑜 ℎ𝑔𝑔𝑢𝑢𝑜𝑜)    (2) 

Figure 11 compares the daily average generated, discharged, and used geothermal heat. The total 
heat load used (Qused) at the AC Bath pool complex and Event Center fluctuates between 500 kWth 
(peak summer) and 1750 kWth (peak winter).  

 

 
Figure 11 Average generated (produced), discharged and used geothermal heat (kWth) 

 

3.3 Geothermal fluid chemistry:  

Water chemistry measurements were conducted on AC Baths wells (AC2, AC3, and AC4) and 
private pools. The analysis included various chemical parameters such as ammoniacal nitrogen, 
arsenic, alkalinity, boron, calcium, chloride, magnesium, manganese, nitrate, nitrite, potassium, 
iron, sulphate, sulphide, total alkalinity, total dissolved solids, total sodium, conductivity, pH, and 
TOx-N. The Cl-SO4-HCO3 (Figure 12) and Na-K-Mg (Figure 13) ternary diagrams were used to 
assess the chemical characteristics. Results indicate that the sampled waters from AC3, AC4, and 
private pools are peripheral/immature waters, likely a mixture of groundwater and outflow from 
deeper reservoirs. The AC2 well shows some characteristics of a steam-heated/peripheral water 
boundary. Early measurements in AC1 and AC2 suggest higher chloride content and proximity to 
mature water boundary. AC2, being shallower, likely contains more shallow heated groundwater, 
while shallow hot spring waters and isotope chemistry imply conductive heating of meteoric water. 
The vertical chemical gradation suggests poor vertical permeability but good horizontal 
permeability, indicating a sequence of poorly interconnected aquifers. The water chemistry of 
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deeper wells in the Tauhara region differs from AC Baths samples, with mature compositions and 
higher chloride percentages. The Na-K-Mg ternary diagram indicates dominant mixing with 
groundwater in the shallow zones, consistent with some Tauhara geothermal wells. 

 

 
 

Figure 12 Cl–SO4–HCO3Ternary diagram (after Giggenbach, 1991) for AC Baths Wells (AC1, AC2, AC3 and 
AC4) and private pools. 
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Figure 13 Na–K–Mg Ternary diagram (after Giggenbach, 1991) for AC1, AC2, AC3, AC4 and Private pools. 

 

As per the resource consent from the WRC, it is required to collect annual water samples from 
each bore in September for analysis of chloride, sodium, sulphate, arsenic, boron, conductivity, 
and pH. If the concentrations of chloride, sodium, and sulphate double the average of previous 
results, further samples need to be collected for additional parameters such as ammonium, 
bicarbonate, pH, arsenic, boron, calcium, iron, conductivity, magnesium, mercury, nitrate, 
potassium, sodium, sulphate, temperature, and total dissolved solids. Although the concentrations 
did not double in the AC Baths samples, further samples were provided for the remaining 
parameters in AC3, AC4, and private pools. It is recommended to conduct quarterly sample 
analyses in the future to monitor seasonal changes in the water and assess the interaction between 
the shallow groundwater aquifer and the deeper geothermal aquifer. 

 
  

AC1 in 2009 and 2010

AC2, AC3, AC4 
and Private Pools
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4. Environmental and Resource Management Act Perspective  
4.1 Potential impacts of geothermal heat extraction on the environment 

The AC-Baths production rate of groundwater and heat is within the limits set by the Resource 
Management Act (RMA). There is no wastewater discharge into freshwater bodies, and the 
geothermal utilisation system is designed to efficiently use energy efficiently, providing clean 
energy to the Taupō Event Centre and the AC Baths. The maximum actual geothermal fluid 
production allows for future growth and potential decline in thermal output. However, concerns 
include interference with local hot springs, ground subsidence, induced seismicity, hydrothermal 
eruptions, and spillage of deep geothermal fluid on the ground surface. 

The impact on surface features depends on the extraction method: 

• Shallow wells have a risk of interfering with surface features. 
• Deep wells can affect surface activities but can be mitigated through resource management 

practices like reinjection. 

Reduction in pressure can lead to ground subsidence in areas with compaction-prone geological 
formations. Subsidence and hydrothermal eruptions can cause damage to the built environment 
and areas of cultural significance. 

4.2 Environmental conditions at the AC Baths complex and the surrounding area 

The early operation relied on surface flow from Kathleen Stream, which reduced when the first 
well was drilled. The temperature and flow rate histories of Kathleen and AC springs, as well as 
Otumuheke Stream, are documented. Currently, all hot water for AC Baths comes from the wells. 
Flow from upper sections of Kathleen Stream ceased in 2003, and Otumuheke Stream has 
experienced temperature fluctuations and declining hot fluid flow. 

Wastewater management options include considering artificial flow to supplement hot fluid flow 
for ecological habitat redevelopment and reinjection by Contact Energy Ltd. Monitoring of 
production fluid chemistry and pressures is crucial. The possibility of utilising one of Contact 
Energy's injection wells for AC Baths reinjection is mentioned. 

Monitoring of wells and natural surface features is recommended to understand their relationship 
and any potential impacts. No adverse impacts have been reported, and the risk of hydrothermal 
eruptions is considered low based on historical records and fluid characteristics. 

Regular monitoring and record-keeping are important for early detection and assurance of the 
operation's environmental impacts. 
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5. Conclusions  
This study provides an overview of the AC Baths pool complex and the shallow geothermal system 
in Taupō Township, focusing on resource utilisation and environmental impact. Our assessment 
on utilised heat loads and their seasonal changes shows that geothermal fluid production and 
discharge do not currently impact the natural resource. 

Chemical analysis of water samples indicates that the geothermal fluid extracted is a mixture of 
outflow from the Tauhara deep reservoir and groundwater, with no significant changes in dilution 
observed. However, limited information is available regarding the effects of shallow production 
on natural geothermal features at the project site. We recommend creating a comprehensive 
numerical model that encompasses the entire shallow utilisation in the Taupō area, coupled with 
the Tauhara section of Contact's Wairakei Tauhara reservoir model, to qualitatively assess these 
impacts. 

Temperature decline due to reinjection or cooling can affect the heat provided to the Taupō Event 
Center, potentially increasing natural gas usage in winter. Allowing up to 1200 m3/day of 
production will ensure an adequate heat supply and reduce natural gas consumption when 
necessary. 

Regular monitoring of water levels in the AC Bath wells is not currently conducted. Implementing 
regular surveys would allow observation of possible interferences with neighboring wells, changes 
in fluid supply, and variations in resource temperature. Similarly, regular monitoring of surface 
features within and near the AC Baths site, including location, temperature, pH, flow rate, 
ebullition, and color, is recommended. 

Water samples from production wells and mineral pools confirm that the fluid produced at the AC 
Baths is a diluted outflow from the Tauhara geothermal system with low concentrations of key 
pollutants. The thermal power needed by the AC Baths and Taupō Event Center, as well as the 
amount of geothermal wastewater discharged, is relatively small compared to Contact Energy 
Ltd.'s overall energy production and associated discharges. Utilising Contact Energy Ltd.'s 
wastewater in the AC Baths is feasible as long as it falls within the permitted discharge limits. 

Deep reinjection wells can be considered for the project site, but they involve significant risks and 
costs, including the need for additional pumping to ensure injectivity. 

Preserving the hot natural flow is crucial for the habitat of certain fern species, such as Cyclosorus 
interruptus, which are currently at risk due to the decline of natural hot fluid flow. Discharging 
wastewater to Kathleen Stream can benefit the environment and improve impacted terrestrial 
ecology, providing thermal support for ferns and other organisms. This approach also saves energy 
and reduces pressure on the Taupō township wastewater treatment facility. 

Updating the thermal contour maps of Taupō township with additional downhole temperature data 
at multiple depths will greatly benefit the AC Baths and other local users, providing a 
comprehensive model for monitoring changes and assessing their impact within the system. 
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ABSTRACT 

Geothermal systems rely on the ground’s temperature and thermal conductivity, which are unique 
for each project. These properties dictate how much heat will be exchanged with the ground, how 
quickly this happens, and how far this subsurface heat will diffuse through time and space. In all 
systems, the ground properties around uninsulated piping can alter the overall capacity. Currently, 
the most accurate testing method is to drill for direct measurement (“TRT/TC”), but to save the 
cost and time of these tests, less accurate calculations or assumptions are also used. Systems 
designed with ground properties that are different from reality can result in: an overreliance on 
backup equipment, unnecessary drilling, ground temperature creep, and environmental/equipment 
impacts (including freezing).  

Therefore, finding ground properties that are comparable to, or improve on, a TRT – but without 
drilling – will enable faster, cheaper, and more accurate designs. Being able to map these properties 
in four dimensions (time and space) will allow developers, drillers, and engineers to build better 
geothermal systems even in new areas. Finally, by reducing uncertainty in ground conditions, 
analytical and numerical models in research and design will be more fine-tuned to reality. These 
benefits save drilling, time, and cost, and will support this industry to better compete in the energy 
marketplace.  

To meet this need, this paper presents two machine learning (ML) predictive models: the Ground 
Temperature Predictor (GTP) and the Soil Thermal Conductivity Predictor (SoK). Unlike 
analytical methods that use averaging or interpolation between known points, these online ML 
tools are trained to recognize patterns in hundreds of real-world variables that interact to affect the 
temperature and conductivity at a particular site. Unlike drilling tests, these remote sensing tools 
generate results within seconds to minutes – no post calculations required. The ML models are 
validated by comparing their predicted values to thousands of real-world measurements in over 
500 locations, from over 60 scientific data sources from across the world.  
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Their accuracies are analyzed in various site conditions and depths to highlight the possibilities 
and limitations of GTP and SoK.  

This research shows that for cost-competitive, reliable, and efficient systems, we need innovative 
tools to measure ground temperature and soil thermal conductivity. The GTP and SoK predictive 
models outperform analytical methods or assumptions and offer a cheaper and faster alternative - 
or a second opinion - to drilling tests for these necessary ground properties. 

1. Introduction 
Subsurface energy systems, particularly Ground Source Heat Pump (GSHP) systems, heavily rely 
on accurate knowledge of ground temperature and subsurface thermal properties for optimal 
design and performance. However, the variability of geological and environmental factors poses 
challenges in obtaining precise data. The most accurate method, direct drilling for measurements 
("TRT/TC"), is costly and time-consuming. Consequently, less accurate calculations or 
assumptions are often used in the pre-feasibility phase, leading to issues like over-reliance on 
backup equipment, unnecessary drilling, ground temperature creep, and environmental/equipment 
impacts.  

Accurate knowledge of subsurface temperature and thermal conductivity plays an important role 
in various fields, including energy, building, construction, agriculture, and climate applications 
(Alwetaishi et al., 2021). These features provide crucial information about the thermodynamic 
conditions that affect energy extraction, building insulation, foundation stability, plant growth, and 
climate. By understanding subsurface temperature and thermal conductivity, experts in these fields 
can design efficient and effective systems and buildings that optimize performance and minimize 
negative impacts. For instance, these features are critical parameters for building simulations that 
use ground-based energy systems to supply heating and cooling to buildings - referred to in this 
paper as “geo-exchange,” also known as shallow or low-temperature geothermal energy. Ground-
source heat pumps (GSHPs), which rely on heat exchange with the ground, have been used in such 
systems, as explored by Kavanaugh and Rafferty (2014). These systems are heavily impacted by 
the ground’s thermal properties of temperature and conductivity (Raymond, 2018). However, 
characterizing these properties accurately is challenging due to the complex interplay of multiple 
thermodynamic and geophysical mechanisms with geological materials that are present in soil 
layers. This means that analytical methods are often overly simplified and do not account for the 
non-homogeneous nature of the ground (Witte et al., 2002). 

Without accurate soil temperature modelling, GSHPs can be drastically over, or under-sized - and 
may fail in the future due to ground thermal imbalance (GTI) effects. Designers of these systems 
require as much detail about the ground as can be accurately provided to ensure their components 
will behave as expected. For example, the effects of incorrect evaluation of the local ground heat 
exchange can lead to invalid geo-exchange design (size, spacing, layout, and number of subsurface 
pipes), therefore affecting the installation and operational costs of the system, and its long-term 
energy performance (Kavanaugh and Rafferty, 2014). 

There are several common approaches used to predict ground temperature profiles as a function of 
depth and time, including analytical, empirical, and numerical models. Analytical models use 
mathematical equations to describe heat transfer through the ground, assuming that the ground is 
homogeneous and isotropic (Kavanaugh and Rafferty, 2014), (Barry-Macaulay et al., 2015).  
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If key thermophysical and climatic properties are known, analytical models can provide estimates 
of ground temperature profiles (Witte et al., 2002). However, they have limitations in capturing 
the effects of heterogeneities in the ground such as variations in soil properties, topography 
(elevation), and land use. Numerical models simulate heat transfer through the ground using finite 
difference or finite element methods and can capture the effects of some of the complexity in the 
ground and provide detailed information on ground temperature profiles – if the model conditions 
and inputs are set up appropriately (Wang et al., 2013). However, these numerical models require 
detailed, and reliably measured, information on the ground properties, boundary conditions, and 
environmental inputs, which can be time-consuming and expensive (both economically and 
computationally) to obtain. The accuracy of ground thermal property predictions is limited by the 
quality and quantity of data used to develop the models and by the assumptions made in the model 
development and validation. In situ measurements are expensive and can be prone to errors – 
especially for thermal conductivity which is usually combined with a post-calculation. There is a 
need for more accurate and less expensive methods. 

Physics-based machine learning (ML) offers a potential solution to these challenges (Karpatne et 
al., 2018), as they can capture complex interactions and patterns that are difficult to model using 
traditional computational simulation or analytical models.  

This paper explores the characterization of subsurface temperature and thermal conductivity using 
a novel physics-based machine learning approach, built into the Ground Temperature Predictor 
(GTP) and the Soil Thermal Conductivity Predictor (SoK). These tools are built into publicly 
available, web-based applications via https://app.umny.ca/. Aiming to improve upon current 
limitations, these tools take into consideration more variables than traditional equations, 
accounting for the complex interplay of multiple thermodynamic and geophysical mechanisms 
that are present in soil layers. The following sections describe the methodology used to generate 
predictions, report the results of model validation, and identify areas for further improvement. 

2. Methodology 
2.1 Ground Temperature Model Approach 

The Ground Temperature Predictor (GTP) algorithm was developed using a subset of Artificial 
Intelligence (AI) called Machine Learning (ML). To train this model, the authors performed 
extensive hyperparameter searching, and statistical data processing to ensure robust data 
projections. The model learns from patterns in key features such as: geospatial, geophysical, 
topographical, thermodynamic, climatic, and human impact information, as illustrated in Figure 1. 
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Figure 1: The novel physics-based deep learning framework used to build GTP. 

This model was trained on a selected sample of data from over 250 million environmental data 
points from studies across the world, that are real-world measurements from in-situ sensors. After 
this dataset was collected, a rigorous quality check was performed to assess the credibility of the 
information resource, the method of measurements, and the recency of the measurements. The 
selected data was then imported, digitized, cleaned, and merged into a single global compilation 
of ground temperature points with unique feature IDs. 

The data was partitioned into training, testing, and validation sets. To ensure maximum diversity 
and prevent information leakage, great care was taken to separate the datasets in terms of their 
locations, sources, sampling methods, and characteristics. The model parameters were optimized 
using k-fold cross-validation on the training set and evaluated on the validation set (which was 
separate from the testing set).  

After feature selection, the ML training, testing, and validation processes were completed using 
supervised learning. This process included a novel physics-based deep learning approach that is 
well suited for the complexity of thermal behaviour in the ground. In the case of GTP v 1.5, this 
meant that the ML algorithms were minimally constrained to operate within some known 
thermophysical laws, compared to a traditional deep learning process without known constraints. 
GTP was designed to predict the temperature value by depth and time for a specific location. When 
accessing the predictive tool, a user simply needs to enter the coordinates of their site, and the 
algorithm will generate a by-depth, seasonal, ground temperature profile, as well as vertical 
averages, and location-dependent error ranges. The results of GTP represent an average daily 
temperature at each point. Its grid resolution is pinpoint accurate but is limited by the resolution 
of the original geoscience datasets (estimated to be about 250 m x 250 m). 
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2.2 Testing Methodology of Ground Temperature Predictions 

The accuracy of this predictive model was measured using the coefficient of determination (R2—
the amount of variation explained by the model), mean absolute error (MAE), maximum or 
“worst” error, and root mean squared error (RMSE). 

The data used to assess the accuracy of GTP is from an isolated dataset, called the “Testing 
Dataset” which the AI/ML had zero exposure to prior to release. This testing data is separated from 
all training and validation data by geographic location, data-source, and many other variables. This 
separation was achieved using an in-house algorithm designed to select the testing data which was 
most unique, and therefore the most difficult to predict. Our testing set includes over 6500 
datapoints, gathered from 63 unique data sources, primarily peer-reviewed scientific papers, but 
also including government reports, and other sources. This testing dataset includes 546 unique 
locations.  

One of the most essential parts of our testing methodology was the creation of “geographic 
exclusion circles” (GECs) as seen in Figure 2. We used a complex algorithm to draw 136 different 
100 km diameter GECs around the testing sites. To simulate making predictions in areas with no 
data available all data inside these GECs was removed from training and validation datasets and 
only used during testing, so the ML/AI had no prior knowledge about these areas. The accuracy 
statistics we list later in the paper (for example "Standard Error = 0.8 °C") are derived only from 
predictions made inside these circles which the ML/AI has no prior knowledge of. 

 
Figure 2: Example of the Geographic Exclusion Circles (GECs) used to separate testing from training and 

validation data. This ensures the ML is accurate even in areas where it has not seen nearby drill tests. 
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The training and validation datasets for this version of GTP (separate from the testing dataset used 
for accuracy statistics) include over 500,000 datapoints, from 183 unique data sources as shown 
in Figure 3. 

 
Figure 3: Location of the training and validation datasets, with each color representing a different data source. 

Additionally, before accuracy statistic calculations were performed, the testing dataset was 
"oversampled" (some rows were duplicated) in order to better represent its whole-world 
performance, and reduce its bias towards the locations and data sources with higher volumes of 
data. Some of the data sources used, although high in quality, had very few data points, and 
likewise some of the geographic areas reserved for testing had very few data points within them, 
which is why the oversampling strategy was used. The oversampling algorithm first oversampled 
points from data sources that were under-represented, and then did a second pass, oversampling 
from geographic testing circles that were under-represented. 

2.3 Soil Thermal Conductivity Model Approach 

The SoK model was developed using a similar approach and validation process as GTP. However, 
the features and the datasets were selected differently so that they would be better suited to predict 
thermal conductivity. The ML was trained and tested with the same processes as described above. 
However, the functionality of SoK requires additional ground details to be input in order to 
generate a prediction.  

SoK v 1.0 requires the input variables of soil texture (bulk density, organic carbon content, coarse 
particles/rocks content, sand content, silt content, and clay content), as well as saturation 
percentage. It mimics the geotechnical results that describe the ground layers and includes a 
growing library of soil and bedrock properties that a user can easily select to build their ground 
layer profile. Future work on this tool includes finding ways to make this ground layer input easier 
for the user: by integrating or developing predictors of soil texture, bedrock depth, and saturation. 
In the meantime, these values can be found for the users by the UMNY team, or from accessing 
nearby databases or using a geotechnical result, as is common for structural testing. 
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2.4 Testing Methodology of Soil Thermal Conductivity Predictions 

In this paper, the accuracy of the SoK v 1.0 ML was tested with five experimental datasets and 
compared to three analytical models developed by Côté and Konrad (2005), Balland and Arp 
(2005), and Lu et al. (2007). The SoK ML model was compared to the analytical methods using 
the Root Mean Square Error (RMSE) of thermal conductivity results. Figure 4 shows a comparison 
of these models, highlighting the ease of use of SoK.  

 
Figure 5: Comparison of analytical models to the SoK ML Model. 

2.5 Details of Existing Analytical Models for Thermal Conductivity 

Thermal conductivity equations have evolved over time based on the method developed by 
Johansen (1975), who proposed a concept of “normalized thermal conductivity (𝑘𝑘𝑟𝑟)”, expressed 
as: 

𝑘𝑘𝑟𝑟 = 𝑘𝑘−𝑘𝑘𝑑𝑑𝑑𝑑𝑑𝑑
𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠− 𝑘𝑘𝑑𝑑𝑑𝑑𝑑𝑑

  (1) 

where 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 and 𝑘𝑘𝑑𝑑𝑟𝑟𝑑𝑑 (W/m•K) are the soil thermal conductivities at fully saturated and dry 
conditions, respectively; and 𝑆𝑆𝑟𝑟 is the saturation degree shown in Equation 3. In terms of thermal 
conductivity of saturated soils, the Sass et al. (1971) equation has been widely used as:  

𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑘𝑘𝑤𝑤𝑛𝑛𝑘𝑘𝑠𝑠1−𝑛𝑛 (2) 

Where 𝑘𝑘𝑊𝑊 and 𝑘𝑘𝑠𝑠 (W/m•K) are the thermal conductivities of water and solid, respectively; n is the 
porosity of soils. The 𝑘𝑘𝑟𝑟-𝑆𝑆𝑟𝑟 relationship recommended by Côte and Konrad (2005) is given as: 

𝑘𝑘𝑟𝑟 = 𝜅𝜅𝑆𝑆𝑑𝑑
1+ (𝜅𝜅−1)𝑆𝑆𝑑𝑑

  (3) 
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where κ is an empirical coefficient related to the soil type effect on the 𝑘𝑘𝑟𝑟-𝑆𝑆𝑟𝑟 relationship, and the 
suggested value is 4.60 for gravel and coarse sand, 3.55 for medium and fine sands, and 1.90 for 
silt and clay. Côte and Konrad (2005) proposed new models to predict thermal conductivity of dry 
and saturated soils as follows: 

𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑘𝑘𝑤𝑤𝑛𝑛𝑘𝑘𝑠𝑠1−𝑛𝑛 (4) 

𝑘𝑘𝑑𝑑𝑟𝑟𝑑𝑑 = 𝜒𝜒10−𝜂𝜂𝑛𝑛 (5) 

where χ and η are the coefficients accounting for the soil type and grain shape effects on thermal 
conductivity of dry soils. The suggested χ and η values are 1.7 W/m•K and 1.8 W/m•K for crushed 
rocks; 0.75 W/m•K 1and 1.2 for natural mineral soils; 0.3 W/m•K and 0.87 W/m•K for organic 
fibrous soil, respectively. Substituting Eqs. (2)–(4) into Eq. (1), the Côte and Konrad (2005) model 
is expressed as below, 

𝑘𝑘𝑟𝑟 = (𝑘𝑘𝑤𝑤𝑛𝑛𝑘𝑘𝑠𝑠1−𝑛𝑛 − 𝜒𝜒10𝜂𝜂𝑛𝑛) � 𝜅𝜅𝑆𝑆𝑑𝑑
1+(𝜅𝜅−1)𝑆𝑆𝑑𝑑

�+ 𝜒𝜒10−𝜂𝜂𝑛𝑛 (6) 

where 𝑛𝑛 represents the soil porosity. 

To account for organic matter Balland and Arp (2005) adjusted Johansen’s solid particle 
conductivity equation to give: 

𝑘𝑘𝑠𝑠 = 𝑘𝑘𝑜𝑜𝑜𝑜𝑉𝑉𝑜𝑜𝑜𝑜𝑘𝑘𝑞𝑞
𝑞𝑞𝑘𝑘𝑜𝑜

(1−𝑞𝑞−𝑉𝑉𝑜𝑜𝑜𝑜)
 (7) 

where 𝑘𝑘𝑞𝑞is the thermal conductivity of quartz (7.7 W/m•K), 𝑘𝑘𝑜𝑜 is the thermal conductivity of 
other soil minerals (2.0 W/m•K) and 𝑞𝑞 is the quartz content as a fraction of the total solids. 
Johansen (1975) suggested that for coarse grain soils with low quartz contents (< 20%) 𝑘𝑘𝑜𝑜 of 3.0 
W/m•K should be used. The 𝑘𝑘𝑜𝑜𝑜𝑜 is the conductivity of organic matter and 𝑉𝑉𝑜𝑜𝑜𝑜 is the volumetric 
quantity of organic matter in the soil. Furthermore, Balland and Arp (2005) introduced a new 
function to predict the dry thermal conductivity of soils: 

𝑘𝑘𝑑𝑑𝑟𝑟𝑑𝑑 =
(𝑠𝑠𝑘𝑘𝑠𝑠−𝑘𝑘𝑠𝑠𝑎𝑎𝑑𝑑)𝜌𝜌𝑏𝑏+𝑘𝑘𝑠𝑠𝑎𝑎𝑑𝑑𝜌𝜌𝑝𝑝

𝜌𝜌𝑝𝑝−(1−𝑠𝑠)𝜌𝜌𝑏𝑏
 (8) 

where 𝑎𝑎 is 0.053 and 𝜌𝜌𝑝𝑝 is the soil particle density, and 𝑘𝑘𝑠𝑠𝑎𝑎𝑟𝑟 is the thermal conductivity of air. 
Balland and Arp also introduced a new function to predict 𝑘𝑘𝑟𝑟: 

𝑘𝑘𝑟𝑟  = 𝑆𝑆𝑟𝑟
0.5(1+𝑉𝑉𝑜𝑜𝑜𝑜−𝛼𝛼𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠𝑑𝑑−𝑉𝑉𝑉𝑉𝑉𝑉) �� 1

1+exp(−𝛽𝛽𝑆𝑆𝑑𝑑)�
3
− �1−𝑆𝑆𝑑𝑑

2
�
3
�
1−𝑉𝑉𝑜𝑜𝑜𝑜

 (9) 

where α and β are empirical parameters, and 𝑉𝑉𝑠𝑠𝑠𝑠𝑛𝑛𝑑𝑑  and 𝑉𝑉𝑉𝑉𝑉𝑉 denote the volume fractions of sand 
and coarse fragments within the soil solids respectively. The adjustable parameters α and β were 
determined based on unfrozen experimental data by Kersten (1949) and Ochsner et al. (2001) 
and found to equal: α ≈ 0.24 ± 0.04 and β ≈ 18.1 ± 1.1. These values are applied to all soil types. 

Lu et al. (2007) developed a model based on the concept first proposed by Johansen (1975) and 
later improved by Côté and Konrad (2005).  Lu et al. proposed the following relationship for 𝑘𝑘𝑟𝑟 
and 𝑆𝑆𝑟𝑟 across the entire range of moisture conditions: 
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𝑘𝑘𝑟𝑟 = exp �𝛼𝛼�1 − 𝑆𝑆𝑟𝑟
(𝛼𝛼−1.33)��          (10) 

Moreover, Lu et al. introduced a linear function to predict the relationship between the dry thermal 
conductivity and porosity of the soil: 

𝑘𝑘𝑑𝑑𝑟𝑟𝑑𝑑 = −𝑎𝑎𝑛𝑛 + 𝑏𝑏 (11) 

where a and b are empirical parameters equal to 0.56 and 0.51 respectively for (0.2 < n < 0.6). The 
thermal conductivity 𝑘𝑘 and 𝑘𝑘𝑠𝑠𝑠𝑠𝑠𝑠 were calculated using Johansen's method, as given by Equation 
(1) and (2), respectively. More detailed evaluations of each analytical model and their formulation 
can be found in the Barry-Macaulay et al. (2015) study. 

3. ML Prediction Validation Results and Discussion 
3.1 Ground Temperature Model Hard Limitations 

Based on the by-depth accuracy analysis in Figure 7, the model has been limited to only predict 
down to 200 meters (656 ft). Additionally, the GTP model was not built to be able to handle areas 
that are under water (rivers, lakes, oceans, etc.), the continent of Antarctica, or extreme geothermal 
hotspots (the model is limited to predict a maximum geothermal gradient of 120 °C/km, at the 
shallowest depths, to 80°C/km, at 200 meters. 

Comparing the ML predictions to the 6500 measured datapoints described in Section 2.2, a map 
of prediction accuracy was created to show the standard error and RMSE across the globe in Figure 
6. This also shows the locations of the tests for this validation process. 

 
Figure 6: Global accuracy map of GTP v.1.5 showing errors by location along with testing sites. 

In most areas on earth, the predictions are expected to be within +/- 0.8°C (1.4°F) of the 
measured values. From our testing, 90% of the results had an absolute temperature difference 
from measurement less than 2.1°C, 61% were less than 1.0°C, and 30% were less than 0.4°C. 
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3.2 Ground Temperature Prediction Accuracy by Depth 

The accuracy assessment of the ground temperature predictions revealed that accuracy decreases 
rapidly for this model at depths greater than 200 meters. So, the decision was made to limit the 
model to a maximum depth of 200 meters. Figure 7 shows the overall accuracy of the model in 
most geographic locations (not including the inaccurate zones listed below) by depth.  

Additionally, accuracy also rapidly decreases in the very shallow depths (shallower than 1.5 
meters) because temperatures at this depth are heavily influenced by the recent weather in that 
location. Because it is challenging to accurately predict exact future weather conditions with this 
version, GTP predictions tend to be less accurate very close to the ground surface.  

 
Figure 7: Ground temperature prediction accuracy by depth for GTP v1.5. 

Since this GTP model was originally built to service the shallow (direct use) geothermal market in 
which many systems fall within 200 meters, this result shows that the GTP accuracy is high enough 
to contribute useful temperature predictions for calculating heat loss and geo-exchange capacity 
for many subsurface heat exchanging applications. 
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3.3 Ground Temperature Prediction Accuracy by Location 

In the process of assessing the accuracy of GTP v1.5, 5 different geographically bounded causes 
of inaccuracy (“Inaccuracy Zones”) were discovered. This is the specific definition for each area: 

1. Volcanic Area: Within 30km distance of an active or dormant volcano, or anywhere in 
Iceland. 

2. Extreme Cold Climate: Where the average annual air temperature is below -5 °C.  
3. Cold Groundwater Flow Area: In the flow path of groundwater flowing down from 

nearby higher altitude areas (this primarily applies to valleys surrounded by mountains, 
especially in drier climates). 

4. Seawater Intrusion Area: Where the water from a nearby ocean/sea infiltrates the ground 
or at least has significant heat exchange with the ground, moving the temperature in that 
area closer to the average water temperature for that nearby ocean/sea. 

5. Shallow Human Disturbance Area: The upper 10 meters of ground where there has been 
recent, significant human disturbance on the surface such as the construction of housing, 
highways or factories. Note: Generally the model was able to accurately predict the urban 
heating effect in the ground for depths greater than 10 meters, or for shallow depths in 
older urban areas where the human influences have not dramatically changed in recent 
years. 

The majority of the Earth’s land surface, or areas where this tool is expected to be used, does not 
fall into any of the above 5 categories, in these areas the model is at its most accurate. Table 2 
shows the absolute standard error, RMSE, and absolute worst error for each zone. The worst error 
refers to the greatest difference between measured and predicted values for a testing site in this 
zone. 

Table 2: Average and worst absolute errors between measured and GTP v.1.5 predictions (single point) by 
climate zones. 

Climate Zone Abs. Standard Error RMSE Abs. Worst Error 

Units: °C °F °C °F °C °F 

Volcanic Area 2.0 3.6 3.2 5.8 11.3 20.3 

Extreme Cold Climate 1.7 3.1 3.6 6.5 7.4 13.3 

Seawater Intrusion Area 1.6 2.9 2.3 4.1 7.0 12.6 

Cold Groundwater Flow Area 1.4 2.5 2.0 3.6 6.0 10.8 

Shallow Human Disturbance Area 1.3 2.3 2.3 4.1 5.3 9.5 

All other areas (most of the Earth) 0.8 1.4 1.2 2.2 4.2 7.6 

 

It’s important to note that these results represent the pinpoint accuracy of the predictions – meaning 
they are a comparison between measured values and predicted values at a specific depth below the 
surface, including depths that are more challenging for the ML tool. The “borehole average” 
accuracies consider the averages across depth and are more accurate than the Table 2 values for 
all zones.  
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These, and additional details on the accuracy testing for GTP, including borehole temperature 
profile comparisons for three real world study locations, can be found at 
https://app.umny.ca/accuracy. 

3.4 Soil Thermal Conductivity Accuracy by Ground Condition 

One dataset from Barry-Macauley et al. (2013) of the three experimental datasets used in the 
comparison study by Barry-Macaulay et al. (2015) was available for validation of the SoK model. 
The authors combined this dataset with thermal conductivity measurements from four other 
studies: Li et al. (2019), Zhao et al. (2019), Lu et al. (2014), and Penner (1970). Using these five 
combined studies, the accuracy of the SoK model could be tested across even broader ground 
conditions than the comparison study, because these additional datasets measure thermal 
conductivity in additional soil types and with varying ground temperatures – including in frozen 
soil – whereas the comparison study used soil samples at a constant temperature of 20°C.  

From this validation dataset, five soil condition groups were chosen, as defined in Table 3. These 
are used to separate the accuracy results into soil features so that the effectiveness of SoK in 
different soils can be more clearly identified. 

Table 3: Definitions of the soil groups and subcategories that the validation dataset from five experimental 
studies were divided into. These categories are used to highlight the accuracy of SoK across a wide range 
of soil conditions.  

Group Subcategory Definition 

So
il 

Te
xt

ur
e Sand More than 50% particles are USDA Sand 

Silt More than 50% particles are USDA Silt 
Clay More than 40% particles are USDA Clay 
Loam None of the above apply 

Sa
tu

ra
tio

n 
%

 No Sat. Saturation less than 1% 
Low Sat. Saturation between 1% and 25% 
Med Sat. Saturation between 25% and 50% 
High Sat. Saturation between 50% and 75% 
Full Sat. Saturation above 75% 

R
oc

k 
C

on
te

nt
 No Rocks No particles larger than 2mm in soil 

Some Rocks Rocks/coarse particles between 0% - 50% of soil volume 
Mostly Rocks Rocks/coarse particles above 50% of soil volume 

O
rg

an
ic

 
C

ar
bo

n 
C

on
te

nt
 Low Carbon Organic carbon density less than 0.002 g/cm3 

Med. Carbon Organic carbon density between 0.002 - 0.02 g/cm3 

High Carbon Organic carbon density above 0.02 g/cm3 

G
ro

un
d 

Te
m

pe
ra

tu
re

 Warm Soil temperature above 1°C 

Transition Zone Soil temperature between 1°C and -3°C 

Frozen Soil temperature below -3°C 
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Figure 8 plots the absolute thermal conductivity difference across these five soil condition 
groups, measuring the average and the worst errors for each subcategory.  These errors are 
calculated as the absolute difference between the SoK ML model prediction results and the 
measurements from the five experimental studies included in the accuracy datasets.  

 

 
Figure 8: Average and worst error of Sok predictions by (a) soil texture, (b) saturation level, (c) rock content, 

(d) carbon content, and (e) ground temperature range.  

Figure 4 shows that the model performed slightly worse in certain soil conditions, such as: high 
clay content (>40%), full saturation (>75%), low rock content (or soil particles <2mm), ground 
temperatures in the phase transition zone between frozen and unfrozen (1°C to -3°C), and soils 
with medium organic carbon content between 0.002 - 0.02 g/cm3. Even still, the validation results 
indicate that the SoK model has reliable accuracy, with an average error from prediction to 
measurement of only 0.06 W/m•K and a maximum error of 0.38 W/m•K across all categories. 

3.5 Soil Thermal Conductivity Accuracy Compares to Analytical Models 

The SoK model's performance was then compared to three existing soil thermal conductivity 
analytical models: Côte and Konrad (2005), Balland and Arp (2005), and Lu et al. (2007), as first 
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compared by Barry-Macaulay et al (2015). These models have been reported to provide accurate 
predictions of soil thermal conductivity in various soil conditions by Zhang and Wang (2017), 
making them suitable for comparison in this study. The root mean square error (RMSE) was used 
to determine the statistical accuracy of each model with respect to the experimental data. 

Using the best RMSE results (which use modified parameters from the original models to improve 
their results) from the Barry-Macaulay et al. (2015) study, SoK was tested using the same metric. 
The RMSE of these four methods are shown in Table 4, grouped into two bulk densities, and by 
soil saturation.  

Table 4: Comparison of SoK prediction RMSE values with analytical models from Barry-Macaulay et al (2015) 
for two bulk density (BD) groups and varying saturation. Results are color-coded by the difference 
between the values per row: where dark green is the best result, dark orange is the worst, and yellow is 
the middle. 

Soil Conditions RMSE of Thermal Conductivity Result 
BD Soil Saturation Cote & Konrad Lu Et Al. Balland & Arp SoK 

Fi
ne

-G
ra

in
ed

 
So

il 

Sat. < 10% 0.081 0.057 0.071 0.058 
10% < Sat. < 20% 0.106 0.080 0.078 0.051 

Sat. > 20% 0.133 0.128 0.147 0.089 
0% < Sat. < 100% (all 

data) 0.122 0.113 0.130 0.081 

C
oa

rs
e-

G
ra

in
ed

 S
oi

l Sat. < 10% 0.157 0.172 0.213 0.114 
10% < Sat. < 20% 0.167 0.189 0.122 0.129 

Sat. > 20% 0.205 0.195 0.164 0.107 
0% < Sat. < 100% (all 

data) 0.172 0.182 0.186 0.114 

Average RMSE (all rows 
above): 0.143 0.140 0.139 0.093 

 

The results in Table 4 show that SoK predictions performed better than the best analytical models 
for all soil types, except for two cases where an analytical model performed slightly better for fine-
grained soil with low saturation using Lu et al. (2007) and coarse-grained soil with medium 
saturation using Balland and Arp (2005). However, when the equations were tested in their original 
forms, and were not modified by the improved empirical parameters, SoK outperformed their 
accuracy in all cases. 

The percentage improvement by the SoK ML model was calculated as the average percentage 
difference by row between the SoK RMSE and each analytical method’s RMSE. The average 
percentage improvement by SoK across all data was 32%, with improvements ranging from 15% 
to 43% in fine-grained soils with low saturation, to coarse-grained soils with high saturation, 
respectively. The average RMSE for all rows of data in the table for SoK was 0.093, which is 
lower than the analytical models by 0.046 (Balland and Arp 2005), 0.047 (Lu et al. 2007), and 
0.050 (Cote and Konrad 2005). 
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4. Conclusion and Future Work 
In conclusion, accurate knowledge of ground temperature and subsurface thermal properties is 
crucial for the design and performance of subsurface energy systems. However, the challenges 
posed by the variability of geological and environmental factors often result in less accurate 
calculations or assumptions during the feasibility phase. The impact of inaccurate ground data 
leads to a range of issues such as over-reliance on backup equipment, unnecessary drilling, ground 
temperature creep, and negative impacts on the environment and equipment. To address these 
challenges, this paper introduces two innovative tools, GTP and SoK, that leverage state-of-the-
art machine learning methods to provide accurate predictions of ground temperature and thermal 
conductivity globally. The advantages of these tools include reducing the need for expensive field 
experiments (especially at the feasibility stage), validating in situ sensor measurements, and 
providing more accurate results compared to analytical models. 

The ML models have been extensively validated against in-situ measurements from scientists 
around the globe. Compared to over 6500 borehole measurements from more than 500 testing 
locations worldwide, the results show that the ground temperature predictions achieve a standard 
error of just +/- 0.8°C (1.4°F) in most locations. The accuracy of the thermal conductivity model 
was analyzed in various soil types and conditions, outperforming the three best analytical methods 
by an average of 32%. These findings demonstrate the potential of using physics-based deep 
learning techniques to better capture the complexity and variability of the ground. 

By providing virtual ground thermal property reports, our AI-driven tool offers a technical and 
economic advantage to the designers of GSHP and other subsurface thermal systems. Its 
implementation significantly reduces uncertainty and enables better-informed decision-making for 
engineers, developers, and drillers from the earliest stages of a project. These advancements are 
critical for the industry to effectively compete in the energy marketplace, and expand to new areas 
with confidence. The integration of this AI-driven tool into the design process propels the industry 
forward, yielding substantial cost and time savings while encouraging geothermal adoption 
worldwide. The authors are continuing to improve these models in future work: expanding to 
deeper depths, integrating “groundwater” and “depth to bedrock” AI tools, refining the accuracy 
in areas with high human impact, and testing in even more unique conditions.  

The resulting thermal properties of GTP and SoK allow for accurate, multi-dimensional calculation 
of: 

• heat transfer for underground thermal storage, wastewater energy transfer systems 
• heating and cooling for energy systems like ground-source heat pumps,  
• and thermal gains/losses through floors, walls, subsurface spaces, foundation 

equipment, and uninsulated piping – even in permafrost. 

Given the importance of accurate ground temperature and subsurface thermal property data in 
GSHP system design, finding alternative methods or improving existing techniques to obtain 
precise measurements is crucial. By addressing the challenges associated with data variability and 
reducing the reliance on assumptions, subsurface energy systems can be designed more efficiently 
and effectively, maximizing energy savings and minimizing environmental impacts. The future 
looks bright for these innovative tools, and we look forward to seeing the advancements in 
renewable energy made possible by GTP and SoK. 

2226



Nicholson, Antoun, and Frith 

REFERENCES 

Harish, V. S. K. V., & Kumar, A. (2016). A review on modeling and simulation of building energy 
systems. Renewable and sustainable energy reviews, 56, 1272-1292. 

Walker, L., Hischier, I., & Schlueter, A. (2022). The impact of modeling assumptions on retrofit 
decision-making for low-carbon buildings. Building and Environment, 226, 109683. 

Ding, P., Li, J., Xiang, M., Cheng, Z., & Long, E. (2022). Dynamic Heat Transfer Calculation for 
Ground-Coupled Floor in Emergency Temporary Housing. Applied Sciences, 12(22), 11844. 

Hamdani, M., Bekkouche, S. M. A., Benouaz, T., Belarbi, R., & Cherier, M. K. (2019). Parametric 
simulations to evaluate the necessary thickness of the massive layer in the soil of building. In 
IOP Conference Series: Earth and Environmental Science (Vol. 214, No. 1, p. 012121). IOP 
Publishing. 

Alwetaishi, M., Benjeddou, O., Balabel, A., & Alzaed, A. (2021). Can underground buildings be 
beneficial in hot regions? An investigation of field measurements in on-site built underground 
construction. Buildings, 11(8), 341. 

Kavanaugh, S. P., & Rafferty, K. D. (2014). Geothermal heating and cooling: design of ground-
source heat pump systems. ASHRAE. 

Raymond, J. (2018). Assessment of subsurface thermal conductivity for geothermal applications. 
Canadian Geotechnical Journal, 55(9), 1209-1229. 

Witte, H. J. L., van Gelder, G. J., & Spitler, J. D. (2002). In Situ Measurement of Ground Thermal 
Conductivity: A Dutch Perspective. ASHRAE, 108(1), 263-272. 

Barry-Macaulay, D., Bouazza, A., Wang, B., & Singh, R. M. (2015). Evaluation of soil thermal 
conductivity models. Canadian Geotechnical Journal, 52(11), 1892-1900. 

Trask, J. C., Devine, S. M., & Fogg, G. E. (2020). Soil temperature survey in a mountain basin. 
Geoderma, 367, 114202. 

Wang, J., Long, E., & Qin, W. (2013). Numerical simulation of ground heat exchangers based on 
dynamic thermal boundary conditions in solid zone. Applied thermal engineering, 59(1-2), 
106-115. 

Karpatne, A., Ebert-Uphoff, I., Ravela, S., Babaie, H. A., & Kumar, V. (2018). Machine learning 
for the geosciences: Challenges and opportunities. IEEE Transactions on Knowledge and Data 
Engineering, 31(8), 1544-1554. 

Johansen, O. (1975). Thermal conductivity of soils. Ph. D. Thesis. Trondheim, Norway (CRREL 
draft translation 637, 1977). Thermal conductivity of soils. Ph. D. Thesis. Trondheim, Norway 
(CRREL draft translation 637, 1977). 

Cote J., & Konrad, J.M. (2005). A generalized thermal conductivity model for soils and 
construction materials. Canadian Geotechnical Journal 42 (2), 443–458. 

Balland, V., & Arp, P.A. (2005). Modeling soil thermal conductivities over a wide range of 
conditions. Journal of Environmental Engineering Science, 4: 549–558. 

2227



Nicholson, Antoun, and Frith 

Lu, S., Ren, T., Gong, Y., & Horton, R. (2007). An improved model for predicting soil thermal 
conductivity from water content at room temperature. Soil Science Society of America Journal, 
71(1), 8-14. 

Barry-Macaulay, D., Bouazza, A., Singh, R. M., Wang, B., & Ranjith, P. G. (2013). Thermal 
conductivity of soils and rocks from the Melbourne (Australia) region. Engineering Geology, 
164(17), 131-138. 

Li, S., Wang, C., Xu, X., Shi, L., & Yin, N. (2019). Experimental and statistical studies on the 
thermal properties of frozen clay in Qinghai-Tibet Plateau. Applied Clay Science, 177(1), 1-
11. 

Zhao, X., Zhou, G., & Jiang, X. (2019). Measurement of thermal conductivity for frozen soil at 
temperatures close to 0°C. Measurement, 140, 504-510. 

Lu, Y., Lu, S., Horton, R., & Ren, T. (2014). An empirical model for estimating soil thermal 
conductivity from texture, water content, and bulk density. Soil Science Society of America 
Journal, 78(6), 1859-1868. 

Penner, E. (1970). Thermal conductivity of frozen soils. Canadian Journal of Earth Sciences, 7(3), 
982-987. 

Zhang, N., & Wang, Z. (2017). Review of soil thermal conductivity and predictive models. 
International Journal of Thermal Sciences, 117, 172-183. 

Kersten, M.S. (1949). Thermal properties of soils, University of Minnesota Engineering 
Experiment Station, Bulletin No.28. 

Ochsner, T.E., Horton, R., & Ren, T. (2001). A new perspective on soil thermal properties. Soil 
Science Society of America Journal, 65(6): 1641-1 

 

2228



GRC Transactions, Vol. 47, 2023 
 

 

Direct Geothermal Energy Use in New Zealand:  
Efforts Towards Better Understanding the Medium- to Low- 
Temperature Resources and Their Potential Use in a Low-

Carbon Future. 
 

Anya Seward1, Alison Kirkby1, Rob Funnell2, Agnes Reyes2, Lucy Carson1, Sophie 
Pearson-Grant2, Celia Wells3, Paul White1, and Mike Taves2 

1 GNS Science, Wairakei Research Centre, Private Bag 2000, Taupo 3352, New Zealand 

2 GNS Science, Avalon Campus, PO Box 30-368, Lower Hutt 5040, New Zealand 
3 GNS Science, Auckland Research Centre, PO Box 91705, Victoria Street West, Auckland 

1142, New Zealand 

Keywords 

Geothermal direct use, New Zealand, Resource, Low Temperature, Renewable 

ABSTRACT  

New Zealand is well known for its abundant high temperature geothermal resources, both for their 
natural beauty and their ability to produce renewable low-carbon electricity. As New Zealand 
transitions away from fossil fuels, more emphasis is being placed on renewable energy solutions. 
Understanding of the natural heat resources outside of high-temperature fields is becoming more 
important as New Zealand transitions to net-carbon-zero by 2050.  

There is a growing interest in developing geothermal use as a local energy source for low-
temperature electricity generation, space heating and cooling, greenhouse heating, and a wide 
range of process heat opportunities. Direct geothermal use spans many sectors (tourism, industrial, 
agricultural, commercial, and residential) and includes a broad range of energy use technologies 
from industrial scale processes to small-scale low-temperature installations.  

This paper summarises research that is being undertaken to improve the understanding of resources 
suitable for direct heat use, including new heat flow and temperature models, energy potential of 
subsurface aquifers, and models of sustainable extraction from warm water reservoirs. It also 
showcases the direct use of geothermal energy and discusses some of the drivers for 
decarbonisation of energy in New Zealand. 
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1. New Zealand’s Drivers for Uptake of Geothermal Use 
In 2019, New Zealand committed to achieving net-zero carbon emissions by 2050 in response to 
the Paris Agreement (Climate Change response (Zero Carbon) Amendment act; Ministry for the 
Environment, 2019). The vision is for energy and industry to have a highly renewable, sustainable, 
and efficient energy system that is accessible and affordable, secure and reliable, and supports 
New Zealanders’ wellbeing. The target is for 50% of total energy consumption to come from 
renewable sources by 2035, with an aspirational target of 100% renewable electricity by 2030 
(Ministry of Business, Innovation and Employment, 2022a).  

Several schemes have been implemented to help advance progress on these targets, including New 
Zealand’s first Emissions Reduction Plan (Ministry for the Environment, 2022) which sets out 
strategies, policies and actions. Organisations and funds have also been established, including the 
Government Investment in Decarbonizing Industry (GIDI) fund, the Māori and Public Housing 
Renewable Energy fund, and the establishment of Ara Ake, a government funded energy 
development center (launched in 2020) which focuses on developing clean energy technologies.  

In 2021, 59.2% of New Zealand’s energy supply for all sectors came from oil, gas and coal, while 
40.8% came from renewable sources, the highest level since reporting started in 1990 (MBIE 
2022b). 82.1% of electricity is generated from renewable resources, 18% of which is generated 
from geothermal energy. 33.6PJ (9,300 GWh) of geothermal energy is consumed every year, 
which includes direct heat use and electricity generation, together representing 6.2% of total 
energy consumption.  

Unfortunately, also in 2021, coal import reached a record high (1.8m tonnes), due to poor hydro 
conditions and low natural gas supply. This highlighted the vulnerability of electricity generation 
reliant on fossil fuels and weather dependent energy sources. For directly using heat, the cost of 
geothermal heat is lower than other renewable and fossil fuel heat sources in New Zealand (Climo 
et al, 2022; Figure 1). These considerations have resulted in increased interest into the potential of 
geothermal energy across the use spectrum.  

 

 
Figure 1: The estimated cost of heat energy in New Zealand, accounting for carbon costs associated with 

electricity and emissions factors (Climo et al., 2022 and other authors as cited in Climo et al, 2022). 
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2. Understanding New Zealand’s Thermal Resources 
Geothermal energy is available throughout New Zealand’s varied geological settings. New 
Zealand’s land mass lies on the plate boundary between the Pacific and the Australian Plates. To 
the north, and beneath the North Island, the Pacific Plate subducts beneath the Australian Plate. In 
the South Island, this boundary transforms into strike-slip faulting between the plates, resulting in 
the Alpine Fault and the Southern Alps. To the south, the faulting transitions into another 
subducting regime, where the Australia Plate subducts beneath the Pacific Plate (Figure 2). 

In the North Island, the subduction of the Pacific Plate results in the formation of a rift system, 
known as the Taupo Volcanic Zone (TVZ). Many of New Zealand’s active volcanoes and 
geothermal systems are located within this area, with Mt Ruapehu, Tongariro, and Ngauruhoe 
volcanoes marking the southernmost point of the TVZ and Whakaari volcano to the north. In the 
center of the TVZ, 22 high temperature (>225°C / 437°F) geothermal systems are present, with an 
additional one located in Northland, an old volcanic arc (Figure 2, Figure 3). Low-temperature 
systems (<150°C / 302°F) are found on New Zealand’s North and South Islands, and are usually 
related to young volcanism, deep faults, or tectonic features (Climo, Milicich, & White, 2016; 
Reyes 2016). 

 
Figure 2: New Zealands Tectonic setting 
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Figure 3: High temperature geothermal fields in the Taupo Volcanic Zone, North Island, New Zealand. Insert 

shows the location of Ngawha high temperature field, outside of the Taupo Volcanic Zone. 

2.1 Heat Flow Mapping 

Knowledge of crustal temperature is important in expanding geothermal energy use across New 
Zealand. However, crustal temperature distribution across much of New Zealand is not well 
defined. Knowledge of the crustal temperatures is key for future development of geothermal 
resources in New Zealand, particularly outside of the TVZ. High quality temperature 
measurements are sparse and unevenly distributed, largely restricted to the locations of historic 
petroleum exploration wells and groundwater monitoring bores.  

New Zealand’s heat flow regime is also very complex, with strong influences from fluid advection 
and convection (Bibby et al. 1995, Kissling et al. 2005, Sutherland et al. 2017, Pearson-Grant et 
al. 2021), and rock advection from sedimentation, uplift and erosion in the last ~20 Ma (Funnell 
et al. 1996, Allis et al. 1998, Sutherland et al. 2017). This means that steady state heat flow 
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modelling, which has commonly been applied in other parts of the world (Artemieva et al. 2001, 
Meixner et al. 2012, Mather et al. 2019) is not applicable to many parts of New Zealand.  

The most recent published heat flow map of New Zealand was produced by contouring derived 
heat flow values from wells with temperature data (Allis et al., 1998) (Figure 4). 

 
Figure 4 Contoured heat flow map of New Zealand, a) adapted from Allis et al. (1998), and b) revised to include 

more recent data (Funnell et al., 2023, in preparation) 

 

Kirkby et al (2023, in preparation), presents and discusses the progress towards updating the heat 
flow map and crustal temperature model, which includes more recently collected temperature 
profile data, rock properties, uplift and erosion and sedimentary basin history. They use a multi-
one-dimensional finite element conductive heat flow modelling code which simulated the present-
day heat flow and temperature profile (Willet, 1998; Armstrong, 1996; Armstrong et al., 1996; 
Wood et al., 1998). 

Currently the model uses geochemical and minerology data to estimate thermal properties of 
regional geology, and near-surface (~1m deep) temperatures to constrain the 3D temperature and 
heat flow models. Efforts to measure thermal properties of representative basement geology is 
ongoing and will be included in the model as the data is collected (Kirkby et al., 2023, in 
preparation; Sagar et al., 2022).  
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2.2 Thermal Springs 

Although the TVZ only accounts for ~3% of the total onshore area of New Zealand, its surface 
heat energy output from thermal springs produces approximately 99% of the total surface heat 
output of the country (Reyes, 2015). The Ngawha geothermal field has negligible surface output 
compared to the country’s total. The remaining 1% of surface heat discharge of thermal waters is 
attributed to approximately 100 thermal springs located outside of the TVZ and Ngawha across 
the North and South Island (Figure 5).   
 

 
Figure 5 Location map of thermal springs from Reyes (2007). Symbols denote or correspond to use of spring. 

Reyes et al. (2010) studied low-enthalpy mineral waters across New Zealand, with a large focus 
on the regions outside of the high temperature geothermal areas. Thermal aqueous solutions from 
springs ranged from 4°C (39°F) above the annual ambient air temperature to the boiling point at 
given elevations. Discharge temperatures of greater than 90°C (194°F) were only found in Ngawha 
and the TVZ.  
 
In low-temperature regions, thermal spring discharges ranged from 17°C (63°F) in the southern 
South Island, to 87°C (189°F) in the Coromandel (old volcanic region). Subsurface source 
temperatures were calculated from K-Mg, SiO2, and Na-K geothermometers (Reyes, 2015). Source 
temperatures from shallow geothermometry (SiO2 and/or K-Mg) ranged from 60°C (140°F) in 
Whanganui to 145-185°C (293-365°F) in the Coromandel in the North Island, and between 55°C 
(131°F) and 100°C (212°F) in the South Island. From Na-K geothermometry, North Island source 
temperatures ranged from 60°C (140° F) (Whanganui) to nearly 250°C (482° F) (Coromandel) and 
nearly 200°C (392°F) in the South Island (Reyes et al., 2010).   
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Further work will be done to determine the recharge and sustainability of utilising these resources 
in up-coming research programmes. 
 

2.3 Aquifer Energy 

Subsurface- or surface- water can be used as a heat source in winter, or a heat sink in summer. 
They also provide an opportunity to store thermal energy seasonally, dumping excess heat into the 
water system in summer months, and extracted elevated temperatures in the winter. Many places 
in the world are already using their ambient and low-temperature geothermal resources for space 
heating and cooling in residential and commercial buildings, including district heating systems, 
retirement villages, schools, swimming pools, and greenhouses. The potential of a subsurface 
aquifer is dependent on several factors, including the hydraulic conductivity and volume of a 
system to ensure sufficient extraction and recharge capacity. Other factors, such as water 
temperature, lateral flow velocity and direction provide insight into the suitability of an aquifer to 
provide heat or storage. 

We are currently working towards developing a nation-wide aquifer map which will compile 
national, regional and local scale data on aquifer properties (Seward et al., 2023, in preparation) 
(Figure 6). Currently, this map utilises a hydrological unit map which compiles surface and 
subsurface lithology and broadscale permeability (White et al., 2022) and depth to water table 
maps (Westerhoff et al., 2018). Work to compile and include temperatures, flow direction and 
recharge catchment zones is underway.  

 
Figure 6. Map of the hydrological units. The color scale provides an indication of the permeability of the units. 

(a) shows the hydrological units on the North Island, while (b) and (c) provide more local and regional 
scale examples, with (b) showing the hydrological unit of Pukekohe, south of Auckland, and (c) shows 
the hydrological units of Hastings in the Hawkes Bay.  
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2.4 Near surface soils and rocks 

Near-surface (< 100m) rocks and soils can also provide a source for thermal heating or cooling. 
Solar radiation penetrates the Earth’s surface warming the ground beneath. This near-surface 
energy resource can be utilised to provide heating and cooling to buildings, using geothermal heat 
pumps (ground source heat pumps). Ground temperatures remain relatively constant throughout 
the year, providing a stable source for heating in the winter months, and cooling in the summer 
months. 

New Zealand covers a wide range of latitudes, stretching from 35°S to 47°S. Its climate, therefore, 
varies from warm subtropical in the north to cooler temperatures in the south, with severe alpine 
conditions in the mountainous areas, both in the North Island and the South Island. Average daily 
winter air temperatures can plummet to -5°C (23°F) while summer temperatures can exceed 35°C 
(95°F). 

Seward et al (2019) analysed a series of inground temperature measurements from 2 – 10 m (6.5 
– 32.8 ft) deep boreholes to determine the thermal diffusivity of the soil. The same methods were 
applied to approximately 60 shallow (<1m (3.2 ft) deep) national soils monitoring sites to 
determine how the thermal properties of soils varied across New Zealand (Figure 7). 

 

 

Figure 7. Thermal properties of soils (a) thermal diffusivity at national soil monitoring sites (b) dominant soil 
types present in New Zealand, with the black triangle indicating the locations of the shallow boreholes. 
Soils types are provided by Newsome et al (2008). 
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Apparent thermal diffusivity results suggest that there is a distinction between the thermal 
properties of soils found in the North Island, and those found in the South Island. Comparison with 
subsurface temperatures suggest that the local geology, soil type and moisture content are the main 
causes of varying thermal diffusivity in New Zealand, with annual temperature conditions having 
little effect on the thermal properties of the soils (Seward et al 2019).   

3. Current geothermal direct use in New Zealand 
Geothermal direct heat is used throughout New Zealand, with the majority being used in the 
Waikato and Bay of Plenty regions of the Taupo Volcanic Zone (GNS, 2023). Uses include 
bathing, space and water heating, process heat, agriculture, aquaculture, and tourism (Figure 8).  

Process heat remains the largest geothermal direct use by energy usage type and is estimated at 7.4 
PJ/a (2,050 GWh/yr). Process heat uses include timber drying, milk processing, paper and pellet 
manufacturing, and others unspecified (Carey, 2018; Climo et al., 2022). These facilities are 
generally co-located in electricity-producing high temperature geothermal fields, such as 
Wairakei-Tauhara, Kawerau, and Mokai.  

Non-process heat uses (e.g., bathing, space heating and water heating) account for a small 
proportion of direct use by heat output but include a large and growing number of individual users. 
Most of the users are located within the TVZ, and include commercial uses for bathing, space 
heating, tourism (i.e. geothermal tourist parks), and for agriculture at Horohoro and Mokai 
(greenhouses) and Waiotapu (honey production). Outside of the TVZ, commercial direct use is 
exclusively in bathing facilities at Ngawha (Northland), Parakai (Auckland), Te Aroha (Waikato), 
Hamner (Canterbury) and several other small areas / fields. 

Utilisation of the subsurface aquifer heat is dotted around the country. The largest number of 
commercial buildings utilising aquifer systems for space are located in Christchurch. In the wake 
of the devastating 2011 earthquake (Bannister and Gledhill, 2012; Reyners, 2011;), many 
commercial buildings started to use the fast-moving aquifer systems beneath the city in 
conjunction with ground source heat pumps and smart thermal transfer systems for heating and 
cooling of their buildings (Figure 9). 

3.1 Sustainable Use Modelling 

The Tauranga low-temperature geothermal system is located at the northwestern margin of the 
TVZ where it meets the East Coast (Figure 3). It sits within the Coromandel Volcanic Zone, a 
volcanic arc that was active until ~2 million years ago. It contains a warm-water resource that is 
used by several hundred users (Pearson-Grant & Burnell, 2018; Pearson-Grant et al., 2020). As 
the use of the system increases, so does the importance of resource management. Pearson-Grant 
& Burnell (2018) developed a numerical model of the Tauranga system, which was used to forecast 
the response of the system in several future use scenarios, to help to understand the potential of 
impact on the system.  

Understanding the thermal and fluid flow processes within low-temperature systems is 
fundamental to determining the characteristics of systems that have extractable heated water, and 
what the effects of extraction would be. The Tauranga system has a maximum measured downhole 
temperature of 67°C (153°F) at 750 m (2,460ft) depth (Pearson et al., 2014). Heat transfer is 
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generally convective in the centre of the system, but shows conductive trends towards the edges 
(Pearson-Grant et al., 2020).  

 

 

 
Figure 8. Primary uses of geothermal water/heat for a) bathing, b) space heating (majority of users for space 

heating also use for water heating) and c) other uses including agriculture, tourism and process heating. 
Fields with a large number of users are indicated in callout boxes. From Carson and Seward, (2023 in 
prep). 
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Figure 8. Map of the locations of installed GSHP systems in the city rebuild. Lower right insert is a schematic 

of the layer aquifer system beneath the canterbury plains. 

 

Two future use scenarios were modelled: one where extracted rates remained at current estimated 
levels, and the second where extraction was at the maximum of the consented use.  These scenarios 
were simulated to 2040 and provided changes in water level and water temperature. If the pressure 
in a well dropped to less than 1 bar then the well was assumed to have failed and was turned off. 
Results from the first case of continued extraction at current rates showed a small (< 2°) 
temperature change in the reservoir, and slight drawdown in the water levels (Figure 9). In the 
scenario where extraction was increased to the current consented levels (on average 4x the 2018 
use levels), the water levels showed a marked decrease when use was simulated to increase in 
2018, resulting in several wells dropping below 1 bar and failing (Figure 9). The simulated closure 
of those wells where pressure dropped, resulted in some rebound in other locations. Induced 
temperature changes within the wells were generally between 2-5°. 
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Figure 9 Example of modelled effects of increase direct use on the Tauranga low-temperature geothermal 

system. A. 3D geological model of the Tauranga area. B. Simulated effect on water levels in selected wells 
if extraction remains at current levels to 2040. Effects on water temperature would be minimal C. 
Simulated effects on water level and water temperature in selected wells if extraction increases to 
consented use rates (~ 4x) by 2040. 

 

This research highlights the importance of understanding the dynamics of a geothermal system 
and sustainability of water extraction for resource management, particularly as demand increases 
as new users look to convert from fossil fuel to renewable energy source. 

4. Summary 
New Zealand’s high temperature geothermal systems are confined to the TVZ and Northland, and 
are used both for electricity generation and direct heat use. Outside of the TVZ, understanding of 
the thermal resources is limited, but becoming more important as industrial, commercial, and 
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residential heat users look to decarbonize their energy. As such, there is an increasing interest in 
quantifying the energy that is available within the subsurface and advancing technologies to 
harness and utilize the available heat for efficient and sustainable use. 

New modelling techniques are being developed to understand New Zealand’s thermal structure. 
This is important in understanding how deep one needs to go to reach a temperature of interest, 
and how long it may take to recharge the heat if it is extracted. This objective is supported by 
studies into thermal properties of New Zealand’s rocks and soils, and how they vary over elevated 
temperatures, altered geology and faulting transitions.  

Insight into subsurface water systems is being developed through fluid chemistry, and modelling 
flow dynamics. As use of naturally occurring subsurface heat increases, the potential effects of the 
use are being studied, both in terms of sustainability of resource and protection of surface 
manifestations.   
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ABSTRACT 

The process of brewing beer at an industrial scale is very energy intensive, and although there are 
numerous forms of electrical demand, the main energy input is heating and cooling. The heating 
demands begin at the malting stage and are required through many of the processes within the 
brewery itself such as mashing, lautering, wort boiling, pasteurization and temperature regulation 
during fermentation and conditioning. 

Most of these heat demands require temperatures between 50-80ºC (122-176ºF) with some such 
as wort boiling, kilning and cleaning in process requiring higher temperatures that can reach 100ºC 
(212ºF) and above. This puts the brewing industry in the perfect position to take advantage of 
direct use geothermal energy which, depending on the resource available on site, has the potential 
to deliver hot water or low pressure steam at the temperatures specified above. Lower temperature 
resources can also be combined with heat pump units to raise the output temperatures to those 
required while allowing a greater use of low temperature resources by reducing the injection 
temperature. 

This paper will discuss the opportunities for implementing direct use geothermal heating systems 
in the brewing process, through the examination of a case study for a large brewing factory in 
Europe. The case study focuses on the technical feasibility of geothermal heating systems based 
on the resource available at a specific site. The feasibility work is commercially sensitive and 
specific details that could allow the case study to be identified have been purposedly omitted at 
the request of the developer. The results from the case study are then used to describe the 
engineering parameters of a suitable geothermal direct-use heating system, including expected 
outputs, benefits, likely challenges and construction costs. By demonstrating the effectiveness of 
geothermal direct use heating systems in beer making, this paper provides a roadmap for the beer 
industry to reduce their energy costs and emissions. 
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1. Introduction  
Owners and operators in the beer industry are increasingly reviewing opportunities to reduce 
energy usage and decarbonize their operations.  

Beyond greenhouse gas (GHG) reductions, candidate renewable energy solutions must:  

1. Be able to be rapidly deployed on existing industrial sites with only limited land area 
available 

2. Be able to utilize local energy sources 
3. Diversify the energy mix 
4. Provide insurance against future rise of the cost to provide process heat (15 years and 

beyond) 

Geothermal direct-use heating is ideally placed to meet the needs of the beer industry given its low 
surface area requirements (up to 5,000 m2 required during the drilling phase but only about 800 
m2 exclusion zone around the wellheads once the wells have been drilled). Geothermal direct-use 
is not relocatable and is arguably one of the most local forms of energy. It can be used as a base 
load and in combination with conventional source of energy or lower cost, higher GHG peaking 
technology. Most importantly it has low operating costs that are decorrelated from electric and gas 
tariffs.   

Direct-use geothermal has already contributed to decarbonize other hard to abate sectors in Europe 
such as the horticulture industry. In 2021, geothermal direct-use heating of greenhouses 
contributed to generating about 60 trillion Btu displacing 181 million m3 of natural gas per year. 
Given process heat in the beer industry is also typically provided by natural gas and some of the 
temperature requirements are similar, there are opportunities for the beer industry to replicate 
world-beer leaders such as Heineken Brewing company, which operates large facilities all over 
the world including in areas that are endowed with favourable geothermal conditions. 

Areas with potential include traditional geothermal countries with volcanic geothermal systems 
that are already being exploited for generating electricity but could benefit from cascading use of 
the heat (low pressure steam and separated brines). Given the relatively modest temperature 
requirements of the industry, areas that are underlain by productive sedimentary basins can also 
be favourable where they contain sufficiently thick and permeable reservoirs. Such settings are 
much more widespread and can be developed rather quickly. 

2. Energy Usage in the Beer Industry 
Energy used in the beer industry can be divided in two primary categories.  

• A natural gas-, biomass- or even coal-fired boiler is commonly used for generating hot 
water and steam which is used in malting, brewing, packaging and general building 
heating.  

• Electrical energy is used to power all equipment, with the largest utilization being 
refrigeration.  

Process heat requirements typically represent >50% of the energy consumed in the brewery; 
however, it usually only accounts for <50% of the actual energy cost in regions with a low gas 
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price environment. Recent geopolitical events in Ukraine and a sharp rise in natural gas tariffs in 
many countries around the world are changing this situation. 

Data from the US Environmental Protection Agency (EPA) for breweries of all size (Figure 1) 
show that refrigeration, packaging and compressed air consume 70% of US breweries electricity 
use (A in Figure below), whereas the brewhouse dominates process heat requirements (natural gas, 
biomass and coal uses) at 45 percent. 

 
Figure 1: Data from the US Environmental Protection Agency (EPA) for breweries of all size 

 

According to EPA, in 2020 alone the United States beverage industry consumed about 70 trillion 
Btu of energy: 

• 32 trillion Btu in process uses (e.g., process heat, refrigeration, mechanical drives) 
• 25 trillion Btu in boiler fuel 
• 11 trillion Btu in non-process use (e.g., heating, ventilation, air conditioning, lighting, 

onsite transportation) 

The main opportunity for direct-use geothermal is to displace boiler fuel particularly for the lower 
temperature requirements of the beer making process such as malting, mashing ground malts and 
other hot water heating in the brewhouse. Alternative technologies (Figure 2) to conventional gas-
fired boiler providing process heat include: 

• Solar technology (flat plate collector for the lower temperature requirements and evacuated 
tube for wort boiling, kilning and cleaning requirements) – however this generally require 
space requirements that are not available at industrial sites where real estate is at a premium 

• Biomass technology – however this may not be considered renewable in some areas 
where a sustainable source of woody biomass is not available and cannot be sourced 
locally 

• Geothermal direct-use and cascading use of deep geothermal and conventional volcanic 
geothermal resources 
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Figure 2: Working temperature of selected renewable technologies for heating (EPA) 

3. Current Geothermal Applications in the Beer Industry 
The concept of using geothermal heat in the beer industry is not new. A non-exhaustive list of 
current geothermal applications in the beer industry include: 

Table 1: Examples of current geothermal applications in the beer industry 

“Vapori di Birra” Brewery 
in Sasso Pisano, Italy 

The brewery is located not far from Enel Green Power’s historical 
Sasso 2 geothermal plant, remodeled in 2009 and equipped with 
20 MW of installed power. Vapor (low pressure steam) from the 
plant is piped to the brewery, which uses it for all the beer 
production phases that require heat. The vapor gets to the brewery 
at about 446°F and is used to heat process water to 277°F via a 
heat exchanger. The process heat water is then used for various 
heating processes at the brewery including mashing ground malts, 
boiling and washing. 
The brewery returns the used-up vapor (condensate) to the plant, 
who takes care of cooling it further and returning it to the 
subsurface, to sustain the resource over time. 
Using geothermal vapor to produce beer, like the Sasso Pisano 
brewery does, is an economic advantage, in addition to being good 
for the environment. The brewery saw a 25% cost reduction 
compared to when it used traditional energy. 

2248



Steven, Gilliland, Joubert, Aguilera, Pujol and Alexander 

Superior Bathhouse 
Brewery in Hot Springs, 
Arkansas, USA 

Sitting atop one of the natural hot springs in Arkansas’ greater Hot 
Springs area, the Superior Bathhouse Brewery  team make their 
beer using the springs’ 143°F geothermal water. 

Ölverk brew pub in 
Hveragerði, Iceland 

Hveragerði is mostly known for the Reykjadalur “hot river” 
bathing spot, and the plentiful geothermal energy that helps run 
the heating of large greenhouses that glow brightly throughout the 
dark winter. The brew house, is connected to the local geothermal 
steam system. The steam is piped in at 302°F, and it heats up the 
freshwater, barley, hops and yeast. 

Klamath Basin Brewing 
Company in Klamath Falls 
Oregon, USA 

Geothermal water at around 190°F is used during the mashing 
process and for heating water for cleaning tanks and heating the 
building during winter. 

4. Case study – process heat requirements 
As part of a geothermal potential study for an industrial company in the beer industry in Europe 
we carried out a pre-feasibility study at the request of a developer to determine the geothermal 
potential of the area and the constraints. 

The industrial company has a significant need for low-temperature heat (more than 50% of its 
requirements). Its heat production is still largely carbon-based.  

The plant has a large production capacity for export. For the site, annual hot water requirements 
total several hundreds of billions Btu. 

Two temperature levels are required to meet the hot water needs of the malt drying/clotting phase:   

• 140°F (>50% of the total hot water requirement) 
• 185°F (<50% of the total hot water requirements) 

Overall, the results obtained at this stage suggest that the geothermal solution is technically and 
economically viable for this case study and well suited to the energy needs of this type of industry. 
The methodology can easily be duplicated elsewhere in the world. 
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5. Case study – subsurface assessment 
5.1 Geological context 

Geologically speaking, the study area lies within a large sedimentary basin in Europe.  

European funded studies, such as the online “Pan-European Thermal Atlas” (Peta) have shown 
that there are many sedimentary basins with good geothermal potential in Europe. 

 
Figure 3: Pan-European Geothermal Atlas (Möller et al, 2022) 

5.2 Geothermal Potential Review 

To assess the geothermal potential of the project the most useful source of information was legacy 
oil and gas data in the vicinity of the project. 

Wells that penetrated the entirety of the target reservoir were studied in priority. Since some of the 
wells were drilled several decades ago digitizing hard copy wireline geophysics was required for 
some of the wells. Cores cut by oil and gas operators in the subset of wells that penetrated primarily 
rocks which overlie the target reservoir and showed that these rocks did not exhibit good 
permeabilities despite some residual porosities (up to 10% in places).  
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For the deeper wells that penetrated the target reservoir, Neutron porosity, Density and Sonic logs 
were used to identify zones with porosity values greater than 15% that were more likely to coincide 
with with preserved permeability. However, no core was available from these intervals. 

While reliable porosity – permeability relationships in the target reservoir remain somewhat 
speculative and poorly correlated. Several authors have developed relationships that were used to 
characterize the reservoir quality in other areas of the sedimentary basin. By applying the 
permeability-porosity relationship, the average permeability of the target reservoir was estimated 
to range from 70 to 250 mD over a thickness of 50 m.  

As the offset oil and gas exploration wells were located several kilometres away from where the 
process heat requirements are needed, the next step involved the acquisition of legacy 2D seismic 
lines that went through the site. 

The reprocessing provided signficant uplift and allowed the identification of a fault not previously 
mapped when the original seismic data was originally aquired. The fault displaces the reservoir.  

 
Figure 4: Example of 2D line after re-processing (west in left, east in the right) 

The next step was to propose a conceptual well design that would meet the following criteria: 

• Wellheads located on available land area near the factory 
• Incorporate a vertical pump chamber section to accommodate an Electrical Submersible 

Pump (ESP) set to depths of up to 400 m 
• Has a build angle of no more than 3 degrees/30 m to ensure casing can be run to depths 
• Does not exceed 60 degrees stabilised angle 
• Incorporate a multidrain through the reservoir at angles of at least 75 degrees through the 

reservoir 
• Achieved an adequate distance between the producer and injector at reservoir level to avoid 

thermal recirculation during the life of the project 
• Had an orientation such that the wells are located sufficently far from the fault, in the 

western fault-block to avoid hydrocarbon risk and penetrate the target reservoir where it is 
the thickest 
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One of the candidate conceptual well designs is shown in Figure 5 below along with one of the 
reprocessed 2D lines, the fault and top and bottom surface of the target reservoir. 

 
Figure 5: 3D visualization of the conceptual producer and injector well design with multi drain side-tracks 

through the reservoir 

The target reservoir near the factory was found to be only about 20-25 m thick. By optimizing the 
well trajectories, the injector was predicted to likely intercept 35-40 m of reservoir thickness; 
however, the constraints listed previously meant the producer would likely intercept a thinner 
reservoir of only 25-30 m.  

Given the uncertainty with the average permeability of the target reservoir, the likely Productivity 
Index was estimated to range from: 

• High case: 8.5 m3/h/bar 
• Mid case: 6.5 m3/h/bar 
• Low case: 3.4 m3/h/bar 

Wellbore modelling was carried out to estimate the likely flowrate for a minimum dynamic water 
level of 300 m below ground (i.e., 100 m above the ESP to ensure that Non Condensable Gases 
would stay in solution). 

Results shown in Figure 6 indicate that under the Mid-case scenario a mass flowrate of 270 m3/h 
is achievable. 

The temperature of the geothermal fluid was predicted using the temperatures collected in the wells 
in the vicinity of the project. The geothermal gradient of 0.0325°C/m associated with well SAU2 
is consistent with indicated minimum and maximum gradients of 0.028°C/m and 0.04°C/m 
respectively. They are also consistent with the regional temperature map  published by the 
regulator. Using the geothermal gradient of 0.0325°C/m resulted in a predicted temperature of 
67.1°C +/- 3.5°C (i.e., 153°F) at the depth of the reservoir (1620 to 1750 m vertical). 
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Figure 6: Producer well characteristic curve 

 

Similar modelling was carried out to estimate the injection pressure and ensure the estimated 
pressure was less than 50 bar to meet the requirements set by the above-ground engineers. 

The electric consumption of the ESP is primarily a function of flowrate and the equivalent total 
head seen by the pump, as well as pump hydraulic and motor electric efficiencies but also friction 
losses through surface pipelines, filter and heat exchangers. 

The calculated electric power is shown in Figure 7. At the peak mass flowrate of 270 m3/h, the 
Coefficient of Performance (ratio of heat power to electric power) is about 14 while it is greater 
than 25 at 150 m3/h confirming the efficiency of the proposed geothermal solution for the project. 

In collaboration with the developer and the above-ground engineers it was concluded that 
geothermal has the potential to supply up to 13.3 MW thermal for the Mid-case scenario. The 
average power over a year was assessed to be 10.2 MW based on the actual process heat demand 
requirements. 

Those high power outputs are achieved because the injection temperature is lowered down to 
15°C using heat pumps. 
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Drilling costs were estimated for the specified system. These included: 

• Construction of platform and associated civil engineering,  
• Mobilization/de-mobilization of the drilling rig, 
• Fuel and Water, 
• Management and monitoring of drilling, 
• Drilling tools, 
• Acidification, 
• Transport and site logistics, 
• Supply of casings, 
• Accessories for cementing and tubing/screwing, 
• Cementations, 
• Sludge and sludge treatment, 
• Directional drilling (multi-drain excluded), 
• Mud Logging (geological monitoring), 
• Wellhead equipment 

The total capital costs were estimated together with all-inclusive operating costs estimated to 
(inclusive of electricity costs, corrosion inhibitor costs, regulatory monitoring including 
multifinger caliper surveys every 5-years, ESP replacements and a major workover to run a liner 
after 20 years). 

 
Figure 7: Electric power for Electric Submersible Pump (blue), injection pump (green) and total (orange) 
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6. Conclusion 
The process of brewing beer at an industrial scale is very energy intensive, and although there are 
numerous forms of electrical demand, the main energy input is heating and cooling.  

Most of these heat demands require temperatures between 50-80ºC (122-176ºF) with some such 
as wort boiling, kilning and cleaning in process requiring higher temperatures that can reach 100ºC 
(212ºF) and above. This puts the brewing industry in the perfect position to take advantage of 
direct use geothermal energy which, depending on the resource available on site, has the potential 
to deliver hot water or steam at the temperatures specified above.  

There are already various geothermal applications for the beer industry around the world. A few 
selected applications from Italy, Iceland and the United States were discussed in this paper. 
However, most of the documented existing applications have been opportunistic and made use of 
a nearby high temperature volcanic resource or used a natural hotspring. 

To demonstrate the potential for a greater utilization of geothermal energy in the beer industry, we 
present a case study from Europe where JRG Energy contributed to a subsurface assessment using 
primarily legacy oil and gas data. By reprocessing 2D seismic and analysing wireline data from 
offset oil and gas wells, it was identified that a permeable reservoir of up to 40 m thick was present 
underneath the case study site. 

The geoscientific work completed by the JRG team concluded that the proposed well was capable 
of producing 270 m3/h at 67.1°C +/- 3.5°C at a depth of 1.6-1.8 km vertical as long as adequate 
completion technology are used through the reservoir to maximise productivity. The thermal 
power generated is estimated to be 13.3 MW thermal. 

Given that >50% of the site’s hot water requirements are at 60°C the project has the potential to 
displace the natural-gas currently used onsite for this portion of the demand and be a major 
contributor to the decarbonization objective of the client. There is also potential to incorporate a 
high temperature heat pump into the system to meet the site’s remaining hot water requirements 
at 85°C however this requires further investigation and collaboration with the above ground 
engineering team. The developer is reviewing the project economics, but given the existing support 
policies in Europe, which include a drilling risk insurance for developer, it is anticipated that the 
project could progress to detailed design subject to surface studies currently being undertaken. 
While the reprocessing of 2D seismic allowed significant derisking of the project, the permeability 
of the reservoir remains uncertain, and it is proposed to acquire new seismic data to better 
characterize the target reservoir and identify well targets. 

This case study shows the potential for geothermal direct-use for the beer industry outside of 
existing conventional geothermal areas, such as in sedimentary basins of Europe and the United 
States where good quality legacy oil and gas data can be repurposed. 
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ABSTRACT 

The poultry broiler industry utilizes vast broiler shed buildings to house large numbers of young 
chicks that are bred for their meat. These buildings require precise thermal regulation to optimize 
the growth and health of the chicks during the early stages of development, and hence they have 
substantial heating and cooling energy demands. In 2018 in the U.S. alone there were more than 9 
billion broiler chickens produced, across approximately 25,000 family farms (National Chicken 
Council, 2021). New Zealand has a major agriculture industry and in 2022 approximately 19.25 
million chickens were raised for meat production.  

The interest in using geothermal energy for various agricultural applications involving heating and 
cooling is growing globally. Direct utilization of geothermal energy increased by over 50% 
between 2015 and 2020 (Lund and Toth, 2021). New Zealand has a strong history of utilizing high 
temperature resources for power generation, however there is a huge opportunity to develop some 
of its lower temperature resources for direct-use projects which the agricultural sector could benefit 
from.  

This paper summarizes a options appraisal case study evaluating direct use geothermal systems 
for supplying the heat demand of two chicken broiler sheds. The project is located in Central 
Waikato, New Zealand at a site known as the Mangakino Farm. The location is within the 
Mangakino Geothermal System, which has been estimated to have a total stored heat potential of 
between 887 PJ - 2229 PJ and can be applied to domestic, industrial, and commercial direct heat 
applications. The preliminary baseload heat demand of the broiler sheds used to house and raise 
chickens for consumption has been estimated at 2800 kW relative to the peak load of 4,000 kW. 
Based on the geothermal potential and the heat demand, nine different configurations for 
geothermal systems have been analyzed. The analysis considers multiple options including: 
utilization of existing geothermal wells in the study area, new drilling for open and closed loop 
systems, and the use of ground source heat pumps. Financial and risk analyses were undertaken 
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for each of the options to deliver recommendations on those that should be considered for a more 
detailed pre-feasibility study. This paper presents the results obtained for each option including 
expected outputs, benefits, challenges and construction costs. It then discusses the findings before 
presenting recommendations and conclusions for further works.    

1. Introduction 
This work evaluates the potential of incorporating geothermal heating systems into the design for 
twelve (12) chicken broiler sheds on their land at Mangakino Farm, Central Waikato, New 
Zealand. JRG Energy was contracted by the farm owners to conduct an initial options appraisal 
and pre-feasibility study for the use of geothermal energy at the site, The primary interest was to 
investigate any potential cost reductions (both CAPEX and OPEX) that could be achieved with a 
geothermal heating system as well as the associated carbon emission reductions. The site has the 
potential to host a number of different types of geothermal system, so the first step required was a 
high-level options appraisal of all applicable systems at the site. The results and analysis will 
enable the pre-feasibility study to focus in on the most promising options without needlessly 
investigating unfeasible options in detail. This explains the methodology used to achieve high-
level estimates at this stage, with the intention that further, more detailed calculations and 
modelling will be undertaken during the next stage. 

A broiler shed is a structure used to keep chickens for the production of meat. Chickens are grown 
to specific processing weight in sheds, where they are free to roam the shed floor and where they 
have ready and continuous access to feed and water. Broiler farms can also include an outdoor 
area adjacent to the sheds. Once birds are old enough, they have regular access to the outdoor range 
area in addition to the indoor shed space.  
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Figure 1: Chicken broiler shed used to house newly hatched chicks (Source: VIC broiler code 2009) 

Shed ventilation is typically provided by either natural cross ventilation across the shed width, 
modern tunnel ventilation systems, or a combination of extraction fans, natural ventilation and / or 
tunnel ventilation. The sheds HVAC systems are designed to vary the temperature throughout the 
year for optimum growth. The temperature requirement varies depending on the age of the chick 
and the relative humidity amongst other factors but usually is maintained between 30-34°C for 
young chicks and 21-25°C for adolescent chickens (can be lower with high stock densities) (Cobb 
Vantress Broiler Management Guide.  

The chickens are grown to an age of five to eight weeks. They are collected for processing at 
intervals within this period, depending on their weight and the requirements of the chicken meat 
processor. Each grower rears an average of approximately five and a half batches a year. 

The high heat demand of these sheds combined with societal movements toward carbon neutrality 
led the broiler developers to explore alternative solutions to supply the energy for the consistent 
indoor climate demands for the infantile poultry.  

Three geothermal wells (MA1, MA2, MA4) were drilled near Mangakino Farm between 1985 and 
1986 by the New Zealand Department of Scientific and Industrial Research (DSIR). These wells 
were drilled for exploration purposes and although some had generation potential, have never been 
used for geothermal production.  

The farm owner was interested in utilizing one of the better exploration wells (MA1) for heating 
in an open-loop system. Therefore, there was a need to understand the viability of repurposing 

2259



Steven, Gilliland, Joubert, Aguilera, Bignall 

MA1 for direct-use purposes and compare this to additional alternatives such as closed-loop or 
hybrid systems. 

2. Site Context 
Mangakino Farm is located on the eastern banks of Lake Maraetai, approximately 46 km SW of 
Rotorua, New Zealand. The site layout of Figure 2 gives an overview of the features of interest on 
the farm as well as the proposed locations of the broiler farms. 

 
Figure 2: Mangakino Farm – site layout in Waikato, New Zealand (WGS 84 / Pseudo-Mercato, EPSG: 3857). 

3. Geology and Resource Assessment 
3.1 Geological setting 

The Mangakino Farm extends over the Mangakino Geothermal System described as “the western-
most large system in the Taupō Volcanic Zone (TVZ)” in the Geothermal Module of the Regional 
Plan prepared by the Waikato Regional Council (2019). The TVZ is a region of intense volcanism, 
geothermal activity, and rifting, and a source for volcanic rocks at the surface and in wells across 
the North Island. 

The Mangakino near–surface geology as indicated in Rustandi et al. (2016) and Heron (2020) is 
dominated by young volcanic deposits and caldera-infilling Whakamaru Group ignimbrite, which 
are bounded to the east by rhyolite lava and pyroclastic strata of Mid-Pleistocene Ongaroto Group 
(Figure 2). Rustandi et al. (2016) also point to non-welded Oruanui Ignimbrite, re-worked fall 
deposits, and Late Pleistocene Hinuera Formation, which is a river-laid deposit of pumice sands, 
silt and gravel, accumulating in the vicinity of Lake Maraetai. 
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Figure 3: Surface geology and existing bores within a 2 to 4 km radius of the Mangakino Farm (Heron, D.W., 

2020; Waikato Regional Council, 2023), The red dashed lines are fault traces as inferred by Rustandi et 
al. (2016). 

3.2 Conceptual model 

‘The Mangakino geothermal system is located in a caldera setting and, the size and shape of the 
geothermal system is likely controlled by the volcanic structure (Rustandi et al., 2016). Heat 
transfer at Mangakino is inferred to be mainly conductive, except where convective fluid flow is 
associated with the fault zones, with possible feed zones around fault intersections (Figure 4). The 
magnitude of fluid recharge is influenced by controls on permeability, and intersecting open 
fractures may facilitate convective heat and fluid flow, whereas heat transfer by conduction is 
expected where fluid transfer is less developed. While three geothermal wells have been drilled in 
the Mangakino Farm, only MA1 provides substantial information regarding the potential 
geothermal system. This well targets the aquifer developed in the Reporoa Group, where 
temperatures up to 182 °C at 340 m were measured, consistent with the geochemical analysis done 
upon completion of the well. The geothermometry results indicates the presence an aquifer of 180 
- 200 °C with high permeability intervals between 350 and 550 m in the vicinity of MA1. 
Additional geothermometric results suggest distal conditions of 250 - 270 °. 
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Figure 4: Conceptual geothermal model modified from Rustandi et al. 2016, and key observations from existing 
wells. 

MA2 well targets the same Reporoa Group, and reaches temperatures up to 116 °C at 1,206 m. 
The targeted section of the Reporoa Group is reported to be low permeability resulting in MA2 
unlikely to flow. MA2 is assumed to be targeting the periphery of the geothermal reservoir, where 
temperatures are elevated but not as high as MA1. A geothermal gradient of 87 °C/km is calculated 
based on the temperature measurements and is expected to be representative of the peripheral 
geothermal conditions across Mangakino Farm.  

MA4 well was drilled to 1,919 m deep, and a high temperature zone was reported between 900 
and 1,000 m deep (i.e., no temperature value(s) recorded).  The well was never completed and is 
now suspended by an open-hole cement plug at 815 m. A Pressure-Temperature Survey (PTS) was 
carried out in 2017 reporting temperatures of 22 °C at 140 m, no record is available passed this 
depth. MA4 is now plugged and abandoned. 

Additionally, a water bore was drilled in for water purposes in the vicinity of the Mangakino 
cowshed (water bore referred to as “cowshed WB” in Figure 3), approximately 1 km north-east of 
MA1. The bore was never completed due to geothermal fluids encountered during drilling. The 
casing extended to 97 m deep, a warm water inflow was reported (~ 40 °C) at 130 m depth and a 
flow rate of 5,5 m3/h was estimated. These parameters suggest a slightly lower geothermal gradient 
and permeability than MA1’s, correlating with expected intermediate peripheral conditions of the 
geothermal reservoir. The bore is now plugged. 
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Geophysical resistivity surveys conducted in the Mangakino area were documented by Stagpoole 
and Bibby (1998) and Stagpoole (2021). Figure 5 shows the extent of the Mangakino Farm 
overlaying the resistivity maps (for a nominal array spacing of 500 m and 1,000 m which refer to 
the shallower and deeper resistivity inversions, respectively). The low resistivity areas shown by 
the “hot” purple/red colours can be an indicator of the contour of the clay cap and therefore 
delimiting the borders of the geothermal upflow and outflow. This resistivity map suggests that 
geothermal fluids would be found at a shallower depth around well MA1. Conversely, the location 
of the well MA2 appears to be distanced from the geothermal fluids. The intermediate position of 
well MA4 implies that the hottest geothermal fluids could be encountered at a greater depth than 
at the location of MA1 but shallower than at MA2. Possible evidence of this is the high temperature 
zone reported in Mercury’s drilling reports between 900 and 1,000 m depth at MA4. 

 

Figure 5: Electric resistivity maps of Mangakino with: (left) nominal array spacing 500m; (right) nominal array 
spacing 1,000 m (Stagpoole, 2021) 

Temperatures reported at MA4 and the cowshed WB are shallow measurements / observations and 
could be influenced by localized changes of shallow lithologies or groundwater. Without 
additional supporting material (e.g., drilling report, logging details), deeper measurements or 
geological description(s), these temperature values are out of context and challenging to interpret. 
For this reason, this study focusses on MA1 and MA2 data, and existing geophysical datasets. 
Therefore, a geothermal gradient of 87 °C/km -based on MA2 temperature measurement- is 
assumed to be representative of the gradient distant to the feed zones (i.e., at the broiler shed 
locations). This gradient is used for the calculations of the geothermal systems’ characteristics 
assessed for the heat supply options of the broiler sheds. This is a conservative approach 
considering that around MA1 and MA4 the geothermal gradient is expected to be higher according 
to the resistivity interpretations and the findings in well MA1. 

3.3 Resource estimation 

The geoscience evaluation suggests there is potential for geothermal energy at Mangakino Farm 
to be applied to domestic, industrial, and commercial direct heat applications. The best indication 
of heat capacity from the Mangakino area comes from an investigation by Rustandi et al. (2016) 
estimating a total stored heat in the system to be between 887 PJ and 2229 PJ. This range is 
consistent with an earlier report by SKM (2002) that calculated the Mangakino geothermal system 
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as a 1500 PJ stored heat resource. Rustandi et al. (2016) used a stored heat assessment following 
The Australian Geothermal Code Committee (2008) guidelines, and ‘probabilistic’ Monte Carlo 
simulation and estimated ranges for reservoir parameters. Their Monte Carlo simulation, based on 
50,000 trial simulations, shows total stored heat of 887 PJ at Percentile 10 (P10 / pessimistic 
scenario), 1392 PJ at P50 (moderate scenario) and 2229 PJ at P90 (optimistic scenario).  

4. Anticipated Energy Demands 
Shed heating systems can be used for the distribution of the heat inside the chicken broiler sheds. 
The heating system is comprised of finned pipe radiators as the heat emitters, which are fed by hot 
water. 

Each broiler shed can be fitted with 250 kW of spiraflex-type finned radiators in order to satisfy 
the heating requirements. The radiators would have the requirements specified in Table 1. This 
heating installation would result in a total demand of 4,000 kW (Table 2). 

Table 1: Spiraflex finned radiator specifications 

Parameter Value 
Capacity  250 kW 
Flow rate 20,000 L/hour 
Water temperature 80 °C 

 

Table 2: Broiler shed peak heating demands 

Parameter Value 
Total heating load per shed (kW) 250 kW 
Future number of sheds 16 
Total heating load (future) 4,000 kW 

 

The heat average demands are assumed based on Baxevanou, et. al (2014), and De Vries, et al 
(2010). These give a range of 60-80 kWh/m2 for annual energy consumption in poultry houses. It 
should be noted that these estimates are not specific to the region and further refinement of the 
energy demands are necessary during the next stages of the feasibility study to establish a more 
accurate assessment of the energy demands. Assuming that 90% of the energy is for heating, it is 
estimated that a total of 16 sheds (16 total) will have a combined heating demand of around 3,050 
MWh/year. For clarity, no heat losses or gains from the distribution have been accounted for in 
the load assumptions. 

In reality, the heating system will only be required to deliver the peak heating and cooling demands 
for a small portion of the year during the coldest periods of weather. Due to the high capital costs 
associated with geothermal systems it is usually recommended that systems are sized to meet 
baseload requirements, with a secondary heating system such as air source heat pumps (ASHPs) 
or gas boilers being used to provide the peak demands. In this analysis, we have considered that a 
better estimation of the baseload demand is 70 % of the peak demands (Table 3). 
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Table 3: Broiler shed baseload heating demands. 

Parameter Value 
Total heating baseload per shed (kW) 175 kW 
Future number of sheds 16 
Total heating baseload (future) 2,800 kW 

5. Geothermal Systems  
In order to properly assess the best geothermal system to be used for the broiler sheds, it is 
necessary to compare the most applicable systems for the site on a technical basis first, before 
examining the financial implications as the next step. Based on the site considerations four (4) 
different system concepts are considered: closed-loop systems (horizontal and vertical), open-loop 
system, closed-loop retrofitted withing existing well and ground source heat pump (GSHP). 

5.1 Closed-Loop System – Direct Use 

Closed-loop geothermal systems use a network of underground loops (water pipes) to absorb 
naturally occurring heat from the subsurface geology, and transfer it to the end user. The system 
usually circulates water or a water and antifreeze solution through the ground loops as the working 
fluid. There are two main closed-loop system configurations – horizontal and vertical systems. 

5.1.1 Horizontal Closed-Loop Systems 

Horizontal systems involve installing a wide array of pipework near to the surface and is often 
only appropriate where a property has large areas of accessible, unused, and unprotected land 
(Yüksel et al. 2022). Horizontal systems have lower installation costs compared to vertical 
systems. As a rule of thumb, approximately 20-30 W of heat can be extracted per square meter of 
trenched pipework (EECA and GNS Science, 2013). To meet the heat demand of 2,800 kW for 
the proposed broiler sheds (Table 3), approximately 93,000 - 140,000 m2 of land would require to 
be dug up which would cause large scale disruption across the farm and risks sterilizing the land 
for future use (it can be difficult to protect shallow buried pipe in an agricultural setting). For these 
reasons, although Mangakino Farm have an extensive area of farmland available for use, horizontal 
collectors have currently been deemed unfavorable for this project. 

5.1.1 Vertical Closed-Loop Systems 

Vertical systems are typically made up of multiple boreholes up to 200 m deep (although deeper 
boreholes are also possible) in which the Borehole Heat Exchangers (BHE) are installed (Toth et 
al. 2017). They require far less land area compared to horizontal systems, although they have 
higher installation costs. The BHEs are usually either a U-pipe design or coaxial pipes, however 
there are numerous configurations possible as some shown in Figure 5. 
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Figure 6: Examples of vertical closed-loop systems (Fadejev et al. 2017). 

5.2 Open-Loop System – Direct Use 

Open-loop systems use a body of water such as groundwater or a geothermal reservoir as the heat 
source (Abesser, 2010) (Figure 6) . If the well is not naturally discharging, a pump draws water 
from an extraction well directly to the heat exchanger, where heat is extracted. The system 
discharges the water either to an above ground body of water or back underground through a re-
injection well. The undisturbed temperature of groundwater/reservoir is practically constant all 
year long and as such, is the best carrier of thermal energy. 

Open-loop systems are more efficient than closed-loop systems and require fewer boreholes 
(although of a very different design and cost) to achieve the same power output so take up much 
less space. Despite these advantages, open-loop systems require subsurface systems containing an 
accessible aquifer and suitable flow rates/temperatures to meet the energy demands of the building. 
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Figure 7: Example of open-loop geothermal system used for residential heating. Image taken from The British 

Geological Survey website: https://shop.bgs.ac.uk/Shop/Product/GRC_C108. 

The location of the broiler sheds in relation to well MA1 means that is difficult to estimate the 
subsurface conditions and geothermal parameters that will be encountered at greater depths for an 
open-loop system. It can be seen in Figure 4 that broiler shed 2 lies on the edge of the low resistivity 
with an array spacing of 500 m which suggests that a well would reach similar high temperatures 
than that of MA1 at a greater depth.  Therefore, although it is unlikely that a well at the location 
of the broiler shed 2 would achieve the same temperatures as those encountered at MA1 (185°C), 
it was decided that achieving 70% of the temperature at the same flow rate would be a reasonable 
assumption. 

Broiler shed 1 lies just within the low resistivity zone as indicated by the array spacing of 1000 m, 
therefore it is estimated that a well at this location would reach high temperatures at greater depths 
than that at the broiler shed 2.  

5.3 Closed-Loop Retrofitted Within Existing Well 

Another version of a closed-loop system utilises a single well that is drilled into a geothermal 
reservoir (such as the existing MA1 well at Mangakino Farm) and installs closed-loop piping 
within the well to act as a subsurface heat exchanger (Figure 7). This set up would be configured 
as either a closed U-tube or a closed co-axial pipe as shown below. 
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Figure 8: Example of closed-loop retrofitted system inside an existing geothermal well. Modified from HAGE 

MEANY (2008). 

The main difference between this retrofitted closed-loop system and the closed-loop systems 
discussed in 5.1.1 is that the heat transfer method in an existing well is convective, whereas the 
closed-loop systems discussed in Section 5.1.1 use conductive heat transfer due to the grout 
installed within the borehole. 

5.4 Ground Source Heat Pumps (GSHPs) 

For some projects, the geothermal resource available at the site is not of a high enough temperature 
to meet the heat demands, especially when heat losses in fluid transport are considered alongside 
the efficiency of heat exchangers. In cases such as these, GSHPs can be used in combination with 
any of the direct use systems (open/closed) to achieve higher fluid temperatures. The heat pump 
units consume electricity to achieve this boost in temperature but generally operate at high 
efficiency. 

6. Technical Analysis 
Based on the above mentioned geothermal systems we evaluated for the Mangakino Farm project, 
the three most credible configurations to extract and supply the heat demand are selected as: 
Closed-loop system with GSHP, open-loop systems, and a closed-loop retrofitted within existing 
well.  

6.1 Closed-loop systems with GSHP 

Using the estimated average ground temperatures and thermal gradient at the site, along with the 
estimated thermal conductivities encountered at different depths it was possible to carry out 
calculations to estimate the number of boreholes (BH) required to meet the heat demands of the 
broiler sheds. This calculation was performed for various depths of boreholes to allow a 
comparison to be made based on capital cost. It should be noted that these calculations are high-
level and to achieve more accurate results, a more detailed modelling would be required. 
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Using information obtained during the resource evaluation and the site assessment, the 
assumptions are compiled in Table 4 below. 

Table 4: Closed-loop system assumptions 

Parameter Value 
Heat Pump Capacity 2,800 kW 
Heat pump Seasonal Coefficient of Performance (SCOP) 3.5 
Depth of boreholes 200m, 400m and 800m 
Geothermal gradient 87 °C/km 
Full Load Equivalent running hours – FLEQ 1089 hrs 
Estimated ground thermal conductivity (weighted average) 1.44 W/m/K 
Estimated average ground temperature 20 °C 
Maximum power to be extracted per unit length of borehole 40 W/m 

 

For the ground temperatures anticipated at the broiler shed sites at depths that are economically 
viable for closed-loop systems, it is clear that GSHP units would be required to meet the 
temperature and heat demands of the heating system. Therefore, the following calculation process 
was used: 

𝑮𝑮 = 𝑯𝑯(𝟏𝟏 − 𝟏𝟏
𝑺𝑺𝑺𝑺𝑺𝑺𝑺𝑺

)                                           ( 1 ) 

where G is the maximum power to be extracted from the ground, H is the Heat Pump capacity in 
kW, and SCOP is the Seasonal Coefficient of Performance.  

𝐿𝐿𝑏𝑏 = 𝐺𝐺
𝑔𝑔
       ( 2 ) 

Where Lb is the length of the ground heat exchanger, and g is specific heat power extraction from 
the ground (W/m) which can be estimated using the average ground temperature, estimated 
ground thermal conductivity and the Full Load Equivalent running hours (FLEQ).  

𝐿𝐿ℎ = 2𝐿𝐿𝑏𝑏       ( 3 ) 

Where Lh is the length of the ground heat exchanger active elements 

𝐵𝐵𝐵𝐵 = 𝐿𝐿𝑏𝑏
𝐷𝐷

       ( 4 ) 

Where D is the depth of the boreholes. 

6.2 Open-loop systems 

Open-loop systems were deemed to be a sensible option to investigate for this project. The flow 
resource assessment along with the well data available from MA1 indicates that high flow rates 
would be achievable from the reservoir, which translates to a high heating capacity without the 
need to drill numerous production wells. The presence of MA1 also offers large savings in 
drilling capital costs. 

The output available from an open-loop system can be estimated using the simple equation:  
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𝑄𝑄 = �̇�𝑚𝐶𝐶𝑝𝑝∆𝑇𝑇      ( 5 ) 

Where Q is the power output of the system, ṁ is the mass flow rate of the geothermal fluid, Cp is 
the specific heat capacity of the geothermal fluid, and ∆T is the temperature drop across the heat 
exchanger. 

For open-loop systems, it is possible to drill to greater depths whilst maintaining economic 
viability due to the small number of wells required to achieve the same output. It is anticipated that 
an open-loop system would not require a heat pump. 

6.3 Closed-loop retrofitted within existing well 

For this scenario, the retrofitted closed-loop can be modelled as a single pass heat exchanger in 
the subsurface. As mentioned previously, it is necessary to bleed the fluid within the well at a 
low flow rate to ensure that the well maintains a fresh supply of hot fluids to enable the heat 
exchange. A bleed rate of 2 kg/s was assumed. The remaining assumptions were gathered from 
data that was provided for well MA1 (Table 5). 

Table 5: Open-loop system assumptions 

Parameter Value 
Geothermal fluid bleed rate (ṁh) 2 kg/s 
Specific heat capacity of geothermal fluid (cph) 4.425 kJ/kgK 
Cold fluid flow rate (ṁc) 5.54 kg/s (20,000 L/s) 
Specific heat capacity of cold fluid (cpc) 4.184 kJ/kgK 

 

The method used for analyzing the geothermal fluid input conditions and the heat transfer (q) 
across the subsurface heat exchanger is shown below: 

Q =  �̇�𝑚𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐(𝑇𝑇𝑐𝑐𝑐𝑐 − 𝑇𝑇𝑐𝑐𝑐𝑐) = �̇�𝑚ℎ𝑐𝑐𝑝𝑝ℎ(𝑇𝑇ℎ𝑐𝑐 − 𝑇𝑇ℎ𝑐𝑐)                                                                   (6) 

�̇�𝑚𝑐𝑐𝑐𝑐𝑝𝑝𝑐𝑐
�̇�𝑚ℎ𝑐𝑐𝑝𝑝ℎ

= (𝑇𝑇ℎ𝑖𝑖−𝑇𝑇ℎ𝑜𝑜)
(𝑇𝑇𝑐𝑐𝑜𝑜−𝑇𝑇𝑐𝑐𝑖𝑖)

                                                                                                 (7) 

With the subindexes “c” and “h” refers to cold and geothermal fluids, respectively. The indexes 
“i” and “o” refers to input and output, respectively. Using the assumptions in Table 5, it was 
calculated that 𝑚𝑚ℎ̇ 𝐶𝐶𝑝𝑝ℎ <  𝑚𝑚𝑐𝑐̇ 𝐶𝐶𝑝𝑝𝑐𝑐 for which the maximum possible heat transfer (qmax) is defined 
by the cold fluid being heated to the temperature of the hot fluid inlet 

𝑇𝑇ℎ𝑐𝑐 → 𝑇𝑇𝑐𝑐𝑐𝑐                                       ( 8 ) 

𝑞𝑞𝑚𝑚𝑚𝑚𝑚𝑚 = (�̇�𝑚𝐶𝐶)𝑚𝑚𝑐𝑐𝑚𝑚(𝑇𝑇ℎ𝑐𝑐 − 𝑇𝑇𝑐𝑐𝑐𝑐) = 824 kW    ( 9 ) 

It is likely that this type of system would be limited to a theoretical maximum output of 824 kW, 
however considering the efficiencies of heat exchangers the actual maximum output will be less 
(< 741 kW). Using a conservative approach, a 250 kW system (enough to serve one broiler shed) 
has been used for comparison, although it is likely that a 500 kW system could be feasible with 
the right heat exchanger system. 
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6.4. Optional configurations 
The options for geothermal systems available to the site based on the resource assessment and the 
estimated energy demands are summarized in Table 6 (options A to H). High level estimates of 
anticipated capacity are provided, along with installation limitations and considerations associated 
with each system. The systems considered include shallow closed-loop systems (standard 
boreholes, options A1 and A2), deep closed-loop systems (options B and C), a standard open-loop 
system utilizing well MA1 with one additional reinjection well (option D), and a closed-loop 
system retrofitted into well MA1 (option E). Additional systems evaluated are a combination of a 
shallow closed-loop system with a open-loop using MA1 (option F), two open-loop systems using 
well MA1 and an additional new well (option G), and the assignation of a open-loop system at 
each broiler shed location (option H). 

Some of the geothermal systems considered such as the open-loop options have the capacity to 
exceed the total baseload heating demand of the site, however the baseload heating demand was 
used as a target, assuming that heat exchangers and pumps would be designed so that the system 
output matches the demand.  

Table 6: Results of options assessments. 

Option Estimated total 
heating capacity 

Depth Estimated number  
of boreholes 
required 
 

A1. Closed-loop GSHP 
system (200 m boreholes) – 
conservative (conductive 
system) 

2,800 kW 200 m 250 

A2. Closed-loop GSHP 
system (200 m boreholes) – 
optimistic (convective 
system) 

2,800 kW 200 m 125 

B. Closed-loop GSHP 
system (400 m boreholes) 
(conductive system) 

2,800 kW 400 m 125 

C. Closed-loop GSHP 
system (800 m boreholes) 
(conductive system) 

2,800 kW 800 m 50 

D. MA1 Open-loop system 2,800 kW 608 m 1 x existing 
production well 
1 x new re-injection 
well 

E. MA1 Closed-loop retrofit 250 kW 48 m 1 x existing 
production well 
0 x additional wells 

F. Closed-loop boreholes 
(200m) & MA1 Open-loop 

2,800 kW 200 m boreholes 
600 m open-loop 
reinjection well 

125 closed-loop 
boreholes 
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1 additional re-
injection well 

G. MA1 Open-loop system 
& New Open-loop system  

2,800 kW 600 m 1 x new production 
well 
2 x new re-injection 
wells 

H. New Open-loop system 
installed at each broiler 
farm (x2) 

2,800 kW 600 m 2 x new production 
wells 
2 x new re-injection 
wells 

 

 

8. Financial and Risk Analyses 

In this section, the financial analysis consists of the CAPEX estimation and a risk matrix is 
presented for each of the nine optional configurations for the geothermal systems. The risk matrix 
indicates an overall risk score estimated from the likelihood and consequence of different technical 
and financial (CAPEX) events. 

8.1 Financial 

The initial capital investment (CAPEX) of geothermal heating systems typically includes field 
costs and plant costs. The preliminary cost estimates for the field development presented in this 
section contain the mobilization, drilling, ground works (trenching/piping), and open-loop specific 
works such as well testing and (applied to options utilizing MA1). The plants’ cost estimates 
include the machinery and equipment such as heat pump units, ground loops, controls, pipe 
manifolds, glycol and other accessories, as well as the labor for heat pump/heat exchanger 
installation. 

The Table 7 presents the CAPEX estimated for each geothermal system options previously detailed 
in Table 6. It should be noted that these figures are high level estimates based on similar projects, 
pricing available online, and industry experience. Given the large scale of the project and the high-
level capacity calculations undertaken it is likely that these cost estimates will change if the options 
are refined and more realistic pricing is achieved. However, these costs are of a sufficient standard 
to allow comparisons between the options available and to determine which would be the most 
economically feasible. 

It is intended that more accurate costs will be produced for the options carried forwards to the 
detailed feasibility study after consulting with suppliers and contractors. 
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Table 7: Estimated CAPEX costs for each option assessed. 

Option Estimated 
plant costs 
(NZD $) 

Estimated field 
costs (NZD $) 

Total CAPEX 
estimate 
(NZD $) 

$/kW capacity 
provided 

A1 $2.52 m $10.31 m $12.82 m $4,580 
A2 $2.49 m $5.24 m $7.73 m $2,761 
B $2.49 m $11.51 m $14.00 m $5,000 
C $2.47 m $10.25 m $12.73 m $4,545 
D $0.25 m $6.16 m $6.40 m $2,430 
E $0.04 m $2.85 m $2.89 m $11,546 
F $1.42 m $8.58 m $10.01 m $3,573 
G $0.28 m $4.99 m $5.27 m $1,883 
H $0.28m $3.25m $3.53m $1,260 
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8.2 Risk 

Further to the challenges and limitations discussed for each option in the previous sections, five 
high-level risks stemming from the direct-use options assessed have been identified. The Risk 
Matrix presented in Table 8 aims to capture the likely causes and main impacts of each risk, as 
well as key mitigation measures to consider. A full risk matrix for the study was created, however, 
for the purpose of this paper, only the top five risks were selected.  

In the Risk Matrix, a Likelihood score, ranging from 1 to 5. (1 being Very Unlikely to 5 being 
Almost Certain), and a Consequence score, ranging from 1 to 5 (1 being Negligeable to 5 being 
Extreme) are assigned to each risk. The risk is then given an overall score of 1 to 10 calculated by 
adding Likelihood to Consequence. 

Table 8: Risk Matrix 

Risk Options 
applicable 

Likelihood Consequence Overall 
risk 
score 

Management/Mitigation strategies 

Increased 
CAPEX 

All 
options 

POSSIBLE MAJOR 7 The risk of CAPEX increase may be 
reduced with the assistance of 
experienced teams raising awareness 
regarding the potential costly 
challenges to be faced during project 
development and drafting contingency 
plans to mitigate financial losses at 
keys stages. 

Inadequate 
exploratory 
study 

All 
options 

POSSIBLE MAJOR 7 The most effective risk reduction is 
achieved by sequentially applying the 
exploration techniques appropriate for 
the geological setting, followed by 
experienced interpretation.  
Drilling slim holes (instead of full-size 
exploration wells) may be needed to 
improve confidence in the conceptual 
model.  
It may be the case that the data 
available in a certain basin/area is 
adequate and will be sufficient for 
accurate conceptual models, however, 
this will need to be assessed in a case-
by-case manner to mitigate financial 
and technical risks. 

Scaling and 
Corrosion 

D, E, F, G, 
H 

LIKELY MODERATE 7 Risks of scaling and corrosion fluids 
should be captured from the very early 
staged as it will impact both CAPEX 
and OPEX. Fluid chemistry related 
problems need to be effectively 
managed through operation strategy, 
well design, material selection and 
chemical treatments – if needed. 
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Well 
productivity 
lower than 
expected 

D, E, F, G, 
H 

POSSIBLE MAJOR 7 The productivity and yield of the 
production well will be confirmed 
upon completion of well testing. The 
best way to mitigate against poor well 
productivity is through detailed 
resource assessment prior to drilling 
exploratory wells, however this does 
not guarantee results.  

Geothermal 
reservoir not 
present at 
broiler farm 
locations 

D, E, F, G, 
H 

POSSIBLE MAJOR 7 The presence of the geothermal 
reservoir at targeted depths beneath the 
broiler farm locations can only be 
confirmed by drilling exploratory 
wells at each location. It is possible to 
de-risk this further by conducting 
seismic surveys, however this is not 
seen as being cost-effective for a 
project of this scale.  
The best form of mitigation is to drill 
slim hole wells where possible. In the 
case where the geothermal reservoir is 
not encountered by the targeted well, it 
may be possible to utilize the well as a 
re-injection well for another system 
option so that it does not become a 
stranded asset. 
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9. Conclusion and Discussions 
The analysis carried out gives an understanding of the potential direct use geothermal systems that 
are able to meet the heat demand of two broiler shed farms. The proportion of the heating demand 
that the each system can deliver is key for the project, along with the costs relative to any of the 
suggested system configurations under consideration.  

At this stage in Mangakino Farm project development, all geothermal systems are to be compared 
to an estimated capital cost of $1,000 / kW for a gas heating system. It is important to note that 
this is a capital cost comparison only. One of the main advantages that geothermal systems have 
the potential to offer over gas systems is operational cost savings. This should be considered in 
further more detailed study and it is possible that some geothermal system options that have a 
higher cost per kW when compared to gas, may still be a good investment due to lower operational 
costs resulting in a return on investment. 

From the current assessment, there are numerous options considered that have the potential to 
provide the full heat demands of the planned broiler shed developments across both closed-loop 
and open-loop systems. The closed-loop GSHP systems (Options A1, B and C) have the highest 
total capital costs largely due to the extensive drilling required and the large number of heat pump 
units. These costs are much higher than the gas system estimates. However, it is important to be 
aware that these are conservative estimates and ,as discussed at various points through this study, 
it may be possible that the number of boreholes required for these systems is greatly reduced in 
the event that the reservoir is found at the proposed drilling sites. In this situation Options A1, B 
and C could become much more financially competitive with gas systems. Option A2 has been 
included to show the potential change in costs that could be expected if the reservoir is found at 
the proposed drilling sites. The savings are substantial; however they are still not competitive with 
gas systems. 

Given the minimal price difference between the closed-loop options, and after consulting with 
local drilling contractors, 200 m boreholes (Options A1 and A2) are considered to be the most 
favorable. Although the area required will be larger, the feedback from the drilling contractors 
indicated that the additional costs associated with drilling deeper would likely not be worth the 
additional heat gains in this area. This would need to be reconfirmed at the detailed design stage. 
It should be noted that as mentioned in Section 6.1, the capacity calculations for the closed-loop 
options require refinement during the detailed feasibility stage, which may result in a slightly 
different number of boreholes required to meet the peak demands. 

Option D has the capacity to meet 94% the full heating demands of both proposed broiler sheds (a 
gas peaking system could easily supply the remaining demand) whereas option E could only meet 
9% and so should only be considered as part of a larger heating system. From the analysis 
conducted, option E was deemed to be a significantly more expensive option compared to others 
when looking at the cost per kW provided and is therefore considered to be an unfavorable option 
to explore further. Option D on the other hand, offers a reduced cost per kW although still 
significantly higher than the estimated cost of a gas system. This is primarily due to the costs 
associated with the surface pipework required to transport hot water large distances from MA1 to 
the broiler sheds. Having consulted with pipework specialists it is clear that distances involved, 
combined with the temperatures of the fluid which require insulated steel pipework, mean that the 
surface pipework becomes a complex installation due to pipe expansion considerations. One option 
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to reduce costs would be to utilize MA1 for broiler shed 2 which is closer and implement a closed-
loop system at the broiler shed 1. This combination is explored in option F, however the results 
show that the cost per kW of heat produced is much higher then option D and so it is not considered 
to be a good option.  

It would only recommend considering use of MA1 in an open-loop system if the higher certainty 
of resource compared to other options is valued highly. Otherwise, it is difficult to justify. Option 
G is one of the less expensive options discussed that are capable of totally satisfying the demand, 
however it is not considered to be a favorable option due to the utilization of MA1 which has 
already been discussed above.  

As outlined in this study, after reviewing the resource information available, it is clear that the best 
geothermal heating option available at Mangakino Farm in terms of capacity and price will be 
highly dependent on how far the reservoir targeted by MA1 extends across the site’s subsurface 
environment. Although it is dependent on the resource found at the broiler shed locations, option 
H would be the most favorable of all those considered within this studywith a CAPEX of $3.53 
million to meet 100% of the heating demands. Unfortunately, the information available on MA4 
and from the water bore drilled at the Mangakino Cowsheds has not provided enough insight to 
reduce the uncertainty around the resource for this option. 

9.1 Future Recommendations 

Considering all of the information available and the results of the analysis undertaken, it is 
recommended that the following options are taken forwards to a more detailed pre-feasibility 
study: 

• Option A – closed-loop GSHP system (200 m), 
• Option H – New Open-loop systems (x2). 

Despite option G having a high CAPEX cost and complexities associated with the construction of 
the surface pipework, it could be considered as an alternative option in the scenario where 
exploratory drilling for option H finds a poor resource. It is expected that it would be possible to 
use any exploratory well as the re-injection well that would be required as part of the option G 
system (reducing the risk of creating a stranded asset). 

The scope of the pre-feasibility study would include: 

• energy demand modelling,  
• numerical modelling of the options considered using industry standard software to estimate 

temperature response over time,  
• outline designs for boreholes/wells, 
• Indicative wellfield layout, connecting pipe runs and headers, 
• refinement of capex estimates and inclusion of OPEX estimates,  
• financial modelling over project lifetime.  
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ABSTRACT 

The geothermal energy industry has seen exponential growth in the amount of operational data 
produced from geothermal sites across the globe with the continuous advancements in sensor and 
data storage technologies. These developments have allowed operators to install data-capture 
devices across the geothermal value chain at significantly lower costs when compared to a decade 
ago. These large datasets have made more advanced control strategies feasible, resulting in more 
reliable and safer management of geothermal installations. Still, the industry has a consensus that 
more can be done with the large volumes of data available, especially with the democratisation of 
data-heavy approaches such as machine learning and other artificial intelligence tools. 

In this study, we investigate potential pump cavitation events in circulating feed pumps deployed 
in a geothermal binary power plant. The feed pumps have been in operation for over a decade but 
have been experiencing episodes wherein the pumps were drawing in lower power even while 
pump speeds were maintained at the same levels. The occurrence of such events has puzzled 
operators given that the pumps operate within design conditions and the working fluid level in the 
accumulation tank upstream of the pumps is maintained to ensure enough head is available to avoid 
pump cavitation. Power plant operators have logged five such events within one year but believe 
that such events have probably happened more times across several running pumps. 
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A workflow based on systematic time-series feature engineering and semi-supervised machine 
learning was applied to identify other similar events across all the feed pumps within the last six 
years of available pump utilisation data that operators may not have logged. The model-predicted 
events are then submitted to the power plant domain experts to validate and use in succeeding 
model runs. The primary objective of this task is to increase the number of labelled event samples 
in the available data, which can be used for further analysis to aid in diagnosing potential drivers 
of such pump cavitation events and even as inputs for other machine learning models. The 
workflow applied in this study can be used as a foundation for developing fit-for-purpose tools 
that can automatically detect abnormal operating conditions for different components and systems 
within geothermal operations. 

1. Introduction  
The worldwide expansion of geothermal capacity has decelerated since its rapid growth from the 
mid-1970s to the mid-1980s (Huttrer, 2000, 2021; Lund, 2000). Older geothermal facilities are 
now facing the long-term consequences of extensive extraction of mass and heat from subsurface 
reservoirs, as well as the deterioration of above-ground infrastructure, with many of these facilities 
approaching or reaching the end of their lifespan (Allis & Lumb, 1990; Dobson et al., 2020; Goyal 
& Conant, 2010; Salonga et al., 2004). Fortunately, the increasing demand for more reliable 
geothermal operations aligns with the advancements in sensor and data-driven technologies. Data 
plays a crucial role in monitoring and preserving the health of geothermal resources, ensuring the 
dependable operation of systems that capture and convert energy from the Earth. 

Researchers have used power plant sensor data to assess and monitor system performance. Several 
studies looked at using thermodynamic analyses to identify points in the system that could be 
optimised with respect to various performance metrics (Bettagli & Bidini, 1996; DiPippo & Moya, 
2013; Keçebaş et al., 2012; Pambudi et al., 2013; Rudiyanto et al., 2023; Ruliandi, 2015; Senturk 
Acar, 2021; Yılmaz et al., 2016). These studies have found that many of the geothermal power 
plants worldwide are already operating close to optimal conditions, while a significant injection of 
capital is needed to implement design and operational changes to enhance performance 
(Hernández Martínez et al., 2019; Okgedik et al., 2016; Pambudi et al., 2013; Rudiyanto et al., 
2023). 

Like other sectors, the geothermal industry has seen unprecedented growth in the volumes of data 
being generated at every point of the geothermal value chain. There has also been an increasing 
number of research publications related to analysing and using these datasets to improve the 
performance and reliability of geothermal systems (He et al., 2018; Huang et al., 2020; Jiang, Qin, 
Cladouhos, et al., 2022; Jiang, Qin, Faulder, et al., 2022; Keçebaş & Yabanova, 2013; Michael et 
al., 2023; Ruliandi, 2015; Zulkarnain et al., 2019) Substantial research has emerged that relates to 
the application of machine learning to identify and characterise the subsurface geothermal 
reservoirs (Okoroafor et al., 2022). Furthermore, some studies investigate the use of similar 
techniques for the above-ground side of geothermal operations, with various models being 
developed for design optimisation (Arslan & Yetik, 2011; Buster et al., 2021; Senturk Acar, 2021; 
Xu et al., 2020; Zhi et al., 2019), condition monitoring (Ruliandi et al., 2021; Siratovich et al., 
2022; Yan et al., 2021), performance enhancement (He et al., 2018; Keçebaş & Yabanova, 2013; 
Langiu et al., 2022; Ling et al., 2022; Yilmaz & Koyuncu, 2021), and fault detection (Liu et al., 
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2021; Michael et al., 2023; Zulkarnain et al., 2019). The existing literature also covers various 
geothermal energy conversion systems, such as conventional geothermal power plants, binary 
cycle plants, ground source heat pumps, and geothermal-powered district heating systems. 

Quantifying the overall performance of a geothermal power plant is challenging (DiPippo, 2015; 
Zarrouk and Moon, 2014), but power plant reliability and availability is an essential consideration 
in theoretical and practical applications. In this work, we analyse data from the circulation feed 
pumps of a geothermal-powered organic Rankine cycle (ORC) plant that has experienced 
cavitation episodes that have affected power plant up-time. The power plant operators are aware 
of these events, but only a few such events have been extensively documented. Any machine 
learning and purely data-driven studies to diagnose and predict the occurrence of these events 
require a larger sample of these events to achieve robust results. However, plant operators and 
other domain experts do not have the necessary resources to perform an exhaustive annotation of 
the available data. Thus, in this work, a workflow based on feature-based time-series analytics and 
semi-supervised machine learning is applied to identify other occurrences of abnormal events in 
the existing data which have not been previously documented. 

2. Description of geothermal ORC plant and available data 
The Te Huka power plant is an ORC binary power plant located at the Tauhara geothermal field 
within the Taupo Volcanic Zone, New Zealand (Castillo Ruiz et al., 2021). Te Huka power station 
has been generating clean, renewable energy since its commissioning in 2010, with average annual 
electricity production of 209 GWh. There are two (2) production wells that feed geothermal fluid 
into two (2) generating units with a nominal capacity of 24MWe. At Te Huka, the primary working 
fluid of the binary plant is n-pentane. Steam, separated from the two-phase fluid from the 
production wells, supplies the primary heat input in the vaporisers where the working fluid is 
vaporised and superheated. Additional energy is also provided by the separated brine at heat 
exchangers before the main vaporiser. The superheated n-pentane drives the turbines and is cooled 
back to a liquid state using an air-cooled condenser unit. The liquid n-pentane flows into four (4) 
centrifugal feed pumps that push the working fluid back to the vaporisers to restart the heating 
cycle. The condensed geothermal steam and separated brine exit the heat exchanges and are 
reinjected into the subsurface reservoir. A high-level view of the Te Huka power plant is shown in 
Figure 1. 
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Figure 1. Simplified schematic diagram of the Te Huka binary plant located in New Zealand showing the major 

components of the surface facility. 

The data utilised in this study for analysis and model development is taken from sensors installed 
on the individual feed pumps. Measurements are made in real-time but have varying sampling 
rates and magnitude across the different monitored system parameters and periods covered. 

3. Abnormal ORC feed pump behaviour 
Feed pumps are one of the major systems that are present in most ORC plants (Castillo Ruiz et al., 
2021; Langiu et al., 2022). The pumps guarantee that there is enough pressure and fluid flow 
throughout the rest of the system. Operationally, the pumps are controlled so that the working fluid 
level within the vaporiser is maintained at a particular set point. Upstream of the pump, a vessel 
accumulates liquid pentane from the condenser unit to ensure enough working fluid flows into the 
pump and avoids problems such as cavitation.  

During regular operation, the pumps are operated automatically by a control system that attempts 
to maintain the working fluid level within the vaporiser. When the fluid level in the vaporiser is 
lower than the nominal level, a signal is sent to the variable frequency drives of the pumps to 
increase the pump speed. Conversely, the control system lowers the pump speed when the fluid 
level is too high, such as when the turbines are run to produce at a lower capacity for a certain 
period. The pump data shows that during normal conditions, the pumps draw in more power at 
higher speeds and less power when running at slower speeds.  
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Figure 2. Pump power and speed time series showing normal and abnormal operating conditions. 

On the other hand, operators have observed episodes when the pump power decreases gradually 
while the pump speed is not changing (Figure 2). This phenomenon occurs when there is less fluid 
within the pump than expected or if the density of the fluid is affected by the introduction of a 
different fluid phase. In both cases, there is less resistance on the pump impellers causing the pump 
to draw less power to maintain the same speed. The first case is unlikely due to the accumulating 
vessel upstream of the pump system, which is held at a certain level to ensure there is enough 
pressure and supply of the working fluid into the pumps. The second case can occur when localised 
phase changes occur within the working fluid driven by lower pressures, such as when the pump 
is experiencing cavitation. Although the pump and other systems in the plant are designed and 
operated to avoid this phenomenon, the repeated occurrence of these events has significantly 
impacted the operation of the plant resulting in additional maintenance costs and outages. 

4. Systematic time-series feature engineering and semi-supervised learning 
In order to have a clearer picture of what may be causing the observed abnormal (target) events in 
the feed pumps, a larger sample of the events needs to be documented and labelled in the input 
data. The modelling workstream begins with the feature extraction of time-series features from the 
input pump power and pump speed data. Semi-supervised models are trained on the relevant time-
series features to identify undocumented target events within the existing data. The model-
identified events are then forwarded to the domain expert to validate or reject. 

4.1 Systematic time-series feature engineering 

Classic time series analysis involves using lagged or past raw values of the data to train models 
that can perform a specific task such as forecasting, classification, or regression (Box et al., 2016). 
However, significant research has shown cases where a feature-based representation of the time 
series can provide more insights into the phenomenon under investigation and lead to more robust 
models (Fulcher, 2017; Kennedy et al., 2021; Simmons et al., 2021). One of the trade-offs of a 
feature-based approach is the higher computation cost involved in calculating the features and the 
additional task of filtering the relevant features for a given modelling task.  
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The naïve or value-based time-series feature matrix 𝑿𝑿 consists of rows representing raw values of 
a specific time series 𝒙𝒙��⃗ 𝒊𝒊 = �𝒙𝒙𝒊𝒊(𝒕𝒕𝟏𝟏), … ,𝒙𝒙𝒊𝒊�𝒕𝒕𝒋𝒋�, … ,𝒙𝒙𝒊𝒊(𝒕𝒕𝑻𝑻)� and columns representing measurements 
of each parameter at a specific point in time 𝑡𝑡𝑗𝑗. Meanwhile, the engineered time-series feature 
matrix 𝑿𝑿𝝓𝝓 is built by applying a set of time-series characterisation algorithms 𝝓𝝓���⃗  on the raw time 
series inputs. Each column of 𝑿𝑿𝝓𝝓 consist of the feature vector 𝒛𝒛�⃗ 𝒊𝒊 representing the quantified 
characteristic for each input time series such that 𝒛𝒛�⃗ 𝒊𝒊 = 𝝓𝝓���⃗ (𝒙𝒙��⃗ 𝒊𝒊) = �𝝓𝝓𝟏𝟏(𝒙𝒙��⃗ 𝒊𝒊) …𝝓𝝓𝒌𝒌(𝒙𝒙��⃗ 𝒊𝒊) …𝝓𝝓𝑲𝑲(𝒙𝒙��⃗ 𝒊𝒊)�.  

Table 1. Comparison of feature matrix constructed for naive (value-based) and feature-based time series 
analysis. The rows of the engineered matrix represent the various quantified time-series characteristics 
for a particular input time series. 

Naïve time-series feature matrix Engineered time-series feature matrix 

𝑿𝑿 =

⎝

⎜⎜
⎛
𝒙𝒙𝟏𝟏(𝒕𝒕𝟏𝟏) … 𝒙𝒙𝟏𝟏�𝒕𝒕𝒋𝒋� … 𝒙𝒙𝟏𝟏(𝒕𝒕𝑻𝑻)
⋮ ⋱ ⋮ ⋱ ⋮

𝒙𝒙𝒊𝒊(𝒕𝒕𝟏𝟏) … 𝒙𝒙𝒊𝒊�𝒕𝒕𝒋𝒋� … 𝒙𝒙𝒊𝒊(𝒕𝒕𝑻𝑻)
⋮ ⋱ ⋮ ⋱ ⋮

𝒙𝒙𝑵𝑵(𝒕𝒕𝟏𝟏) … 𝒙𝒙𝑵𝑵�𝒕𝒕𝒋𝒋� … 𝒙𝒙𝑵𝑵(𝒕𝒕𝑻𝑻)⎠

⎟⎟
⎞

 𝑿𝑿𝝓𝝓 =

⎝

⎜
⎛
𝝓𝝓𝟏𝟏(𝒙𝒙��⃗ 𝟏𝟏) … 𝝓𝝓𝒌𝒌(𝒙𝒙��⃗ 𝟏𝟏) … 𝝓𝝓𝑲𝑲(𝒙𝒙��⃗ 𝟏𝟏)

⋮ ⋱ ⋮ ⋱ ⋮
𝝓𝝓𝟏𝟏(𝒙𝒙��⃗ 𝒊𝒊) … 𝝓𝝓𝒌𝒌(𝒙𝒙��⃗ 𝒊𝒊) … 𝝓𝝓𝑲𝑲(𝒙𝒙��⃗ 𝒊𝒊)

⋮ ⋱ ⋮ ⋱ ⋮
𝝓𝝓𝟏𝟏(𝒙𝒙��⃗ 𝑵𝑵) … 𝝓𝝓𝒌𝒌(𝒙𝒙��⃗ 𝑵𝑵) … 𝝓𝝓𝑲𝑲(𝒙𝒙��⃗ 𝑵𝑵)⎠

⎟
⎞

 

 

The Python package tsfresh can leverage parallel computing technologies to automatically extract 
794 features for each input time series (Christ et al., 2018) (Figure 3). Furthermore, a module to 
estimate the statistical relevance of each extracted feature in predicting the target variable using 
univariate hypothesis testing is already built into the package. The relevant features are then used 
as inputs to develop and train machine learning models that can perform the desired task.  

 
Figure 3. Visualisation of (a) pump power and pump speed as input time series and (c-d) several characteristic 

features extracted from the inputs using the tsfresh library 
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4.2 Semi-supervised machine learning 

Supervised, semi-supervised, and unsupervised learning are different approaches in machine 
learning with the same objective of gleaning meaningful structures or patterns from the input data 
(Cook, 2016; Murty & Devi, 2015). The supervised approach relies on a labelled dataset where 
each sample has an associated target or label. Meanwhile, unsupervised learning takes off from an 
unlabelled dataset and relies on methods such as clustering to discover underlying patterns in the 
data. On the other hand, semi-supervised learning lies between both approaches in that it works 
with a dataset that has both labelled and unlabelled samples (Goschenhofer et al., 2021; Jawed et 
al., 2020; Xi et al., 2022). The semi-supervised approach is beneficial for the case where the input 
data is partially labelled, and the cost of further annotating the data may not be practical. 

 
Figure 4. Flowchart of the semi-supervised learning approach proposed by Yarowsky (1995), which was shown 

to work well with partially labelled datasets. 

Yarowsky (1995) described a general algorithm for semi-supervised learning that became the basis 
for the self-training classifier in the scikit-learn Python library (Pedregosa F. et al., 2011) used in 
this study (Figure 4). Starting with a partially labelled dataset, a supervised classification model is 
trained on the samples with known labels, with the resulting model applied to the rest of the 
unlabelled dataset. The model predictions that exceed a given probability threshold are then added 
to the pool of labelled data on which the supervised model will be retrained. This iterative 
retraining process continues until a stopping criterion is reached, such as when all the unlabelled 
data has been successfully labelled or if there are no longer any changes to the labels between 
iterations. After a final retraining of the model based on the initially labelled dataset and the 
generated pseudo-labels, the model can be applied to new data. This model training method is 
beneficial for cases when the effort to manually annotate the unlabelled portion of the dataset is 
not realistic, given the available resources (Yarowsky, 1995). 
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Figure 5. Exemplary plot showing subsets of the data that are labelled and unlabelled. The labelled sections of 

the data consist of the documented target events and the few days leading to their occurrence. 

5. Modelling results 

The power plant operators have documented five (5) distinct occurrences of the target event in an 
internal report. However, the operators also believe that more events that were not included in their 
documentation may have happened. This meant that the majority (~88%) of the period covered by 
the data had not yet been annotated or labelled (Figure 5). Unfortunately, there were not enough 
resources available to perform an exhaustive effort by domain experts to thoroughly annotate the 
data. Thus, the primary task in this analysis was to apply a semi-supervised machine learning 
approach to detect occurrences of the target event in the unlabelled portion of the input data. 

 
Figure 6. Illustration of the windowing process performed on every input time series prior to systematic time-

series feature extraction using the tsfresh library. Each window consisted of a 24-hour period, with 
adjacent windows spaced 15 minutes apart. 
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The task of identifying whether a feed pump is running normally or not can be considered a time-
series classification problem. For this stage of the analysis, the pump power and speed data were 
utilised as inputs for the model building process. Time-series features were extracted from a 24-hr 
window of the labelled input data, with each window being 15 minutes apart (Figure 6). Univariate 
hypothesis testing was automatically performed using the tsfresh library to filter out the features 
that were not statistically relevant to predicting the target events. The top explanatory time-series 
features identified at this stage of the analysis included complexity measures of the pump power 
time series and quantifiers of change in the pump speed data (Table 2). 

Table 2. Top five (5) explanatory time-series features extracted from the input time series and identified after 
univariate hypothesis testing using the tsfresh library. 

Input tsfresh feature name p-value Description 

Pump 
power percentage_of_reoccurring_values_to_all_values 𝟏𝟏.𝟖𝟖𝟖𝟖 × 𝟏𝟏𝟏𝟏−𝟐𝟐𝟏𝟏𝟐𝟐 

Percentage of 
non-unique values 
in the time series 

Pump 
speed number_peaks__n_50 𝟐𝟐.𝟐𝟐𝟖𝟖 × 𝟏𝟏𝟏𝟏−𝟐𝟐𝟏𝟏𝟐𝟐 

Estimate of the 
number of peaks 
within a certain 
width scale of the 
input 

Pump 
power permutation_entropy__dimension_7__tau_1 𝟐𝟐.𝟐𝟐𝟐𝟐 × 𝟏𝟏𝟏𝟏−𝟐𝟐𝟏𝟏𝟖𝟖 

Calculates the 
permutation 
entropy, a time 
series complexity 
measure (Bandt 
& Pompe, 2002) 

Pump 
power ar_coefficient__coeff_10__k_10 𝟏𝟏.𝟏𝟏𝟐𝟐 × 𝟏𝟏𝟏𝟏−𝟐𝟐𝟏𝟏𝟐𝟐 

One of the 
coefficients of an 
autoregressive 
process fit on the 
input 

Pump 
speed large_standard_deviation__r_0.25 𝟖𝟖.𝟗𝟗𝟗𝟗 × 𝟏𝟏𝟏𝟏−𝟏𝟏𝟗𝟗𝟗𝟗 

Denotes if the 
standard deviation 
of the input is 
larger than a 
threshold 

Pump 
speed lempel_ziv_complexity__bins_2 𝟐𝟐.𝟖𝟖𝟐𝟐 × 𝟏𝟏𝟏𝟏−𝟏𝟏𝟐𝟐𝟗𝟗 

Estimates the 
complexity of the 
input time series 
using the Lempel-
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Ziv compression 
algorithm 

Pump 
speed quantile__q_0.8 𝟏𝟏.𝟗𝟗𝟗𝟗 × 𝟏𝟏𝟏𝟏−𝟏𝟏𝟐𝟐𝟐𝟐 

Calculates the 
value of the input 
greater than q% of 
the ordered values 
from the input 

Pump 
speed cid_ce__normalize_True 𝟗𝟗.𝟗𝟗𝟐𝟐 × 𝟏𝟏𝟏𝟏−𝟏𝟏𝟐𝟐𝟐𝟐 

Calculates the 
complexity-
invariant distance 
(Batista et al., 
2014), a time 
series complexity 
measure 

    
The resulting engineered time-series feature matrix was used to train semi-supervised models to 
determine whether a target event occurred within a particular window. Gradient-boosted, random 
forest, and support vector models were used as the base classifiers, while the semi-supervised 
approach was implemented using the SelfTrainingClassifer class in the scikit-learn library 
(Pedregosa F. et al., 2011). Further considerations were also given to tackling the imbalanced 
nature of the data. Since the pumps are operating at normal levels for most of the time with short 
episodes of abnormal operating conditions, the data labels exhibited an imbalance in the data 
classes, with normal operation covering 96.9% of the labelled windows and only 3.1% of the input 
data being labelled as abnormal. Random under-sampling was performed to re-balance the inputs 
before model training. The Matthew’s correlation coefficient (MCC), which has been found to 
work well in imbalanced learning (Boughorbel et al., 2017; Chicco & Jurman, 2020), was used as 
the primary evaluation metric for the models developed in this study. 
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Figure 7. Illustration of the cross-validation process used during the model development stage. Each fold is 

constructed such that there are seven (7) data groups with events and four (4) without events in the 
training set, while the remaining data groups are placed in the set for testing. 

Upon further inspection of the initially documented events, an additional five (5) abnormal pump 
operation events were added to the input data set, and six (6) periods were also identified wherein 
the pumps were operating at normal levels. A total of 16 data groups consisting of 7 groups which 
included a major cavitation event, three (3) groups with a minor cavitation event, and six (6) groups 
without a target event, were used to train and evaluate the model. There was no distinction between 
minor and major abnormal events at this analysis stage except for grouping purposes. A leave-one-
group-out cross-validation technique was applied, resulting in 945 folds, with each fold containing 
eleven (11) data groups in the training set and five (5) data groups in the test set (Figure 7). In each 
training set, seven (7) out of the eleven (11) data groups contained a target event, while the 
remaining four (4) data groups only contained normal operation data of the pumps. The remaining 
data groups are put together as the test set for the given fold. The cross-validation results revealed 
that the gradient-boosting model, as implemented in the lightGBM package (Ke et al., 2017), 
achieved the highest MCC score (0.733) averaged across the 945 folds, followed by the random 
forest (0.656) and support vector classifiers (0.616). 
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Figure 8. Box-plot showing cross-validation model performance achieved by the different machine learning 

algorithms trained on the 945 stratified folds. 

The predictions with calibrated probabilities greater than 80% from the semi-supervised models 
were compiled in a simple interactive webpage to allow ease of validation by the domain expert 
(Figure 9). A total of 20 occurrences of abnormal pump operation were detected by the model and 
successfully validated by the domain expert. The rest of the unlabelled portions of the data were 
updated based on the predictions of the semi-supervised models and the events validated by the 
domain experts. 

6. Conclusions 
This work has successfully implemented a workflow based on systematic time-series feature 
engineering and semi-supervised machine learning to identify episodes of abnormal conditions in 
circulation feed pumps. The input data that was initially 88% unlabelled was fully labelled using 
this approach, with a total of twenty (20) validated pump cavitation events added to the input 
labels. These new input labels will be used in the next stages of the analysis, wherein a combined 
approach using thermodynamics and machine learning will be applied to identify potential drivers 
of these abnormal conditions in the feed pumps. 

This model-assisted approach to annotating datasets has far-reaching applications across the 
geothermal value chain. Successful application of this method would minimise the effort required 
from domain experts and power plant operators to comb the data and exhaustively annotate the 
data for further analysis. The expanded dataset produced by this approach can be a foundation for 
developing fit-for-purpose models and tools that automatically detect abnormal operating 
conditions for different components and systems within geothermal operations. 
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Figure 9. Screenshot of HTML form submitted to the domain expert to allow quick validation of model-

identified events which were previously undocumented but were within the unlabelled portion of the 
data. 
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ABSTRACT 

This study focuses on developing a classification model utilizing computer vision techniques to 
classify images based on the extraction of features. Specifically, the research investigates the 
classification of the thermal diffusivity of rocks using a combination of machine learning and 
computer vision approaches. The thermal diffusivity of the reservoir rock plays a crucial role in 
the understanding the heat transfer in a geothermal energy field, and understanding its effects is 
essential for the efficient utilization of this renewable resource. 

The research methodology involves using scanning electron microscopy (SEM) images to capture 
the surface texture of 30 rock samples. The 208 generated images were processed to extract textural 
features subsequently used to train the classification model. By leveraging machine learning 
algorithms, the model aims to accurately classify the thermal diffusivity levels based on the 
extracted features. 

Image recognition algorithms were used to train the images to classify them in 3 classes: low 
medium, and high thermal diffusivity. The results of this study show that TensorFlow, Keras, and 
OpenCV successfully predicted the classes with high, medium, and low, and accuracy is above 
90%. Applying computer vision techniques in conjunction with machine learning provides a 
promising approach for automated and efficient classification of thermal diffusivity levels. 

This research contributes to advancing both computer vision and geothermal energy research by 
combining these fields to develop a classification model for thermal diffusivity based on image 
feature extraction. The findings pave the way for improved characterization of geothermal 
reservoirs and facilitate more informed decision making in geothermal energy production. 
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1. Introduction 
Geothermal energy is a renewable and sustainable energy source that harnesses the heat stored 
beneath the Earth's surface (Vivas et al. 2020). Geothermal energy comprises only 0.24% of total 
energy consumption in the US, with petroleum and natural gas accounting for 68% of 
consumption. The Western US is the leading producer of geothermal energy due to its supportive 
policy framework and abundance of conventional geothermal resources. While the rare 
distribution of hydrothermal reservoirs limits geothermal energy production, investigations have 
shown that a significant amount of thermal energy is stored in sedimentary rocks that have been 
explored for decades. The US has a recoverable thermal energy potential of around 5.6 × 10^6 EJ, 
with over 100,000 EJ stored in sedimentary rocks, enough to meet the US energy demands for 
over 1000 years (Orkhan et al 2022). 

Efficient utilization of geothermal resources requires a comprehensive understanding of the 
subsurface properties, including thermal diffusivity, which play a crucial role in heat transfer 
processes. The thermal diffusivity of minerals and rocks at elevated temperatures plays a crucial 
role in comprehending the distribution of temperatures of different regions and the evolutionary 
history of its thermal processes (Geng et al. 2018). Thermal diffusivity measures how effectively 
a material conducts heat and the rate at which it transfers heat. When the thermal diffusivity of a 
rock is higher, the speed of heat diffusion is faster. Understanding the thermal diffusivity is 
essential for predicting how a rock body will react to the extraction of heat (Drury et al. 1984).   

In recent years, computer vision (CV) techniques have gained significant attention in various 
scientific fields, including geothermal energy analysis. Thermal diffusivity classification and 
detection will be helpful in the understanding of geothermal reservoir properties. Scanning electron 
microscopy (SEM) images have proven valuable in characterizing the microstructure and 
composition of geological samples. Therefore, integrating computer vision algorithms into the 
analysis of SEM images enables a more comprehensive assessment of geothermal reservoirs. 

OpenCV (Open-Source Computer Vision Library) is a popular open-source library that provides 
various tools and algorithms for image and video processing. It offers a rich set of functions for 
image manipulation, feature extraction, and object detection, making it suitable for preprocessing 
and augmenting image data in the context of image classification (Bradski, 2000). 

TensorFlow is a powerful deep learning framework developed by Google. It provides a 
comprehensive ecosystem for easy building, training, and deploying machine learning models, 
including image classification models. With TensorFlow, researchers and practitioners can design 
and implement state-of-the-art deep convolutional neural networks (CNNs) for image 
classification tasks, leveraging high-level APIs like Keras and powerful computational capabilities 
of GPUs (Abadi et al., 2016). CNNs have emerged as a powerful deep learning algorithm for image 
classification in machine learning and are specially designed to extract features from images 
through a hierarchical arrangement of convolutional and pooling layers (Rawat and Wang 2017).  

The motivation behind the classification task based on thermal diffusivity and the utilization of 
CV algorithms is to automate the process of characterizing geothermal reservoirs and their thermal 
properties. The thermal diffusivity of a rock is a heterogeneous property, and that heterogeneity is 
difficult to transfer into numerical models. Typically, the characterization of thermal properties 
has relied on manual analysis and interpretation, which can be time-consuming and subjective. By 
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employing CV techniques, the classification task aims to streamline the analysis process, enhance 
accuracy, and provide a more objective assessment of geothermal reservoirs. 

2. Methods 
The automated rock classification system utilizes a multi-step workflow (Figure 1). First, thin 
sections of the sandstone samples were extracted to measure their thermal diffusivity in the 
laboratory. Then 208 images were taken and preprocessed for enhancement using ImageJ software. 
SEM images were gathered as inputs, providing high-resolution micro-scale views of the rock 
surfaces. These SEM images capture fine textures and microstructures within the rock samples. At 
this point, the images were classified based on their thermal diffusivity values into 3 categories, 
low, medium, and high. 

Next, the TensorFlow and OpenCV libraries were used to extract pixel intensity values and image 
metadata from the SEM rock images. This generates numerical feature vectors representing each 
image. OpenCV functionality is then used to normalize the image sizes and scale the pixel 
intensities to a common range. This standardization is crucial for effective model training. 

A convolutional neural network (CNN) algorithm is chosen to create an image classifier, taking 
advantage of CNNs' capability in identifying visual patterns. The CNN model architecture consists 
of convolutional layers to extract feature maps, pooling layers to reduce feature dimensions, dense 
layers for classification, and dropout layers to prevent overfitting. 

This CNN model is trained on the preprocessed SEM rock images to learn associations between 
rock textures and the target low, medium and high categories. Appropriate optimization, loss 
functions, regularization techniques and data augmentation are utilized during training to boost 
model performance. The trained CNN classifier is validated on new unseen SEM images of 
sandstone samples. The classifier categorizes each validation image into one of the three classes 
based on recognizing rock surface patterns learned during training. Its accuracy in classifying the 
validation data reflects the effectiveness of the overall approach. 
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Figure 1. The flowchart of the research methodology 

2.1 Data Collection and Preprocessing 

Thirty sandstone samples with 1-inch diameter were used in the study. The samples came from a 
diverse group of sandstones (Berea Sand, Kentucky Sand, Boise Sand, Scioto Sand, among others). 
Thin sections were extracted to calculate their thermal diffusivity coefficient numbers by a Laser 
Flash Analyzer (LFA) apparatus. Thermal diffusivity (TD) coefficients were measured 3 times and 
the average value was considered by each of the sandstone samples. The SEM technique was 
employed to capture the grains size and distribution texture of the sample, resulting in a dataset of 
up to 208 images. To ensure uniformity, the images were resized to have the same dimensions, 
facilitating visualization and analysis using the snipping tool. In Figure 2, the equipment used in 
the presented study are shown. 

 

Figure 2. LFA (left) and SEM (right) 

The images were subjected to reprocessing using the ImageJ software, which offers various image 
enhancement options to improve the visual quality and clarity of the images. One of the techniques 

Input images

Created a dataset by using 
TensorFlow and OpenCV

Preprocess data

A classifier was created, 
trained, and evaluated.

Tested the classifier using 
new rock samples
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employed was the application of a median filter. The median filter is a commonly used image 
processing technique that helps reduce the presence of noise and unwanted artifacts in an image. 
It achieves this by replacing each pixel's value with the median value of its neighboring pixels. 
This process effectively smooths out irregularities and enhances image details. Besides, the 
enhanced contrast option available in the ImageJ software was utilized to improve the distinction 
between different features and intensify the overall visual impact of the image. This is achieved 
by using adaptive contrast algorithms that selectively enhance local contrast based on the image's 
characteristics. Figure 3 shows an example of the results of the enhancement process. 

 

 
Figure 3. Image contrast enhancement using ImageJ software. 

TensorFlow (TF) and OpenCV algorithms are used to preprocess the input image set. TF is used 
to specify the directory of dataset, label mode, batch names, validation split, and subset. Open CV 
is used to normalize image size and pixel values. In addition, the GPU memory consumption 
growth was set to avoid out-of-memory errors. Next, the data was loaded to create a dataset of 
images with corresponding labels shown in Figure 4. The data was visualized using matplotlib to 
ensure its integrity. The images were then scaled by dividing pixel values by 255 to standardize 
the images formatting and make them suitable for the algorithms used in this application. Then TF 
was used to split the data into a training dataset (70% of dataset) and validation dataset (30% of 
dataset). The model was trained on the training set, and performance metrics were monitored using 
the validation set. The training progress was logged using TensorBoard.  
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Figure 4. The samples of identification of the images with different classification 

2.2. Classification 

The image classification model uses a CNNs Architecture and TensorFlow library. CNNs is 
composed of an input layer, many layers that detect features (convolutional and maxpooling 
layers), and output. Convolutional layers are used to be feature extractors and learn the meaningful 
and distinctive characteristics or patterns from the input images, capturing important features. 
Maxpooling layers are utilized to decrease the spatial resolution of fracture maps, enabling the 
models to become invariant to variations and shifts in the input data, thereby enhancing their ability 
to handle different image distortions and translations (LeCun et al.1989; LeCun et al. 2015; 
Ranzato et al. 2007). By combing Figure 5 and Figure 6, the model consists of 3 convolution layers 
with 1 max-pooling layer in each. The first convolution layer with size of 256*256*3 used 16 
filters with size of 3 x 3 and with one step. Then the pooling layer is generated with default window 
size which is 1 x 1. This layer. Following that, the 3 convolutional layers extract features by 
performing convolutions on local regions of the input by reducing numbers of features. This 
process allows for identifying and extracting relevant patterns, including fractures in the case of 
geological images. Subsequently, the extracted features are fed into fully connected layers, where 
classification tasks are performed. These layers analyze the extracted information and generate 
class scores, indicating the likelihood of the image belonging to different categories. These layers 
analyze the extracted information and generate class scores, indicating the likelihood of the image 
belonging to different categories. By combining the capabilities of feature extraction and 
classification, CNNs offer an effective approach to automated identification and classification of 
fractures and other visual features in various domains.  
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Figure 5. The Architecture of CNN 

 
Figure 6. The simple process of Convolutional Neural Network (CNN) 

 
3. Results and Discussion  
Accuracy and loss in machine learning models are tools to determine the model prediction 
performance, particularly for predicting the thermal diffusivity of rocks in this dataset. Accuracy 
aids in understanding the model’s performance, indicating that the model effectively captures 
image characteristics, reflecting its ability to learn underlying patterns. The loss evaluates the 
disparities in image prediction and the difference between the image's actual value and the model's 
forecast. As the model is trained over multiple epochs, decreasing loss and increasing accuracy 
demonstrate its improving performance and convergence. The stability observed in the training 
and validation data reinforces confidence in the model's predictions for thermal diffusivity, making 
it reliable for geothermal energy analysis and decision-making. Achieving high accuracy and low 
loss enhances assessments of subsurface reservoirs, leading to optimized energy extraction, 
improved resource management, and informed decision-making in the field of geothermal energy. 

Input 
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The image classification phase demonstrated more than 90% accuracy in classifying SEM images 
based on thermal diffusivity classifications, as depicted in Figure7. 

 

Figure 7.  The trends of loss and accuracy 

To evaluate the performance of the model, a random sample was chosen from each classification 
category, and the results are presented in Figure 8. The model successfully detected and classified 
all of the selected samples, confirming its effectiveness in accurately identifying and categorizing 
the target objects. These findings demonstrate the model's capability to reliably distinguish 
between different classes and highlight its potential for practical applications in various domains. 

 

Figure 8. The result of identification of the images for different TD levels. 

While the current model demonstrates impressive accuracy in classifying thermal diffusivity levels 
in sandstone samples, it is essential to acknowledge several limitations that need to be addressed 
to enhance its robustness and real-world applicability. One limitation lies in the restricted scope of 
rock types, focusing solely on sandstones. This limited representation might hinder the model's 
performance when faced with different rock compositions and textures that exhibit varying thermal 
behavior. Additionally, the model's categorization into three classes—high, medium, and low 
diffusivity—may not capture nuanced variations within each category, potentially leading to 
misclassification in cases of marginal differences in thermal properties. 

The uniformity in image resolution and pixel size across the dataset, while simplifying model 
training, might not fully account for the variability in SEM image quality that could be encountered 
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in real-world scenarios. Furthermore, the current balance in the dataset might not accurately reflect 
the prevalence of different thermal diffusivity classes in actual geological formations, potentially 
introducing bias into the model's predictions. Lastly, by confining the classification to a specific 
size range of SEM images, the model might struggle to generalize when confronted with larger or 
smaller images that could be encountered in diverse geological samples. 

To bolster the model's robustness and ensure its adaptability to various geological settings, future 
work should involve expanding the dataset to include a broader range of rock types beyond 
sandstones. Incorporating more classes to represent a finer gradation of thermal diffusivity could 
lead to a more accurate classification. Addressing the challenges posed by variations in image 
quality and size will also be crucial in improving the model's real-world performance. 

4. Conclusions 
This study shows that computer vision techniques can be used to determine thermal diffusivity 
levels by classifying SEM images. Computer vision plays a crucial role in this analysis, extracting 
valuable information from visual data to improve the understanding of reservoir rock thermal 
properties and optimize geothermal resource characterization.  

By employing a CNN algorithm, the project successfully developed a highly accurate classification 
model with low loss. The model effectively categorized SEM images into high, medium, and low 
thermal diffusivity. This achievement provides researchers and practitioners in geothermal energy 
with a valuable tool for assessing subsurface properties and improving decision-making processes. 

Additional research can expand the dataset so that the model can be trained and identify accurately 
multiple kinds of rocks. Besides, computer vision can support a better understanding of the 
relationship between the texture and surface roughness to predict thermal properties in addition to 
thermal diffusivity. 
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ABSTRACT  

Geothermal energy is a clean and renewable source of energy from the earth in the form of heat. 
Reservoirs that house advantageous temperatures, located at depths exceeding 16,000 feet in the 
Williston Basin, exhibit potential for accommodating heightened heat flows. The presence of a 
viable geothermal hotspot relies on the reservoir quality index (RQI), which assesses reservoir 
quality. RQI relies on the reservoir permeability and hence it is imperative the field reservoir 
permeability is calculated with the highest accuracy. The Red River Formation, located above the 
Winnipeg group and below Interlake Formation has been recorded to produce moderate amounts 
of oil and gas and the hydrocarbons were sourced from the Icebox Formation. Our study focuses 
on evaluating different methods for estimating field reservoir permeability, comparing a 
conventional technique based solely on empirical correlations with machine learning approaches. 
To enhance accuracy, we first apply the K-means clustering algorithm and the Winland R35 
method to delineate the reservoir into distinct hydraulic flow units (HFU) before estimating 
permeability. Validation of the permeability calculation methods involved using core data from a 
well excluded during model training, allowing for a blind test. The machine learning approach 
employing the Winland R35 clustering technique exhibited the lowest mean absolute error (MAE) 
among all the evaluated methods. For reservoir permeability estimation, the linear regression, 
Gaussian process regression, and stepwise linear regression algorithms demonstrated the least 
error when utilizing the different clusters obtained from the Winland R35 classification method. 
Through the use of cross-plots and Pickett plots, we successfully delineated the Red River 
Formation into various regions, enabling us to define formation lithology and estimate field water 
saturation. Our study presents an integration of multiple approaches to predict field reservoir 
permeability, considering the limited availability of core data. The efficacy of the machine learning 
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approach, when compared to conventional empirical correlations, demonstrates its potential for 
characterizing the Red River Formation as a geothermal hotspot in North Dakota. 
 

1. Introduction  
1.1 Geothermal energy and heat flow 

Geothermal energy is a renewable source of energy that utilizes heat from the earth’s interior to 
generate electricity. Geothermal energy development has been associated with fault-controlled 
hydrothermal systems usually but there is a potential for sedimentary basins. Sedimentary basins 
are geological formations known for layers of sediments accumulated over time. They have 
permeable and porous layers, and when accompanied by good reservoir temperatures they are great 
geothermal hotspots for development. A sedimentary basin’s thermal regime is mainly conduction 
and fluid availability is high to access whereas drilling in them is faster, easier, and cost-effective. 
Heat flow is the transfer of heat from the earth’s interior to the earth’s surface through geological 
formations. Heat flow aids the comprehensive geothermal potential of sedimentary basins. The 
main influencing factors are the geothermal gradient, thermal conductivity, fluids (brine 
circulation), and source of heat (radioactive decay of elements or tectonic activity).  
 
The Williston Basin is not associated with volcanic regions (extremely high geothermal resources) 
but deeper depths (Red River and Deadwood Formation) have been involved with high heat flow 
values and reservoir temperatures. This, coupled with a good RQI, aquifers, high geothermal 
gradient, and high thermal conductivity makes a good geothermal hotspot for development. The 
development of electric power from binary power plants in deeper formations in the Williston 
Basin could supply energy for the entire western region of the state (Gosnold et al., 2021). The 
geothermal resource in the deeper formations of the Williston Basin is a hot and saline aquifer, 
laterally extensive, having temperatures up to 150 C and great geothermal storage systems 
(Gosnold, Mann, and Salehfar 2017); (Gyimah et al., 2023a). Gosnold in 1991 estimated the total 
energy resource in the Williston Basin as 21250 EJ. Poro in 2012 also estimated the total energy 
resource in the Williston Basin as 35000 EJ (Porro and Augustine 2012). The temperature 
gradients vary from 𝟐𝟐𝟐𝟐℃ 𝒌𝒌𝒌𝒌−𝟏𝟏 to 𝟓𝟓𝟐𝟐℃ 𝒌𝒌𝒌𝒌−𝟏𝟏 with higher gradients located in the western 
regions of the state.  
 
1.2 Geological setting of the Red River Formation  

The Red River Formation is a sedimentary rock unit in the deeper regions of the Williston Basin. 
It was formed during the Paleozoic era with subsequent sedimentation millions of years ago. The 
formation consists of several rock types: finely laminated rock (shale), fine-grained rock 
(siltstone), and sandstone dispersed within the formation. It is overlain by younger formations such 
as the Winnipeg formation and underlain by older formations including the Interlake group. It is 
grouped into 4 classes: Red River A, Red River B (anhydrite), Red River C (anhydrite), and Red 
River D. From the well of study (W23598), Red River A is selected at 11576 ft and gas discoveries 
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have been recorded to be relatively higher compared to oil discoveries. Classes B and D are known 
to be the oil-producing zones. Class B is a tight and skeletal limestone capped by porous dolomites. 
Oil entrapment in the Red River is from composite up dip porosity pinch-out and low displacement 
faulting systems. The variations in porosity and permeability may be from paleo-structural 
orientation along the anticlines. Dolomitization of laminated sediments produced porosity in class 
C. Class C has fair thickness but lower porosity. Fractures are not abundant in the Red River 
Formation but are observed in dolomite beds. In conclusion, the formation was characterized by 
late burial dissolution, chemical compaction, hydrothermal reactions, and maturing hydrocarbons 
(Bowman et al., 1998). The moderate-high porosity and permeability make it potentially a 
geothermal reservoir. 
 
1.3 Reservoir characterization of the Red River Formation 

Accurate modelling and prediction of reservoir properties in the oil and gas as well as the 
geothermal industry heavily depend on thorough reservoir characterization. Traditional methods 
relying on core data and local correlations have limitations. As a solution, machine learning 
techniques have gained popularity. One of the important parameters in determining potential well 
production is the permeability of the reservoir rock (Nguyen et al., 2020). Accurate reservoir 
characterization provides insights into reservoir behaviour, fluid flow patterns, and hydrocarbon 
movement, crucial for optimizing production strategies and maximizing recovery. Accurate 
determination of flow units within the reservoir is vital. Reservoir classification methods such as 
K-means clustering, Winland R35, and flow zone indicator (FZI) techniques have been utilized by 
numerous researchers in delineating reservoirs into various hydraulic flow units. (Koray et al., 
2023b; Koray et al., 2023a) implemented the K-means and flow zone indicator techniques in 
delineating a field into different hydraulic flow units before calculating the field reservoir 
permeability using various machine learning algorithms through a regression process.  
 
The FZI technique is an empirical method for evaluating reservoir permeability that considers the 
interplay between porosity and permeability, taking into account pore size distribution. The FZI 
technique captures spatial distribution within the reservoir and classifies flow units within the 
reservoir (Gyimah et al., 2023b). It provides valuable insights into reservoir permeability 
characteristics, even with limited data availability. However, caution is advised when applying 
FZI in reservoirs with high heterogeneity or complex pore structures. The Winland R35 method is 
a classification technique that uses well logs and core data to classify reservoir intervals based on 
petrophysical properties. It helps identify different rock types, and fluid saturations, and 
distinguish hydrocarbon-bearing zones. Supervised and unsupervised learning algorithms are used 
in machine learning. Supervised algorithms use labelled training data to predict target values, while 
unsupervised algorithms discover patterns in unlabelled data. The K-means clustering algorithm 
is an unsupervised method that groups data into distinct clusters based on similarity, aiming to 
minimize within-cluster variance. Clustering techniques improve permeability calculations before 
applying machine learning algorithms for predicting reservoir permeability. Al Jassasi et al., 
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(2023) present a data analysis workflow for the prediction of gas production from a Marcellus 
shale formation. The resulting reservoir permeability can then be utilized in constructing a 
geothermal reservoir model. More detail about reservoir model construction is provided in (Bui et 
al., 2023b; Bui et al., 2023a).     
 
The reservoir characterization of the Red River Formation involves analysing properties related to 
fluid flow and storage. Key aspects include formation lithology, RQI, and thermal properties. 
Porosity and permeability contribute to the RQI, while lithology characterizes the composition and 
texture of rock types. Thermal properties are determined by rock conductivity and heat flow. In 
our approach, we integrated core data, well-log data, and production data to assess the geothermal 
potential of the Bonnie View Field in the Red River Formation. Well log data from North Dakota 
Industrial Commission specifically Well 23598, was imported into Techlog for evaluation. The 
Red River Formation top was delineated, and cross plots were used to analyse the lithology, which 
consists of sandstone, limestone, dolomite, and shale portions. The gamma-ray distribution in the 
box shows its lithology (low gamma-ray content) and outside the box indicates likely shaly 
portions. This analysis aligns with the core data obtained from the well file. Fig. 1 is a cross plot 
of the bulk density and neutron porosity in depicting the formation lithology. 

 
Figure 1: Cross plot of bulk density and neutron porosity depicting lithology 

The study focuses on estimating field reservoir permeability using various methods, comparing a 
conventional empirical correlation-based technique with machine learning approaches. Limited 
core data availability necessitates the integration of multiple approaches for enhanced accuracy. 
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The model is validated through a blind test using an excluded well from the training process. A 
similar approach was employed in a related study by Bui et al., (2022), where validation was 
conducted using a nearby well. Figs 2a, 2b and 2c illustrate the relationship and distribution of 
core porosity, permeability, and water saturation data. 

  
Figure 2a: Plot showing the distribution and 

correlation between the core porosity and 
permeability data 

Figure 2b: Plot showing the distribution and 
correlation between the core permeability and 

water saturation data 

 

 

Figure 2c: Plot showing the distribution and 
correlation between the core porosity and water 

saturation data 
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2. Methodology 
The study assesses different techniques for determining field reservoir permeability in the Red 
River Formation. An empirical method based on the FZI correlation is compared to a machine 
learning approach. The reservoir is first divided into various hydraulic flow units (HFU) using the 
Winland R35 and K-means clustering methods. From the clusters obtained, utilizing these 
techniques, machine learning algorithms were then applied to estimate field reservoir permeability 
through a regression process with each of the algorithms used to evaluate the different clusters. A 
summary of the algorithms of the algorithms exhibiting the best performance for each of the 
clusters is presented based on the coefficient of determination (R2) and root mean squared error 
(RMSE) values. With the regression equations now established for each of the clusters, predictions 
were made at other depths given they had porosity and water saturation data. The accuracy of 
methods implemented in this study are evaluated through a blind test using core data from one of 
the wells which was excluded during the model training phase. Data visualization and graphs 
utilized in this research were generated using the MATLAB software and by implementing the 
Seaborn, Matplotlib and Sci-kit learn libraries within the Python framework.  
 
2.1 Data Pre-processing 
The pre-processing of any obtained data is very important to ensure that the data is suitable for 
analysis. This process helps to improve the data quality by ridding it of any missing or duplicate 
values that may be present in the data resulting in the final results being more accurate and 
consistent. The data pre-processing stage also involves a data cleaning process that seeks to remove 
any outliers that may be present within the data making any analysis conducted more reliable.  
 
2.2 Data Cleaning 

Outliers are any data points that show significant deviation from other data points present within 
a dataset. The outliers may have resulted from some mistakes in the data entry stage as well as 
other measurement errors resulting from the device used in recording any given field parameter. 
The presence of outliers in the dataset would introduce some level of bias in our model and hence 
it is imperative that our data is cleaned to remove any outliers to ensure a more accurate and reliable 
analysis. Available core data including the porosity, permeability and water saturation were 
thoroughly cleaned to remove all the outliers. Figs 3 and 4 below are boxplots that show the core 
porosity data before and after the data cleaning stage. This process was repeated for core 
permeability and water saturation data. 
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Figure 3: Box-plot of core porosity prior to data 

cleaning 
Figure 4: Box-plot of core porosity after removing 

outlier 
 

2.3 Data Normalization 

Data normalization is crucial in pre-processing to prevent bias caused by varying feature 
magnitudes. Machine learning algorithms are impacted by differing magnitudes, potentially 
skewing results. Normalization aligns feature scales, avoiding the dominance of larger magnitudes. 
The uniform scale ensures an accurate assessment of feature importance. Eq. 1 demonstrates the 
study's normalization approach. 

𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 =
𝑥𝑥 − 𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛

𝑥𝑥𝑛𝑛𝑛𝑛𝑚𝑚 − 𝑥𝑥𝑛𝑛𝑛𝑛𝑛𝑛
 (1) 

 
In Eq. 1, x normalized represents the normalized value for any data point; x is the initial or original 
value of any given data point; x min and x max represent the minimum and maximum variable in 
the entire dataset respectively. The equation guarantees data is within the 0-1 range, promoting 
consistency, performance, and interpretability. Normalization can enhance machine learning 
algorithm accuracy, reliability, and result interpretation. 
 
2.4 Electro-facies determination 

Electro-facies represent distinct petro-physical classes within a reservoir or formation which are 
determined by examining the fluctuations in resistivity measurements obtained from well log data. 
Well logs, recorded during drilling, provide valuable information for characterizing the subsurface 
formation. By classifying rock formations with similar properties such as lithology, mineralogy, 
fluid content, and porosity, different electro-facies can be identified and categorized. Electro-facies 
determination is crucial for accurately predicting reservoir behaviour. In this study, the K-means 
clustering technique, Winland R35 method, and FZI technique are employed to classify electro-
facies based on available core data of porosity, permeability, and water saturation. This analysis 
enhances the understanding and forecasting of reservoir behaviour. 
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2.5 K-means clustering 

K-means clustering is an unsupervised machine-learning algorithm used to identify clusters in a 
reservoir based on similarities. It minimizes the distance between data points and cluster centroids 
until convergence. The number of clusters needs to be specified before applying the algorithm, 
and techniques like silhouette and elbow methods can help determine the optimal number of 
clusters. Fig. 5 presents the workflow of the K-means clustering algorithm.   
 

 

Figure 5: Workflow of the K-means clustering algorithm 
 
The elbow plot aids in determining the optimal number of clusters by detecting where additional 
clusters have a diminishing impact on performance. Complementarily, silhouette analysis 
evaluates clustering quality and helps identify the ideal cluster count, considering both measures 
for accurate determination. 
 
2.6 Silhouette Analysis 

Silhouette analysis is a method used to assess the quality of clustering in a dataset. It calculates the 
silhouette coefficient, which measures how similar a data point is to its assigned cluster compared 
to other clusters. The coefficient ranges from -1 to 1, with higher values indicating a better 
clustering fit. A value close to 1 suggests a well-matched data point, while a value closer to -1 
indicates a potential misclassification. A value around 0 indicates that the data point lies near the 
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decision boundary between clusters. The silhouette coefficient is computed using two measures: 
cluster cohesion, which quantifies the average distance between a data point and others in the same 
cluster, and cluster separation, which measures the average distance to the nearest neighbouring 
cluster.  Eq. 2 presents the equation implemented in calculating the silhouette coefficient. 
 

𝐶𝐶𝑠𝑠 =
𝑏𝑏 − 𝑎𝑎

max(𝑎𝑎, 𝑏𝑏)
 

(2) 

  
where Cs is the Silhouette Coefficient, a is the average distance of the data point to other data 
points within the same cluster, b is the smallest average distance of the data point to data points in 
a different cluster and max (a, b) refers to the maximum value between a and b. Following the 
silhouette analysis, the optimum clusters were realized following the field reservoir permeability 
calculation. 
 
2.7 The Winland R35 method 

The Winland method utilizes the concept of pore throat radius to classify rock types. It establishes 
an empirical relationship where the strongest statistical correlation occurs when the pore throat 
size corresponds to a 35% cumulative mercury saturation curve. This specific pore throat radius is 
referred to as R35, and it is represented on a logarithmic scale. Eq. 2 below can be used to compute 
the value of R35. 
 

log(𝑅𝑅35) = 0.732 + 0.588 log(𝑘𝑘) − 0.864 log (𝜙𝜙) (3) 
  

where R35 is the pore throat radius (R35) in micrometres (μm) at 35% mercury saturation, rock 
permeability (k) in millidarcy (mD), and percentage porosity (ϕ). To create a classification, a semi-
log plot is used, where R35 is represented on the x-axis and the serial number is represented on 
the y-axis. The Winland method sorts R35 values and assigns serial numbers incrementally. Class 
boundaries are established by analysing slope changes on the line. Each slope change indicates a 
distinct rock type difference, defining the class boundaries. 
 
2.8 The FZI method  

The FZI assesses reservoir rock quality and permeability estimation by classifying it into flow 
units based on properties like porosity and permeability. This classification aids in understanding 
permeability distribution and fluid flow potential. FZI employs the modified Kozeny-Carman 
equation and mean hydraulic radius along with RQI calculations for Red River Formation flow 
unit evaluation. These insights into geophysical properties enhance accurate permeability 
estimation (Arifianto et al., 2018). The RQI and FZI can be obtained using the functions below:   

𝑅𝑅𝑅𝑅𝑅𝑅 = 0.0314 × �𝑘𝑘
∅

 
(4) 
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∅𝑛𝑛 =
∅

1 − ∅
 

 

(5) 

𝐹𝐹𝐹𝐹𝑅𝑅 =
𝑅𝑅𝑅𝑅𝑅𝑅
∅𝑛𝑛

 

 

          (6) 

where ∅𝑛𝑛 is the normalized porosity, ø is the reservoir porosity in percent and reservoir 
permeability is k in millidarcy. (Amaefule et al., 1993).  
 
2.9 Model validation 

Cross-validation evaluates machine learning model performance by testing on multiple data 
subsets, overcoming single train-test limitations. It reveals model behaviour in various scenarios, 
identifying overfitting or underfitting. The number of folds (e.g., 5-fold) is data-size-dependent, 
offering insights. Various fold numbers (3-fold, 10-fold) suit analysis needs.  

3. Machine learning algorithms utilized for the field permeability calculation 
3.1 Linear regression 

Linear regression is a supervised machine learning algorithm that predicts a continuous numerical 
value based on input variables. It assumes a linear relationship between the independent and 
dependent variables. The algorithm finds the best-fitting line by estimating coefficients, such as 
slope and intercept, that minimize the sum of squared differences between predicted and actual 
values. In simple linear regression with one independent variable, the equation can be expressed 
as: 

𝑦𝑦 = 𝛽𝛽0   +  𝛽𝛽1  ∗  𝑥𝑥1,  (7) 
where y represents the predicted value, x1 denotes the independent variable, β0 represents the y-
intercept and β1 represents the slope. In the case of a multilinear regression, there are more 
independent variables and this makes the equation: 

 𝑦𝑦 =  𝛽𝛽0  + 𝛽𝛽1  ∗  𝑥𝑥1  +  𝛽𝛽2  ∗  𝑥𝑥2 + . . . + 𝛽𝛽𝑛𝑛  ∗  𝑥𝑥𝑛𝑛     (8) 
  

The estimation of coefficients (β0, β1, β2, ..., βn) in linear regression requires employing different 
optimization techniques, including Ordinary Least Squares (OLS). The primary aim of these 
methods is to reduce the overall error between the predicted values and the actual values of the 
dependent variable. 
 
 
3.2 Stepwise linear regression 

Stepwise linear regression is a method for selecting independent variables in a linear regression 
model. It involves a step-by-step process, including forward selection and backward elimination. 
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In forward selection, variables are added based on predefined criteria and their impact on model 
performance. In backward elimination, variables are iteratively removed based on their impact. 
The goal is to strike a balance between model simplicity and predictive accuracy, including only 
relevant variables to prevent overfitting. The approach aims to select the most valuable 
independent variables while excluding irrelevant or redundant ones. 
 
3.3 Tree-based algorithms 

A tree-based algorithm, or decision tree algorithm, is a supervised machine learning technique that 
uses tree-like models to make predictions based on input features. Each internal node represents a 
feature, and each branch indicates a possible outcome or value related to that feature. Examples of 
tree algorithms include classification and regression trees (CART), gradient boosting, and random 
forest. CART builds binary trees by dividing data and using attribute-value pairs that minimize 
impurity. Gradient boosting develops an ensemble of trees, correcting errors made by previous 
trees. Random forest combines multiple trees trained on random data samples. Tree algorithms 
capture nonlinear relationships, and are resilient to outliers and missing data, but can be prone to 
overfitting. Ensemble methods can address overfitting. 
 
3.4 Ensemble 

Ensemble algorithms in machine learning combine multiple models to create a more accurate and 
robust predictive model. These algorithms train diverse models on the same dataset and aggregate 
their predictions. Bagging creates subsets of the training data and trains models on each subset, 
combining predictions through averaging. Random forest is an example of a bagging ensemble 
algorithm. Boosting trains weak models sequentially, with each model correcting errors made by 
previous models. Gradient boosting machines (GBM) is a popular boosting algorithm. Ensembles 
capture a wide range of patterns and require careful parameter tuning but can be computationally 
demanding. 
 
3.5 SVM 

The support vector machine (SVM) is a powerful supervised machine learning algorithm that can 
be used for classification or regression tasks. In the context of regression, the SVM aims to 
discover a regression function that precisely captures the connection between input features and 
target values. It strives to reduce prediction errors while expanding the maximizing the margin 
between data points and the regression line. Optimization entails pinpointing the nearest support 
vectors, which influences the function's form. This process balances data fitting and overfitting 
avoidance, presenting a reliable method for predicting continuous results. 
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3.6 Gaussian process regression 

Gaussian process regression (GPR) is a probabilistic technique used for regression tasks. It models 
input-output relationships as a function distribution, accommodating both linear and non-linear 
connections. Instead of specific parameter estimation, GPR considers various functions aligned 
with observed data. It employs a Gaussian Process to represent variables with Gaussian 
distribution. The Kernel Function gauges input similarity, shaping the model. Prior and Posterior 
distributions reflect function beliefs. Predictive Distribution offers probabilistic estimates, 
incorporating uncertainties. GPR is powerful but can be demanding with large datasets; 
hyperparameter selection is crucial. 

4. Heat flow analysis and temperature gradients 

From Fourier’s law of conduction, heat flow is the product of temperature gradient and thermal 
conductivity. The formation temperature at a depth can be calculated from:     

                       𝑇𝑇𝑍𝑍 =  𝑇𝑇0 +  q∑ 𝑛𝑛𝑖𝑖
𝜆𝜆𝑖𝑖

𝑛𝑛
𝑛𝑛=1                             (9)                                                                

                                        𝑞𝑞 = 𝜆𝜆 𝜕𝜕𝜕𝜕
𝜕𝜕𝑛𝑛

                                (10)                                                                            

where: q is heat flow (mW/𝑚𝑚2), 𝜆𝜆 is the thermal conductivity (W/m/K), 𝜕𝜕𝜕𝜕
𝜕𝜕𝑛𝑛

 is the temperature 
gradient (K/km), 𝑇𝑇𝑍𝑍 is the depth temperature,  𝑇𝑇0 is the surface temperature, and 𝑧𝑧𝑛𝑛 is the 
formation thickness.  
 
The temperature stratigraphy (TSTRAT) method was used to calculate the temperatures of the 
formation tops based on the heat flow, surface temperature, formation thickness and thermal 
conductivity. The Bonnie View Field was assumed a heat flow value and annual surface mean 
temperature of 70 mW/𝑚𝑚2 and 6.8 oC. The temperature gradient profile variation delineates the 
different formations and lithology within the Williston Basin. The temperature and gradient 
profiles are used to assess the geothermal resources of the Red River Formation as shown in Figs. 
6 and 7 below. 
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Figure 6: Temperature profile in the Bonnie View Field, Williston Basin 

 

 
Figure 7: Temperature gradient profile in the Bonnie View Field, Williston Basin 

 

5. Results and discussion 
The section includes alternative methods applied in reservoir characterization and permeability 
prediction in the Red River Formation.  

5.1 Comparison of alternative techniques for the field permeability calculation 

The study collected core data from seven wells, reserving data from well W23598 for validation. 
These core data included porosity, permeability, and water saturation, used to predict permeability 
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at known depths. Three techniques were employed for reservoir permeability determination: the 
FZI approach, machine learning with K-means clustering, and Winland R35-based electro facies 
classification. 
 

5.1.1 Permeability calculation using the FZI technique  

The FZI is applied in this study to classify the formation into the various flow units present based 
on Eq. 4, 5 and 6. A total of five different classes were obtained. Fig. 8 shows the distribution of 
the data for the different classes obtained in the correlation between porosity and permeability. 
 

 
Figure 8: Rock type classes utilizing FZI method 

 
From the obtained clusters the relationship between the dependent and independent variables was 
determined through a linear regression process. The equations obtained were implemented in the 
field reservoir permeability determination. 
 
5.1.2 Permeability calculation after implementing the K-means clustering technique 

The application of the K-means clustering algorithm on the dataset resulted in obtaining three 
optimum clusters as indicated in the elbow plot below. Fig. 9 is an elbow plot showing the optimum 
cluster number which was obtained after utilizing the K-means clustering algorithm. 
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Figure 9: Elbow plot optimum cluster 

 
Analysing the resulting clusters provides very good insights into the underlying patterns or 
structures present in the dataset. This clustering approach helps identify different subgroups or 
categories within the data, which can offer meaningful implications for further analysis and 
decision-making. It is important to validate the results obtained from the elbow plot by considering 
the silhouette analysis as well. The silhouette analysis serves as a complementary measure to 
evaluate the consistency and quality of the clusters generated using the K-means clustering 
algorithm. Fig. 10a,10b,10c and 10d presents the results after utilizing a silhouette analysis to 
evaluate different values of the number of clusters, 𝑘𝑘 = 2, 3, 4 and 5. 
 

 
 

Figure 10a: Silhouette plot for 2 clusters Figure 10b: Silhouette plot for 3 clusters 
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Figure 10c: Silhouette plot for 4 clusters Figure 10d: Silhouette plot for 5 clusters 

 
The average silhouette score for the 𝑘𝑘 = 2, 3, 4 and 5 were 0.65, 0.72, 0.73 and 0.75 respectively. 
Although the silhouette coefficient for 3 clusters is slightly lower (0.72) compared to 4 clusters 
(0.73) and 5 clusters (0.75), it is still a reasonably high value. A silhouette coefficient of 0.72 
indicates a good separation between data points within clusters and distinctiveness between 
neighbouring clusters. Given that the elbow plot suggests 3 clusters as the optimal point, 3 clusters 
were chosen as the optimal number in this case.  
 
From the obtained clusters, various machine learning algorithms were implemented to calculate 
the field permeability. Data from the various clusters were trained and the corresponding 
permeability was predicted. A 5-fold cross-validation technique was implemented in evaluating 
the performance of the machine learning model.  Table 1 presents the machine learning algorithms 
with the best performance for each of the obtained clusters, with more detail on the performance 
of each algorithm on each cluster provided in Appendix A. The table contains the RMSE, the R2, 
mean squared error (MSE) and the MAE values which are metrics used to calculate the error 
between the true and predicted response of the reservoir permeability in millidarcy. 
 

Table 1: Best performing algorithm on each cluster obtained using K-means technique 
Cluster  Algorithm RMSE R2 MSE MAE 

1 Ensemble (bagged trees) 0.112 0.12 0.013 0.096 
2 SVM 0.079 0.29 0.006 0.060 

3 
Stepwise Linear 

Regression 0.098 0.33 0.010 0.081 
 
The R2 value obtained after implementing this clustering method was relatively low. This may be 
attributed to the mode of operation of the algorithm. The algorithm aims to minimize the within-
cluster sum of squares, which is a measure of the distances between data points and their assigned 
cluster centroids. K-means is an unsupervised clustering method and is not inherently concerned 
with the linear or non-linear relationships between individual variables. Figs. 11a, 11b and 11c 
present the predicted and true response for the 3 clusters of the reservoir permeability in millidarcy. 
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Figure 11a: Cluster 1 true and predicted response for 
the Ensemble bagged tree-based algorithm 

Figure 11b: Cluster 2 true and predicted response 
for the SVM algorithm 

 

 

Figure 11c: Cluster 3 true and predicted response for 
the Stepwise linear regression algorithm 

 

 
5.1.3 Permeability calculation after implementing the Winland R35 classification method 

Utilizing Eq. 3 for determining the R35 value, 5 distinct clusters were derived. This alternative 
approach to clustering is depicted in Fig. 12a. Fig. 12b illustrates the distribution of data points for 
each cluster showing the correlation for a plot between permeability and porosity. The figure 
provides a visual representation of how the data is grouped within each cluster based on their 
permeability and porosity characteristics. 
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Figure 12a: Semi-log plot of serial number vs R35 Figure 12b: Plot showing the permeability vs 

porosity correlation using the Winland R35 
classification method 

Utilizing the 5 obtained clusters, various machine learning algorithms were implemented to 
calculate the field permeability. Data from the clusters were trained and the corresponding 
permeability predicted. Table 2 presents the machine learning algorithms with the best 
performance for each of the obtained clusters, with more detail on the performance of each 
algorithm on each cluster provided in Appendix A. 

 
Table 2: Best performing algorithm on each cluster obtained using the Winland R35 classification method 

Cluster  Algorithm RMSE R2 MSE MAE 
1 Linear Regression 0.021 0.61 0.000 0.017 

2 
Gaussian Process 

Regression 0.032 0.85 0.001 0.026 
3 Linear Regression 0.074 0.87 0.005 0.056 

4 
Stepwise Linear 

Regression 0.065 0.93 0.004 0.048 

5 
Gaussian Process 

Regression 0.093 0.79 0.009 0.081 
 
The R2 was much higher compared to the results obtained after the utilization of the K-means 
clustering algorithm. The Winland R35 clustering technique was found to better capture the 
underlying relationships between the variables in the dataset. This classification method contains 
some characteristics or considerations that align well with the structure of the data. Figs. 13a, 13b, 
13c, 13d and 13e present the predicted and true response for the 5 obtained clusters for the reservoir 
permeability in millidarcy. 
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Figure 13a: Cluster 1 true and predicted response for 

the Linear regression algorithm 
Figure 13b: Cluster 2 true and predicted response for the 

Gaussian process regression algorithm 
 

  
Figure 13c: Cluster 3 true and predicted response for 

the Linear regression algorithm  
Figure 13d: Cluster 4 true and predicted response for the 

Stepwise linear regression algorithm 

 

 

Figure 13e: Cluster 5 true and predicted response for 
the Gaussian process regression algorithm  
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Validation with well W23598 
To assess the accuracy of the various approaches implemented in calculating the field reservoir 
permeability, we conducted validation using core data from Well W23598, which was set aside 
for testing the various permeability calculation techniques. The machine learning method utilizing 
the Winland R35 classification method demonstrated the lowest MAE. A comparison of the results 
is given in Table 3.   
 

Table 3: Permeability calculation methods compared 
Permeability calculation method MAE 

Flow Zone Indicator technique 0.115 

Machine learning using K-means clustering method 0.1056 

Machine learning using the Winland R35 classification method 0.0898 

 
5.2 Geothermal resource assessment 

We estimated the total resource of the Red River Formation at the Bonnie View Field based on 
fluid density, fluid heat capacity, aquifer volume, and temperature difference between annual mean 
temperature and formation temperature. Aquifer resource was calculated with an average porosity 
of 8 % of the total energy resource. The producible resource was estimated with an average flow 
rate of 0.3 𝑚𝑚3/ℎ and assuming a heat loss of 20 C to the surface.  
 
Table 4: Summary of Geothermal resources in the Bonnie View Field of the Red River Formation. ρ is density (kg/𝒌𝒌𝟑𝟑), 𝒄𝒄𝒑𝒑 

is heat capacity (J/kg/K), v is the volume (𝒌𝒌𝟑𝟑), q is flowrate (𝒌𝒌𝟑𝟑/𝒉𝒉), ϕ is porosity (frac), 𝑻𝑻𝒇𝒇 is the reservoir fluid 
temperature (℃) and  𝑻𝑻𝒂𝒂 is the annual mean temperature (℃). 

  Red River Geothermal Resource Methodology 
Producible Resource 0.068 ExaJoules / Hour  E=ρ cp v q ∆T (Tf - 20) 
Aquifer Resource 0.019 ExaJoules E= ϕ ρ cp v ∆T (Tf - Ta) 
Total Resource  0.232 ExaJoules E= ρ cp v ∆T (Tf - Ta) 

 

6. Conclusion 
In this study, three distinct approaches to determining the reservoir permeability for the Red River 
Formation using limited core data were examined.  Reservoir permeability determination utilizing 
the FZI technique which relies on empirical correlations is observed to yield the highest MAE 
when compared with the other techniques utilized in the study through a blind test using data from 
one of the wells. For the clustering approach which utilized the K-means clustering algorithm, an 
optimum number of clusters of three clusters was chosen. Inferring from the silhouette analysis, 
there was not a very big difference between the silhouette average for clusters 3, 4 and 5 (0.72, 
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0.73 and 0.75) respectively and both solutions seemed to provide relatively good separation and 
distinctiveness. Given that the elbow plot suggests 3 clusters as the optimal point 3 clusters were 
chosen as the optimal number in this case.  
 
The correlation between the predicted and true value of permeability after implementing the 
machine learning algorithms through a regression process was much lower for the datasets 
clustered using the K-means clustering algorithm as compared to the Winland R35 classification 
method. The relatively lower R2 can be attributed to K-means clustering this may be attributed to 
the mode of operation of the algorithm. K-means seeks to minimize the within-cluster sum of 
squares, which is a measure of the distances between data points and their assigned cluster 
centroids with little focus geared towards the linear or non-linear relationships between individual 
variables. Machine learning algorithms may show different levels of sensitivity for different 
datasets. Also, a higher silhouette coefficient for 5 clusters suggests the potential for better K-
means performance. The utilization of machine learning techniques in this study showcased 
improved performance in comparison to the conventional approach based on empirical equations 
alone. Among the different methods evaluated, the technique that employed the Winland R35 
method for data classification into various electro facies exhibited the lowest error when compared 
to the clustering approach using the K-means clustering algorithm after machine learning 
algorithms were applied through a regression process to determine the field permeability.  
 
The geothermal assessment of the Red River Formation highlights the potential for geothermal 
energy production. The use of machine learning to improve the permeability modelling techniques 
proved efficient to transmit fluids efficiently in the reservoir and for further static reservoir 
modelling studies. The improved methods of flow units using machine learning provide valuable 
insights into reservoir fluid flow behaviour.  
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Cluster 1 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.124 -0.09 0.015 0.108 
Stepwise Linear Regression 0.119 0.00 0.014 0.010 
Tree 0.119 0.00 0.014 0.100 
SVM 0.123 -0.07 0.015 0.106 
Ensemble  0.112 0.12 0.013 0.096 
Gaussian Process Regression 0.118 0.03 0.014 0.100 

Cluster 2 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.084 0.19 0.007 0.065 
Stepwise Linear Regression 0.086 0.16 0.007 0.065 
Tree 0.082 0.24 0.007 0.064 
SVM 0.079 0.29 0.006 0.060 
Ensemble  0.083 0.21 0.007 0.067 
Gaussian Process Regression 0.086 0.16 0.007 0.070 

Cluster 3 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.110 0.16 0.012 0.090 
Stepwise Linear Regression 0.098 0.33 0.010 0.081 
Tree 0.105 0.23 0.011 0.080 
SVM 0.108 0.19 0.012 0.092 
Ensemble 0.100 0.31 0.010 0.087 
Gaussian Process Regression 0.117 0.04 0.014 0.095 

  
Performance of machine learning algorithms on dataset after classification with the Winland 
R35 method  
 

Cluster 1 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.021 0.61 0.000 0.017 
Stepwise Linear Regression 0.032 0.12 0.001 0.026 
Tree 0.034 0 0.001 0.028 
SVM 0.037 -0.18 0.001 0.032 
Ensemble 0.033 0.05 0.001 0.027 
Gaussian Process Regression 0.036 -0.1 0.001 0.031 

Cluster 2 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.045 0.69 0.002 0.037 
Stepwise Linear Regression 0.043 0.72 0.002 0.035 
Tree 0.044 0.71 0.002 0.036 
SVM 0.037 0.8 0.001 0.029 
Ensemble 0.054 0.57 0.003 0.038 
Gaussian Process Regression 0.032 0.85 0.001 0.026 
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Cluster 3 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.074 0.87 0.005 0.056 
Stepwise Linear Regression 0.094 0.78 0.009 0.073 
Tree 0.141 0.51 0.020 0.102 
SVM 0.085 0.82 0.007 0.059 
Ensemble 0.140 0.52 0.020 0.105 
Gaussian Process Regression 0.090 0.8 0.008 0.065 

Cluster 4 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.066 0.92 0.004 0.049 
Stepwise Linear Regression 0.065 0.93 0.004 0.048 
Tree 0.142 0.65 0.020 0.121 
SVM 0.065 0.93 0.004 0.047 
Ensemble 0.148 0.62 0.022 0.115 
Gaussian Process Regression 0.089 0.86 0.008 0.065 

Cluster 5 
Algorithm RMSE R2 MSE MAE 
Linear Regression 0.113 0.69 0.013 0.082 
Stepwise Linear Regression 0.112 0.69 0.013 0.083 
Tree 0.160 0.38 0.025 0.131 
SVM 0.102 0.75 0.010 0.079 
Ensemble 0.174 0.26 0.030 0.128 
Gaussian Process Regression 0.093 0.79 0.009 0.081 
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ABSTRACT 

Enhanced Geothermal Systems (EGS) offer vast potential to expand the use of geothermal energy. 
Heat is extracted from engineered systems by injecting relatively cold water into subsurface 
fractures, which are in contact with hot dry rock, and brought back to surface through production 
wells. Creating an EGS requires improving the natural permeability of hot crystalline rocks. In this 
short conference paper, we present a reproducible workflow for modeling EGS. Our workflow, 
called the GeoThermalCloud (GTC) for EGS, leverages recent advances in machine learning, deep 
learning, and high-performance computing. This GTC framework is currently being made open-
source, user-friendly, and reproducible through Python scripts as well as Google Colab/Jupyter 
Notebooks. The GTC for EGS modeling scripts are made available at 
https://github.com/SmartTensors/GeoThermalCloud.jl/tree/master/EGS and will be updated to 
serve  the geothermal community. Current GTC framework provides scripts to train deep learning 
(DL) models for techno-economics and data worth analysis. The Geothermal Design Tool 
(https://github.com/GeoDesignTool/GeoDT.git), a fast and simplified multi-physics solver, is used 
to develop a database for training DL models. This paper provides details on the scripts to curate, 
process, and train DL models. The scripts can easily be modified to train on databases generated 
by other popular open-source simulators such as PFLOTRAN, STOMP, TOUGH, and GEOSX or 
commercial software such as ResFrac and COMSOL. 

1. Introduction 
Enhanced Geothermal Systems (EGS) are engineered geothermal systems, which offer potential 
for dramatically expanding the use of geothermal energy (Brown et al., 2012). In this engineered 
system, cold water is injected into hot dry rock and is allowed to flow through a fracture network. 
The resulting hot fluid is extracted from production wells to generate electricity. The U.S. 
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Department of Energy’s GeoVision (2019) estimates that more than 100GWe of economically 
viable power capacity could be extracted from the southwestern basin and range (GeoVison, 2019 
DOE-MYPP 2022, EarthShot Initiative, 2022). However, high upfront costs and long development 
timelines generally characterize geothermal resource development projects (Hamm et al., 2021). 
This can lead to lengthy investment payback periods relative to many other utility-scale power 
generation projects (e.g., wind, solar). Moreover, projects employing new EGS designs and 
stimulation technologies to harness this renewable resource and produce usable power can have 
higher risks (Becker et al., 2018). To overcome this challenge of reducing costs and improving 
economics for geothermal projects, we need to understand feasible and non-feasible EGS designs 
better. Specifically, a detailed techno-economic analysis is required to successfully expand and 
accelerate EGS deployment in the western U.S. (DOE-MYPP, 2022; Sec-2). A workflow that 
combines geothermal data, multi-physics process models, and economics to assess good and bad 
EGS design parameters will allow us to overcome such a challenge (Sec-2.4 and Sec-2.5 in DOE-
GTO MYPP, 2022). Recent deep learning (DL) advances have shown promise in developing such 
a workflow (Okoroafor et al., 2022). Here, we provide a scalable methodology (laptop to high-
performance computing resources) to curate and analyze EGS datasets. An initial development of 
this scalable methodology, GeoThermalCloud (GTC), is available at 
https://github.com/SmartTensors/GeoThermalCloud.jl/tree/master/EGS.   

2. GeoThermalCloud (GTC) for EGS workflow 
In this section, we describe the workflow scripts for GTC for EGS techno-economic analysis. First, 
GTC for resource exploration is performed to estimate geothermal energy potential. Then, GTC 
for EGS allows us to evaluate and rank the prospectivity of a site and perform techno-economics 
for resource development. Fig. 1 describes the entire GTC workflow for exploration and EGS 
development. The GTC for exploration can be found in previous publications (e.g., Mudunuru, 
M.K et al., 2022). The GTC techno-economic analysis for EGS is the novelty of this work. The 
Python scripts for the workflow development are available at 
https://github.com/SmartTensors/GeoThermalCloud.jl/tree/master/EGS/GeoDT_ML_v1/Python_
Scripts. Equivalent Jupyter Notebooks and Google Colab notebooks will be made available in 
future at this GTC GitHub location.  

2.1 Data processing and curation 

The GeoDT code (https://github.com/GeoDesignTool/GeoDT.git) is used to generate the training 
database (Frash, 2021; Frash, 2022; Frash et al., 2022). The data for DL modeling is available at 
https://github.com/SmartTensors/GeoThermalCloud.jl/tree/master/EGS/GeoDT_ML_v1/Data. In 
our study, a total of 4078 realizations are generated. The Python scripts get_inp_out.py and 
get_preprocessed_data.py are used to process the raw data and curate it with various pre-
processing methods such as StandardScaler, MinMaxScaler, MaxAbsScaler, RobustScaler, 
PowerTransformer (Yeo-Johnson), QuantileTransformer (uniform output), and 
QuantileTransformer (Gaussian output). The Python script  get_train_val_test_splits.py allows us 
to split the curated data into 80% training, 10% validation, and 10% testing. When the DL model 
identifies a promising EGS design, it can then be investigated in greater detail. For example, we 
can use high-fidelity process models and simulation codes such as PFLOTRAN (Lichtner et al., 
2015) to explore promising EGS scenarios. This current study does not include the use of high-
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fidelity codes, but these Python scripts can be leveraged and modified to perform such DL analysis 
with minimal effort. 

 
Figure 1: This figure describes the GTC framework and its two components – exploration and EGS 

development. The exploration component analyzes and curates play fairway analysis datasets to find the 
resource potential within a region. The resource component builds on these potential maps and assesses 
the EGS prospectivity to find and rank the most promising sites for further analysis. 

2.2 Local and global sensitivity analysis 

The data worth analysis is performed using the get_ftest_mi_npv.py and 
get_ftest_mi_npv_others.py scripts. These Python scripts allow us to perform local and global data 
worth analysis. Sensitivity analysis is performed using two different approaches, F-test and mutual 
information (MI). F-test is a univariate linear regression tests returning F-statistic and p-values. It 
provides insights on the linear dependency of a given EGS design parameter with respect to 
economics (e.g., undiscounted cashflow), thereby allowing us to identify potentially predictive 
design parameters for DL model training for undiscounted cashflow. On the other hand, mutual 
information provides insights on non-linear dependency between EGS design parameters and 
undiscounted cashflow. The MI between an EGS design parameter and undiscounted cashflow is 
a non-negative value and is equal to zero if and only if two variables are independent, and higher 
values mean higher non-linear dependency. 

2.3 DL model training and hyperparameter tuning 

This curated data is given as input to deep neural networks, which are trained on multiple cores 
available on high-performance computing machines (HPC). This AI training at scale is performed 
in parallel, allowing us to train and tune various deep neural networks in minimal time. We 
combine Python and AI modules such as mpi4py, multiprocessing, parallel hdf5, and TensorFlow 
to achieve this training at scale. The performance of the trained DL models is compared using the 
validation loss, and a tuned model is then selected. This hyperparameter tuning is computationally 
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intensive and requires a lot of HPC resources. Python scripts such as get_dir_hp_dnn_*.py and 
get_dnn_results_*.py are available to achieve this. They provide specifics on how to run on 
MacOSX, Linuc, and HPC resources. In our case, we trained these models on a HPC resource at 
PNNL using 20,000 CPU cores. Fig. 2 shows a plot of one such DL model training and inference. 

 

Figure 2: This figure provides a preliminary DL model training loss and one-to-one plots for training, 
validation, and test datasets. More than 20,000 DL models are training on HPC resources to estimate the 
EGS economics. This trained deep neural network model has three hidden layers, with neurons = [1000, 
500, 250] in each of these layers. Leaky ReLU is used as an activation function with alpha value = 0.1. 
The dropout value, which allows for minimizing over-fitting during the training process, is assigned a 
value of 0.1. The total number of epochs for training is equal to 100. Batch size, which is the number of 
training samples that a DL model sees for each iteration in an epoch is equal to 64. The resulting DNN 
has approximately 750K trainable weights. 

3. Conclusions and next steps 
In this study, we developed and provided preliminary DL workflow scripts to estimate EGS 
economics from design parameters. The database for DL model training is developed using 
GeoDT, a multi-physics solver. Sensitivity analysis using F-test and mutual information is 
performed on this database to gain insights into the GeoDT parameters. The DL model training 
requires HPC resources as training and hyperparameter tuning is computational expensive. To 
overcome this challenge, we will also provide notebooks and pre-trained ML models in the GitHub 
for the geothermal community. Advanced hyperparameter tuning scripts using open-source 
softwares such as DeepHyper and Keras-Tuner will also be made available at 
https://github.com/SmartTensors/GeoThermalCloud.jl/tree/master/EGS.   
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ABSTRACT 

A well-known problem that plagues the widespread adoption of Enhanced Geothermal Systems 
(EGS) is the poor distribution of injected fluids in fractures in the reservoir. This maldistribution 
of fluid flow has severe implications from a financial and reservoir management perspective that 
can affect the heat production potential of the geothermal reservoir. Furthermore, the effect of 
maldistribution of fluid flow in fractures is further exacerbated when the fracture has non-uniform 
permeability or heterogeneities. Hence, there is a need to understand the anticipated movement of 
injected fluid especially in non-uniform fractures and by extension, the heat front development 
inside the reservoir to better predict the production capabilities, thermal and hydraulic performance 
of the reservoir. To that end, this work explores the use of a Machine Learning technique, called 
the Genetic Algorithm (GA), and inverse modeling to ascertain the fracture distribution at the 
Altona Field Laboratory based on simulated Residence Time Distribution (RTD) and production 
temperature measurements obtained from a heat exchange experiment. From this study, the use of 
the GA in inverse modeling was found to be an effective way of estimating an unknown fracture 
aperture field and different parameterizations of the GA were tested for computational efficiency. 

1. Introduction  

A well-established problem in Enhanced Geothermal Systems (EGS) reservoir management is 
maldistribution of fluid flow, especially in non-uniform fractures, that can impact reservoir 
lifetime by causing channels or conduits of preferential fluid flow. The long-term impact of such 
channelized behavior is that the injection and production wells cool significantly in the first few 
years of production causing premature cooling of the reservoir, negatively affecting the 
profitability of the geothermal plant. Identification of such heterogeneity in reservoir permeability 
will reduce uncertainties in forecasting thermal performance. However, with the current state of 
technology in subsurface engineering, there is no standardized method of quantifying the spatial 
variation of a permeability of the reservoir. Rather, the permeability, k, is correlated with the 
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square of the fracture aperture, b, as k α b2. Therefore, identification of the fracture aperture, b, 
provides a solution for finding the permeability of the reservoir, k.  

With the explosive advances in the fields of data science and data analytics, there is much incentive 
to integrate ML and AI with earth science and engineering. This work adopts an ML-based model 
to estimate the fracture aperture of an unknown fracture distribution at Altona, NY, USA, called 
the Altona Field Laboratory (AFL, also known as Altona Meso-Scale Laboratory). Specifically, 
an inverse model, dimensionality reduction, a ML technique and measured data from prior tracer 
and heat exchange experiments conducted at the AFL are used in this model. The approach adopted 
towards this goal is to create a discrete heterogenous fracture aperture that mimics the planar 
fracture at the AFL. Then, dimensionality reduction via the Principal Component Analysis (PCA) 
is adopted to identify dominant aperture fields and identify the number of PCA modes required to 
adequately capture the heterogeneity in the fracture of interest. Lastly, a ML technique called a 
Genetic Algorithm (GA) is used to reproduce the tracer Residence Time Distribution (RTD) from 
the heterogeneous fracture aperture identified. While this study is motivated by the previous efforts 
at fracture aperture estimation as described by Hawkins et al. 2017, 2020 and 2021, it is notably 
distinct as this study aims to provide a suitable number of PCA modes that can describe the fracture 
of interest while balancing the computational time. Additionally, the GA is calibrated with the 
tracer Breakthrough Curves (BTCs) without the measured frictional pressure loss between the 
injector and producer. 

2. The AFL and Tracer Experiments 
The AFL is in the Altona Flat Rocks region, roughly 6 km northwest of West Chazy, New York 
as shown in Figure 1. This site is characterized by several unique features. Firstly, the Cambrian-
aged Potsdam Sandstone with shallow groundwater in bedrock fractures is exposed as an outcrop, 
making it an ideal location to conduct geophysical tests, tracer and thermal performance tests to 
assess the effect of channelized flow in poorly spaced fractures. Secondly, the presence of a sub-
horizontal bedding plane fracture is advantageous for studying channelized flow in poorly 
connected fracture planes as discussed in detail in Hawkins et al. (2018) and Tsoflias et al. (2015). 

 
Figure 1: Hydraulic background gradient orientation at the AFL (left) and the photograph of the well field 

taken in October 2016 (right) (taken from Hawkins et al. 2016) 
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The AFL consists of a 5-spot arrangement of wells (OD = 15cm, depth = 7.6m below the surface) 
that penetrates the sub-horizontal bedding plane fracture as shown in Figure 2. The specific 
arrangement of the wells was chosen to utilize a hydraulic background gradient across the well 
field in the east-west orientation. The hydraulic background gradient arises due to the presence of 
the well field being located near the now abandoned Skeleton Dam as water flows from the dam 
to a ledge, resulting in the formation of a seepage face as estimated by Tsoflias et al. (2015) the 
background gradient to be roughly 0.0037 (-) in the eastern direction. Using this magnitude and 
direction of the background hydraulic gradient and the fracture hydraulic aperture, Darcy’s Law 
for homogenous parallel plate aperture estimates the background velocity to be approximately, 2.7 
m/hr [10]. 

 
 

Figure 2: 3-D schematic of the injector and producer wells at the AFL (taken from Hawkins et al. 2021) 

At the AFL, testing with inert and non-toxic carbon-core nanoparticles (referred to as C-Dots) was 
conducted in 2016 as described in Hawkins et al. (2018) and the C-Dots serve as the inert tracers 
used for calibrating the inverse model. To mimic the temperature evolution in a commercial, 
operating geothermal reservoir, a heat exchange experiment was conducted in Fall 2015 at the 
AFL site making use of the meso-scale lab set up. In this experiment heated injectate was circulated 
in the originally cold reservoir, at a temperature of 11.7 ˚C, under forced convection conditions 
between the injector and producer wells. The circulation experiment ran for 6 days where 
continuous fluid flow rate of 5.7 L/min was maintained at a constant temperature of 74 ˚C. The 
detailed description of the experimental apparatus and testing methods are described in Hawkins 
et al. 2018.  
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3. Methods 
3.1 The Fracture Aperture Field 

In fractures with an aperture distribution that varies spatially, variable flow channels can form in 
the fractures because of spatially varying permeability fields. The fracture variations are modelled 
as self-affine descriptions where large-scale variations in the fracture aperture (reservoir scale), 
are more important in appropriately describing reservoir-scale fluid flow compared to small-scale 
variations. 

 
Figure 3: A 1-D illustration of the fracture aperture of width w and length L in the surrounding rock matrix at 

the Altona Field Laboratory 

The fracture distribution is given by the self-affine description based on analyses of core samples 
containing rock fractures with a range of geological settings. By extension, the permeability 
distributions also demonstrate the self-affine distribution as described by Méheust and  
Schmittbuhl 2001. A set of hypothetical aperture distributions with the self-affine model are 
created using Eq. (1) and these aperture distributions are used to generate different permeability 
distributions resulting in different flow paths in the fracture using random seeding to induce 
randomness into the process of selecting aperture fields and Fast Fourier Transforms to solve for 
the aperture distribution in discrete space and support quicker computation. This routine enables 
the creation of self-affine fracture aperture fields that are isotropic on rectangular fractures. By 
creating different potential flow channels, the optimization routine is trained to search for 
preferential flow paths.  

                                            𝑏𝑏(𝑥𝑥,𝑦𝑦) =  〈𝑏𝑏〉 + ℎ(𝑥𝑥,𝑦𝑦)                                                         (1) 

Where 〈𝑏𝑏〉 is the mean aperture field and ℎ represents local variation in the aperture field. 
Together with the Hurst roughness coefficient, ζ, and the variogram function given by Eq. (2), 
the spatial correlation of the aperture field is described. The details of creating the fracture 
aperture are described in Hawkins et al. 2017. 

𝛾𝛾(r′) ≡  〈[ℎ(𝑟𝑟) − ℎ(𝑟𝑟 + 𝑟𝑟′)]2〉 = 2 [〈ℎ2〉 −  〈ℎ(𝑟𝑟)ℎ(𝑟𝑟 + 𝑟𝑟′)〉]                          (2) 
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3.2 Finite Element Method and Boundary Integral Problem 

The numerical model uses Finite Element Method (FEM), the Boundary Integral Equations (BIE) 
and the Green’s function. Fluid transport is solved using the FEM and the temperature evolution 
is solved through the coupled model of FEM inside the fracture with a BIE description for heat 
conduction inside the rock. 2D discretization is used for the fracture surface to facilitate quicker 
simulation run times than would be required for a full 3D discretization of the entire reservoir 
domain. Creating this numerical model can simulate the heterogenous aperture fields along with 
tracer transport inside the fracture. The mesh adopted is shown in Figure 4 consists of a uniform 
grid size between the injector well and the producer well 7100 elements and 7196 nodes in the 
finite mesh. In this meshing scheme, the number of nodes chosen for the injection and production 
wells as base-case parameters was set to 64 and 66 respectively. By doing so, sufficient meshing 
around the wells to observe the development of the heat front between the injection and production 
wells is ensured. Additionally, maximizing meshing around the injection and production wells 
ensures that near-wellbore effects are mitigated (Gray et al. 2013). Table 1 summarizes the base 
case parameters of the finite element mesh. Creating such a mesh is key to improving the 
understanding of the channelized behavior of flow in the region between the injector and producer 
wells.  

 

Figure 4: FEM mesh schemes used in solving the inverse model 

Table 1. Base-case parameters of the FEM Mesh I and PCA 
Parameters Symbol Description Value 

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Number of finite element nodes 7196 
𝑛𝑛𝑛𝑛𝑒𝑒𝑛𝑛𝑒𝑒 Number of finite elements  7100 
𝑛𝑛𝑖𝑖𝑛𝑛𝑖𝑖 Number of nodes in the injection well 64 
𝑛𝑛𝑝𝑝𝑝𝑝𝑛𝑛𝑛𝑛 Number of nodes in the production well 66 
𝜁𝜁 Hurst roughness coefficient 0.5 

Hurst coefficient value for sandstone taken from Schmittbuhl et al. 1995 

3.3 The Inverse Problem Definition 

Inverse model takes parameters and determines the causal factors that produce them. This is often 
described as the inverse of a forward model, where the model is used to predict an observable 

204 

304 
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quantity or parameter and the predicted quantity is compared to a measurement for validation. The 
general representation of an inverse model is given as 
 

[𝑝𝑝] = 𝑓𝑓(𝑑𝑑𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑝𝑝𝑜𝑜𝑛𝑛𝑛𝑛 ,𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑟𝑟𝑚𝑚𝑑𝑑)                       (1) 

Where 𝑓𝑓 is the inverse map which is a set of algebraic or differential equations that depend on the 
observable quantities or data, 𝑑𝑑𝑛𝑛𝑜𝑜𝑛𝑛𝑛𝑛𝑝𝑝𝑜𝑜𝑛𝑛𝑛𝑛, and the true measurements in vector notation. In this 
study, an inverse modeling approach is adopted to estimate the spatially varying fracture aperture 
distribution of a fracture at the AFL. The inverse model relies on comparisons of actual and 
simulated tracer data and production temperature measurements determined from AFL to validate 
the model’s estimation abilities. The inverse model then computes the spatially varying fracture 
aperture distribution and subsequently, the permeability distribution. Using the model presented 
in Eq. (1), the observable data is the measured tracer concentration, 𝑓𝑓 is the numerical model that 
describes the behavior of the injected tracer particles, and 𝑝𝑝 represents the local, short-range 
variation in aperture. Solving for the fracture aperture distribution is performed by solving the 
inverse routine with a multi-objective function that relies on dimensionality reduction (also known 
as reduced-order modeling) and a metaheuristic stochastic global optimization. One of the 
objective functions in the inverse problem compares the L2 norm of the estimated and the measured 
tracer curves through a minimization approach. In general, the L2 norm is described by Eq. (2) 
below 
 

                      𝐿𝐿2 =  ‖𝑥𝑥�𝑖𝑖 −  𝑥𝑥𝑖𝑖‖2                              (2) 

Where 𝑥𝑥�𝑖𝑖 is estimate obtained as the output of the model and 𝑥𝑥𝑖𝑖 is the actual observation or 
measurement. In this case, 𝑥𝑥�𝑖𝑖 is the vector of the tracer concentration data as a function of time 
obtained from the inverse model for the target reservoir and 𝑥𝑥𝑖𝑖 is a vector of tracer concentration 
measured from the reservoir of interest at AFL. 
 
3.3.1 Dimensionality Reduction – Principal Component Analysis (PCA) 

Principle Component Analysis (PCA), also known as proper orthogonal decomposition, is a 
statistical tool often used to describe the behavior of highly complex systems that have numerous 
dimensions per observation. As with all dimensionality reduction methods, PCA allows 
simplification or reduction of the dimensions of large data sets to allow interpretation. While 
reduction in the number of variables results in reduced accuracy, the implementation of PCA is 
beneficial as it allows for quicker simulation times and faster processing of the GA without 
including extraneous variables that can slow down the GA. In this study, PCA is used to reduce 
the number of variables that the GA must estimate using the inversion routine by assessing large, 
correlated regions in the aperture field. By doing this, the need to independently estimate the 
fracture aperture value in a computational mesh is removed as PCA targets reservoir-scale non-
uniformities by changing the magnitude (or eigenvalues) of the PCA modes (eigenvectors) that are 
dominant at the reservoir-scale. For a generic data set in index notation 𝑋𝑋𝑖𝑖𝑖𝑖, describing realization 
k and variable i where n variables each have a mean of zero. The covariance matrix between two 
variables is given by Eq. (3) below: 

𝐶𝐶𝑖𝑖ℎ =  ∑ 𝑋𝑋𝑖𝑖𝑖𝑖𝑋𝑋ℎ𝑖𝑖𝑒𝑒
𝑖𝑖=1                                       (3) 

The PCA modes are the eigenvectors of the covariance matrix given by Eq. (3). Each eigenvector 
of the covariance matrix represents a “mode” in the dataset and each eigenvalue represents the 
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relative strength of each mode. In fractures that have large spatial correlations, the largest 
eigenvalue corresponds to the spatial variations over a larger area in the fracture. The data set 𝑋𝑋𝑖𝑖𝑖𝑖 
is a n × m matrix with m representing the number of “trials” which is the number of aperture fields 
realized and n representing the number of components or degrees of freedom of each trial used to 
obtain the PCA modes. The number of degrees of freedom is the aperture value at each node on 
the computational mesh. With the eigenvectors and eigenvalues of the covariance matrix are 
identified, an aperture field can be reproduced by knowing the coefficients for all the modes as 
shown in Eq. (4) below 

𝑏𝑏𝑖𝑖 =  ∑ 𝛷𝛷𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖𝑛𝑛
𝑖𝑖=1                         (4) 

Where 𝛷𝛷𝑖𝑖𝑖𝑖 is an n × n matrix that represents the matrix of PCA modes where n is the number of 
nodes on the computational mesh. And 𝛼𝛼𝑖𝑖 represents the coefficients of the PCA modes. Each 
column of 𝛷𝛷𝑖𝑖𝑖𝑖 represents one PCA mode and each row corresponds to an aperture nodal value. 
Implementing a reduced-order model, Eq. (5) above is truncated to p terms where p < n, 

𝑏𝑏�𝑖𝑖 =  ∑ 𝛷𝛷𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖
𝑝𝑝
𝑖𝑖=1                               (5) 

Where 𝑏𝑏�𝑖𝑖 represents the reduced order model. The modes, which are arranged by their 
corresponding eigenvalue, where the mode with the largest eigenvalue will be the first mode. With 
the PCA algorithm, the number of modes that minimize the L2 norm of the reduced model are 
determined. Finding an ideal number of PCA modes that captures adequate accuracy in the model 
estimate of fracture aperture without compromising simulation efficiency is the goal of 
implementing PCA as a dimensionality reduction technique. In fractures that have a spatially 
varying aperture distribution, the assumption of a self- affine geometry is consistent with long-
range aperture variations. Using the self-affine geometry of fracture, the first few modes should 
correspond to the reservoir-scale aperture variations and the higher order modes capture finer 
aperture scale variations progressively. The reduced order aperture field can be obtained knowing 
the modes of the entire aperture field that are modulated using the coefficients of each mode 
through 𝛼𝛼𝑖𝑖, as shown in Eq. (6) below 

𝑤𝑤�𝑖𝑖 =  ∑ 𝛷𝛷𝑖𝑖𝑖𝑖𝛼𝛼𝑖𝑖
𝑝𝑝
𝑖𝑖=1 + 〈𝑤𝑤�〉                               (6) 

Where 𝑤𝑤𝑖𝑖 represents the value of the aperture field at each node on the computational mesh. In the 
inverse model, PCA is used in conjunction with a GA where the minimum number of modes are 
determined to find a reduced-order aperture distribution, and subsequently a spatially varying 
permeability distribution, that captures those nodal aperture values that are dominant from a large-
scale reservoir standpoint. 
 
3.3.2 Machine Learning – Genetic Algorithm (GA) 

A Genetic Algorithm (GA) is a metaheuristic stochastic global optimization routine that mimics 
the way natural selection works to find an optimum solution to a problem based on an objective 
function and its workflow is shown in Figure 5. In general, the GA works to optimize an objective 
function, 𝑓𝑓(𝑦𝑦𝑖𝑖), where 𝑦𝑦𝑖𝑖 represents the set of parameters, or in the language of GA, the ‘genes’. 
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Figure 5: Workflow of the Genetic Algorithm (GA) (adapted from [31]) 

A set of individuals, N, are created at random from an initial population, with each individual 
representing a set of parameter values. An individual in the population, is assigned a fitness score 
after evaluating the objective function. A new set of individuals are created from the initial 
population after selecting parent pairs from the current population based on the highest values of 
the fitness score of each individual. The new population is created either by mating or mutation 
between the parents selected from the previous generation. Mating takes two sets of genes from 
the parents and two new individuals are created in the new population, whereas mutation takes two 
individuals with the lowest fitness scores and replaces their genes with randomly generated genes, 
thus giving rise to two new individuals that replace the parents in the next generation. The fraction 
of individuals created by mutation or mating can be controlled in the GA using the cross-over 
fraction. The GA is terminated using a predefined termination criteria that will stop the algorithm 
either when a pre-specified number of generations or when a set value of the objective function is 
reached.  The optimum solution is determined by the individual with the best value of the fitness 
function. In the current study, the set of coefficient modes, given by 𝛼𝛼𝑖𝑖, is found by the GA when 
the minimum number of modes are specified. This minimization problem is set up as shown below 
in Eq. (7) 

min 𝑓𝑓�𝛼𝛼𝑖𝑖� =  ‖𝜒𝜒𝑖𝑖− 𝜒𝜒�𝑖𝑖‖2
‖𝜒𝜒𝑖𝑖‖2

                           (7) 

Where the actual tracer RTD and the estimated tracer RTD from the reduced order simulation are 
given by 𝜒𝜒𝑖𝑖 and �̂�𝜒𝑖𝑖 respectively. Using the estimated tracer fit, the forward model that produces 
the tracer BTC from the velocity field and the mean aperture using the PCA coefficients are given 
by Eq. (8) below where w is average fracture aperture width. 

�̂�𝜒𝑖𝑖 = 𝐹𝐹�〈𝑤𝑤〉,𝛼𝛼𝑖𝑖�                            (8) 

In solving this inverse problem, the choice of using the GA as a stochastic optimization routine 
was made considering the nature of the problem to be solved. Since the aperture field is not unique, 
different aperture distributions can yield similar tracer fit curves. Moreover, with such non-unique 
aperture distributions, it is likely there are several local minima in the aperture distributions found 
by the GA. Using any deterministic techniques could result in significant increase in computation 
time since deterministic methods will likely stop once a local minimum is found which may not 
be a global minimum. Stochastic algorithms, such as the GA, are more robust and can explore a 
wider space range. In the case of the GA, it has an additional advantage since each individual can 
be treated independently. This allows the simulation to make use of parallel processing with 
multiple cores and processors. Furthermore, with the GA, a parameterized approach can be 
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adopted. With such an approach, specific parameters that have a significant effect on the 
performance of the GA can be used to understand the effects of those parameters and find optimal 
combinations that provide the best results while also making physical sense.  

4. Results and Discussion 
4.1 Effect of the number of PCA modes 

The number of PCA modes impacts the extent of the fracture aperture distribution that is captured 
at the reservoir-scale. Simulating an aperture distribution with fewer PCA modes means that the 
GA has fewer parameters to estimate resulting in a fracture aperture distribution that is less 
accurate. To show the effect of the PCA modes, the full order aperture distribution is compared 
with a reduced number of PCA modes as shown in Figure 18 below. The estimated full order 
aperture, shown in Figure 6 (A), represents the most accurate fracture aperture distribution, 
whereas the case shown in Figure 6 (F) shows a less refined case of the same aperture distribution. 
Table 2 shows the parameterization of the different cases that have been tested with the inverse 
model to estimate the fracture aperture. A design of experiment assessment was used to find the 
tunable parameters pertinent to the GA – The number of PCA modes, the number of generations, 
the size of the population in each generation and the cross-over fraction. 

 
Figure 6: Illustration of the impact of number of PCA modes on the fracture aperture (a) Full order with 6296 

modes (b) 1000 PCA modes (c) 500 PCA modes (d) 250 PCA modes (e) 150 PCA modes (f) 50 PCA modes 

4.2 Results of Simulation 

The results of this simulation study are summarized in Table 2 where the parameterizations 
corresponding to different number of PCA modes is shown in each row. In each run, the number 
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of PCA modes is varied along with the size of the population, the number of generations and the 
cross-over fraction. The L2 norm of both the tracer fit and the production temperature are also 
shown for each run. 

Table 2. Parameterizations of the Genetic Algorithm used in the inverse model with Mesh I 

 
Number of 
PCA modes 

Number of 
generations 

Size of 
population 

Cross-over 
fraction 

L2 norm – 
Tracer fit 

L2 norm – 
Prod temp 

Run 1 

1000 500 250 0.8 0.06 0.06 

500 500 250 0.8 0.06 0.05 

250 500 250 0.8 0.07 0.07 

150 500 250 0.8 0.10 0.10 

50 500 250 0.8 0.10 0.09 

Run 2 

1000 500 250 0.5 0.04 0.05 

500 500 250 0.5 0.05 0.06 

250 500 250 0.5 0.04 0.05 

150 500 250 0.5 0.05 0.06 

50 500 250 0.5 0.09 0.16 

Run 3 

6296 1000 100 0.6 0.05 0.06 

1000 250 400 0.6 0.05 0.04 

500 250 400 0.6 0.04 0.05 

250 250 400 0.6 0.07 0.07 

150 250 400 0.6 0.08 0.09 

50 250 400 0.6 0.11 0.10 

 
4.2.1 Run 1 (500 generations, population size of 250, cross-over fraction of 0.8) 

The results of Run 1 are shown in Figure  7. In each column (a) represents the aperture distribution 
estimated from the inverse model, (b) shows the evolution of temperature between the injector 
(well 204) and producer (well 304) well pairs, (c) shows the estimated and measured tracer fit and 
(d) shows the estimated and measured production temperature. Run 1 corresponds to the case 
where the number of generations was maintained at 500, the size of the population was 250 and 
the cross-over fraction is 0.8. With this parameterization, each simulation case required 
approximately 3.75 days to run to completion. As the number of PCA modes used in mapping the 
aperture distribution is increased, there is improved fit between the measured and simulated 
production temperature. The tracer fit between the estimated and the measured value also shows a 
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good fit and as expected, shows a poorer fit with the case of 50 PCA modes compared to 1000 
PCA modes. In all cases, the temperature evolution of the final aperture field obtained from 
simulation can capture the channelized flow pattern that is expected to be seen between the injector 
and producer well pairs.  

          (a)                                    (b)                                 (c)                              (d) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 7: Results of Run 1 for different number of PCA modes (a) estimated fracture aperture distribution (b) 
Temperature evolution in the aperture (c) Measured and estimated tracer fit (d) Measured and estimated 
production temperature. The four rows 50 modes (first row) and three cases with increasing number of 
PCA modes from 150 (second row), 250 (third row), 500 (fourth row), and 1000 (fifth row). 
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4.2.2 Run 2 (500 generations, population size of 250, cross-over fraction of 0.5) 

The results of Run 2 are shown below in Figure 8. This run is characterized by the number of 
generations being 500, the size of the population being 250 and the cross-over fraction being 
reduced to 0.6. Like Run 1, the first column represents the aperture distribution simulated with 
different number of PCA modes. The second column shows the temperature evolution between 
the injector and producer. The third and fourth columns represent the tracer fit and the estimated 
production temperature respectively. The cross-over fraction was reduced from 0.8 (default value 
set by the Genetic Algorithm toolbox in MATLAB) to 0.6 based on L2 being evaluated for both 
the tracers and the production temperature. Initially starting with a trial-and-error based approach 
for finding the appropriate cross-over fraction, the appropriate range of values was determined to 
be 0.8 to 0.5. However, considering the multi-objective evaluation of the fitness function and 
observing the evolution of the fitness function over successive generations, the cross-over fraction 
range was made tighter and set to a value of 0.5. With the new value of the cross-over function set 
to 0.5, there is greater variation induced in the offspring in the subsequent generation, that is seen 
in improved values in the fitness function. The result of such variation in offspring in each 
generation is that a larger search space is explored, leading to a better aperture distribution, and 
subsequently, better fit in the tracers and the production temperature from 50 to 1000 PCA modes. 
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(a)                                (b)                                       (c)                                  (d)         

Figu 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 8: Results of Run 2 for different number of PCA modes (a) Estimated fracture aperture distribution (b) 
Temperature evolution in the aperture (c) Measured and estimated tracer fit (d) Measured and estimated 
production temperature. The four rows 50 modes (first row) and three cases with increasing number of 
PCA modes from 150 (second row), 250 (third row), 500 (fourth row) and 1000 (fifth row). 
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4.2.3 Run 3 (250 generations, population size of 400, cross-over fraction of 0.6) 

The results of Run 3 are shown below in Figure 9. Like Runs 1 and 2, figure (a) shows the 
simulated aperture distributions for different PCA modes. Figure (b) shows the corresponding 
temperature evolution profiles. The third and fourth figures, (c) and (d), represent the tracer fit and 
the production temperature estimated using the simulated aperture distributions. The 
parameterization used for Run 3 has 250 generations and a population size of 400 individuals per 
generation and a cross-over fraction of 0.6. Run 3 uses a cross-over fraction value of 0.6 compared 
to Run 2 with a value of 0.5. Based on the results of Run 2 and from MATLAB documentation, 
the increased cross-over fraction to ensure a higher weight given to the mutated individuals. With 
the new value of the crossover fraction, the emphasis placed on the mutated individual is increased 
by 10% from Run 2, allowing the GA to search through a larger search space and overcome local 
minima that is likely to be encountered and do so quickly. This is noted in the difference in 
simulation run time of Run 2 (3.9 days) versus Run 3 (3.2 days). 
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  (a)                                        (b)                                    (c)                                (d) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 9: Results of Run 4 for different PCA modes (a) Estimated fracture aperture distribution (b) 
Temperature evolution in the aperture (c) Measured and estimated tracer fit (d) Measured and estimated 
production temperature. The four rows 50 modes (first row) and three cases with increasing number of 
PCA modes from 150 (second row), 250 (third row), 500 (fourth row) and 1000 (fifth row).  
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Figure 10 shows the L2 norm of the tracer fit and the production temperature for Runs 1 to 3 plotted 
as a function of aperture field. From the general trend, the average tracer fit across the runs is better 
compared to the heat transfer estimate of production temeprature from the inverse model. This is 
expected as the production temperature estimation in the current setup of the GA lacks certain 
background physics such as the hydraulic gradient and the pressure gradient that make the 
production temperature less accurate.  

 
Figure 10: L2 norm as a function of average fracture aperture of the tracer fit and simulated production 

temperature from Runs 1 – 3 

4.3 Detailed Assessment of the GA with the best-case scenario – Run 3 – 1000 PCA modes 

The best-case representation of the aperture distribution was obtained in Run 3 with the 
parameterization being population size of 400, number of generations being 250 and the cross-
over fraction being 0.6. The desired values of the objective function were obtained in 1.5 days as 
opposed to 3.75 days of simulation. Additionally, this run resulted in the best fit with the measured 
production temperature which additionally shows that the GA parameterization used in this 
simulation case provides one of the best cases to tune the inverse model. This means the GA was 
able to find an optimal solution relatively quickly resulting in an aperture distribution and a 
corresponding tracer BTC and production temperature estimate. The different plots of the GA are 
shown and described below.  

4.3.1 The Pareto Frontier 

The pareto frontier that shows the development of the two objectives over different generations is 
shown in Figure 11 below. Objective 1 represents the tracer fit and objective 2 represents the match 
between the measured and estimated production temperature. The best-case value of the tracer fit 
(objective 1) and the production temperature (objective 2) are 0.05 and 0.04 respectively. This run 
showed the best fit between the measured and simulated production temperature meaning that the 
parameterization of the GA used in this case resulted in finding an optimal solution that best 
matches the measured value.  
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Figure 11: The Pareto frontier of the dual objective GA of the best case - 1000 PCA modes with Objective 1: 
Estimated and measured tracer fit Objective 2: Estimated and measured production temperature 

4.3.2 Fitness of Each Individual and Selection Function 

The fitness of each individual and the computed result of the selection function as a function of 
number of individuals in the population are shown for the last generation of the GA, generation 
250, in Figure 12(A) and (B) respectively. In Figure 12(A), the fitness values of the individuals 
are generally near or below 0.2, except for individual 52 in the last generation that has a fitness 
value greater than 0.8. In the inverse problem set up, the evaluation of the fitness function is 
performed by minimizing the L2 norm of the tracer fit and the production temperature for each 
individual in a given generation. From this last set of results, individual 52 shows a high fitness 
value implying that evaluating the objective function resulted in a minima value. Figure 12(B) 
shows the selection function results from the Tournament style parent selection. The number of 
children created from each individual in generation 250 is shown. In the Tournament style of parent 
selection, several tournaments are run between the individuals chosen at random. The individual 
with the best fitness score is selected for crossover. In this plot shown below, several individuals 
are present that have suitable fitness scores that result in over 10 children created. Considering 
Figure 12(A) and (B), the best fitness score obtained is 0.86. 

 
(a) 
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(b) 

Figure 12: GA Results as a function of number of individuals in the population generation 250: (a) Fitness of 
each individual (b) Selection Function 

4.3.4 Relationship between Individual and the GA Fitness Scores 

Figure 13 shows the average distance between individuals as a function of each generation (A), 
the number of individuals with different rankings (B), the average spread plotted for each 
generation (C) and the histogram of the number of individuals with different scores for two 
objectives, tracer fits (objective 1) and production temperature (objective 2) (D). From Figure 13 
(A), this run shows a consistent average distance between individuals.  While the initial population 
GA starts with a large distance between individuals, the distance between individuals drops and 
subsequent generations show a reduced distance between individuals. That potentially implies that 
the GA has found a combination of mutated and mated individuals that results in an aperture 
distribution with a reasonable spread that is consistent across generations. This can be correlated 
to Figure 13(D) where the number of individuals with a fitness score that minimizes both 
objectives together have the highest number of individuals in bin 1 with the score of 0.05. An 
observation from the score histogram shows that the objective function of the production 
temperature has a wider range of fitness scores [0.02 0.36] compared to the tracer fit [0.03, 0.19]. 
As consistently seen from all the simulation runs, tracer fit is easier to achieve compared to the 
production temperature. This can be attributed to the effect of mean aperture distributions on the 
estimation of the production temperature. Figure 13(C) shows the average spread as a function of 
each generation. Over generations the average spread increases, which could imply each 
successive generation captures and searches a larger aperture space. Searching in a larger aperture 
space leads to more individuals in each generation that have the highest fitness score, called the 
rank 1 individuals. For this simulation case, the average spread was a value of 1.23. This is 
consistent with the results seen from Figure 13(B). The histogram of the number of children that 
have rank 1(children with the highest fitness score) is the highest as seen from Figure 13(B). This 
means that there are more individuals that are of rank 1 and available for creation of the next 
generation. 
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(a) 

  

(b) 

  
(c) 

  

(d) 

Figure 13: GA Results (a) Average distance between individuals (b) Rank Histogram (c) Average Spread (d) 
Score histogram (fun 1: tracer fit, fun 2: production temperature) 
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With the GA, the estimated fracture distribution was simulated with different GA 
parameterizations as shown in Table 2. Of the different parameterizations, the ideal number of 
PCA modes that capture the reservoir scale variation in the original single discrete fracture is 1000 
PCA modes obtained with the GA parameterization from Run 3. By quantifying the level of 
reservoir scale fracture variability, there is confidence in choosing 1000 PCA modes. Additionally, 
the simulation run time was approximately 3.75 days compared to the standard 5 days. However, 
the estimated fracture aperture was found by the inverse search routine in roughly 1.5 days which 
is a considerable improvement from the simulation run time of Runs 1 and 2 with a runtime of 6 
days and 3.75 days. 

5. CONCLUSIONS AND FUTURE WORK  

In this study, the inverse model framework that employs a ML technique called a GA was used to 
estimate the unknown fracture aperture distribution of a single discrete fracture. Additional 
validation with the tracer BTC of the C-Dot tracer was also performed to calibrate the model 
performance instead of using the joint pressure-tracer calibration as suggested by Hawkins et al. 
2020. By requiring the model only assess reservoir-scale variation in the fracture aperture, the GA 
solves the inverse routine and finds a reduced order fracture aperture distribution of the single 
discrete fracture at the AFL more efficiently compared to a full order aperture distribution. By 
comparing the L2 norm of the simulated and measured tracer BTCs and the production 
temperature, run 3 with 1000 PCA modes and the corresponding GA parameterization was chosen 
as the basis for further study as this run resulted in the minimum L2 norm values between the 
simulated and measured tracer BTC and the production temperature as well as resulted in a 
reasonable reduced order fracture aperture distribution that is suitable for further study. With the 
chosen run, the simulation converged to the desired values of the two objective functions, the tracer 
BTC fit and the estimated production temperature between injector 204 and producer 304, in half 
the estimated simulation run time which matters for efficiency of computation. Additionally, 
dimension reduction with PCA suggests that 1000 PCA modes are required to adequately capture 
the reservoir scale heterogeneities in the fracture aperture, and by extension, in the fracture 
permeability. Suggesting a fixed number of PCA modes distinguishes this study from that a 
conducted by Hawkins et al 2020 as it provides a base case for further assessment. This research 
presents the most recent updates in a machine learning approach that ultimately works towards 
predicting fracture aperture distributions, and by extension fracture permeability. The wider 
implication of a model that is predictive in nature is that it can be used to assess the spatial 
distributions of fractures with limited data.  
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ABSTRACT  

The Department of Energy’s (DOE) Geothermal Data Repository (GDR) team has implemented 
or is currently implementing data standards and automated data pipelines for the following 
geothermal data types: 1) drilling data, 2) geospatial datasets, and 3) Distributed Acoustic Sensing 
(DAS) data. These data standards and pipelines are intended to improve the real-world 
applicability of geothermal machine learning outputs through improving the quality of data. More 
specifically, through standardizing high-value datasets, the GDR is reducing project-specific data 
curation requirements, allowing more time to be spent on actual research. By automating this 
process, the burden of standardization is taken off of the user, overall increasing the availability of 
standardized data. This paper provides an update on the GDR’s transition toward data 
standardization through automated data pipelines and calls for feedback from the community on 
how the GDR team can improve this process. 

1. Introduction 
The U.S. Department of Energy (DOE) Geothermal Data Repository (GDR) is the repository and 
catalog for data generated by projects funded by the DOE Geothermal Technologies Office (GTO) 
(Weers et al., 2022). The GDR provides public access to geothermal datasets, which are 
consistently increasing in variety, size, and complexity. At the same time, these datasets are 
growing in value to geothermal machine learning projects. That considered, the GDR is constantly 
aiming to improve the convenience and efficiency of using its datasets in geothermal machine 
learning projects (Taverna et al., 2023). 
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High-quality data is essential for achieving high-quality results in machine learning applications. 
In the context of geothermal projects, the importance of data quality has been increasingly 
recognized. The Geothermal Operational Optimization Using Machine Learning (GOOML) 
project serves as an example of the positive outcomes that can be achieved with high-quality data. 
The project utilized large amounts of geothermal power plant operational data to optimize power 
generation. Data curation played a crucial role in the success of the GOOML project, following a 
process that involved data acquisition, digestion, transformation, quality assurance, and utilization 
in machine learning algorithms. This iterative process focused on improving data quality rather 
than the more traditional approach of tuning model parameters, with the goal of enhancing the 
real-world applicability of geothermal machine learning projects. The GOOML data curation 
process emphasizes a data-centric approach, recognizing the critical role of high-quality data in 
project success (Taverna et al., 2022). 

High-quality geothermal datasets are characterized by reliable sensors or devices, frequent 
measurements, sufficient data points, comprehensive metadata, secure data storage, and effective 
data curation. Another aspect contributing to data quality is reusability, which can be improved 
through standardization. Standardizing data ensures consistency in formatting and content across 
similar datasets, reducing preprocessing requirements and ensuring that the dataset provides 
adequate information. When submitting data to the GDR, preferred formats are those that support 
the highest reusability. While the GDR accepts a variety of file formats, it encourages the use of 
structured and standardized data whenever possible (Taverna et al., 2023). This tier of data has 
traditionally included standardized formats like Excel, CSV, XML, RDF, JSON, and others, 
promoting reusability and facilitating efficient data analysis (Tier 3 in Figure 1). Here we expand 
upon the existing data tiers to include a fourth, which is best for large or complex datasets (Tier 4 
in Figure 1). This tier is not only structured and standardized, but is also cloud-optimized, offering 
advantages such as improved computational performance, storage cost efficiency, and scalability, 
especially when used in the cloud.  

 
Figure 1: Graphic describing the GDR’s guideline for preferred data formats. In this guideline, Tier 4: 

structured + standardized + cloud-optimized data is considered best because it maximizes reusability, 
while also enhancing cloud performance and efficiency. 

1.1 Data Standards and Pipelines 

Data standards provide data type-specific guidelines on contents, metadata, and format to help 
users submit data that falls under Tier 3 or Tier 4 in Figure 1. They can be used to advise data 
collection, or to reformat data after collection, with the goal of maximizing usability for future 
research. A small portion of the burden of meeting data standards falls on the submitter. For 
example, the submitter must structure the contents to some extent, provide complete metadata, and 
use a digitized, machine-readable format for their data. However, where automated data pipelines 

2362



Taverna et al. 

exist, submitters do not need to manually reformat or restructure their data to meet GDR’s exact 
standards.  

Automated data pipelines automatically recognize certain types of datasets, and then convert them 
into a standardized format while also preserving the original data file (Figure 2). This means that, 
if a data pipeline for that data type has been implemented in the GDR, researchers who produce 
the data can use whichever digitized and machine-readable data format they prefer internally, 
upload their data in that format, and have it be automatically standardized. This shift takes the 
majority of the burden of data standardization off the user and project teams, allowing more project 
resources to be used on research and development activities, and increasing the availability of 
standardized geothermal data available through the GDR.  

 
Figure 2: Graphic depicting how GDR data pipelines work. Nonstandard data is uploaded to the GDR and is 

funneled through a data pipeline that standardizes the data in accordance with the associated data 
standard, while preserving the original nonstandard data (Taverna et al. 2023). 

1.2 Existing Data Standards and Pipelines in the GDR 

In the past, the National Geothermal Data System (NGDS) content models (NGDS 2013) were 
used for data standardization. These models provided standardized templates in Excel and XML 
formats, but they placed the burden of standardization on the data submitter, which proved to be 
challenging and time-consuming, limiting adoption. Furthermore, the NGDS content models have 
limitations in capturing time-series data, big data, and non-tabular data, which are becoming more 
common in geothermal projects. As the datasets submitted to the GDR grow in variety, size, and 
complexity, a more robust approach to data standardization is needed to overcome these limitations 
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and support a wider range of data types and formats. Therefore, the GDR is moving away from 
this model and towards one centered on automated data pipelines (Taverna et al., 2023).  

The first automated data pipeline implemented within the GDR was for drilling data. This pipeline 
currently supports and is capable of processing data from Pason (Pason Systems Corp., 2023) and 
RigCloud (Nabors Industries Ltd., 2021) drilling data platforms in Excel and CSV formats and 
may, in the future, be amended to standardize drilling data from other sources and in other formats 
as well. The pipeline recognizes the platform-specific field names and units and converts them to 
the standard field names and units in CSV format. The standard additionally includes the RIMBase 
(Infostat, 2023) drilling data platform field names (Taverna et al., 2023). 

When uploading a drilling dataset to the GDR, the submitter adds metadata, uploads a file 
containing drilling data in either Pason or RigCloud output formats, and saves or submits as 
normal. The data pipeline then automatically detects that the file contains drilling data, converts it 
into the data standard, and generates an additional file. Initially, the standardized file appears 
grayed out with a note indicating it is auto generated. After processing, (dependent on the file size, 
but usually after a few minutes), the standardized file becomes available for download alongside 
the original file, preserving both versions. This process is discussed in more detail and with figures 
in Taverna et al., 2023. 

1.3 New Data Standards and Pipelines added to the GDR 

The GDR team prioritized new data standards and pipelines based on anticipated awards, high-
demand datasets, and feedback from the community. Internal brainstorming sessions were 
conducted, and an internal survey was administered to gather input on improvements desired for 
the GDR. Discussions were also held with DOE GTO to align efforts with upcoming projects. The 
results were presented at the Stanford Geothermal Workshop in February 2023, and another survey 
was administered to gather feedback from attendees. The final resulting priority new data pipelines 
and standards for 2023 included auto-detection and complete metadata requirements for 
submission of GIS data and a pipeline for converting non-standard Distributed Acoustic Sensing 
(DAS) data into a standard format. 

1.3.1 Geospatial Data 

Missing metadata impedes comprehensive analysis and reproducibility. High quality geospatial 
studies require complete metadata packages to enable precise mapping, explanation of potentially 
unexpected anomalies in the data, and uncertainty quantification. Current storage models often 
lack the necessary metadata for enabling thorough analyses and reproducibility. Consequently, 
data submissions from GIS non-experts frequently result in incomplete metadata.  

Currently, the GDR encourages, but does not require any GIS-specific metadata. As a result, there 
are numerous GIS data files in the GDR with incomplete metadata. For example, many GDR 
submissions do not include a coordinate reference system (CRS). There have been efforts to try to 
identify the correct CRS for some of the high-value GIS datasets, but the process proved to be 
extremely time-consuming and introduced significant uncertainty. Based on this, it has been 
determined that the best solution for ensuring reproducibility and reusability for geospatial data is 
to require that crucial metadata are included upon upload of these files. 
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More recently, there has been a rise in the relevance of high-resolution geospatial data (i.e., 
GeoDAWN LiDAR data). These data are frequently on the order of terabytes in size, causing 
storage and access of these data using conventional approaches (i.e., storing in shapefiles and 
opening in QGIS) to be rather inefficient. This lends to the need for additional data standards 
specific to big geospatial data, which are more focused on cloud optimization and ease of parsing 
using open-source tools such as python plotting libraries (e.g., matplotlib). 

1.3.2 Distributed Acoustic Sensing Data 

Distributed Acoustic Sensing (DAS) data has diverse applications, enabling the tracking of 
movement and activity in infrastructure and the discrimination of different sources of vibrations. 
DAS data is also employed in subsurface investigations, detecting earthquakes and characterizing 
subsurface structures. DAS, especially when combined with machine learning, offers valuable 
insights into subsurface phenomena and contributes to scientific and societal advancements 
(Trainor-Guitton et al., 2022), labeling it as a high-value data type within the GDR. Given the 
massiveness of DAS data, its potential for contributing to scientific discovery would be greatly 
augmented if efficient automated analysis (i.e., edge computing) of DAS data was made more 
convenient and scalable. Adopting a standardized format for DAS data helps to achieve this. 

DAS uses an optical fiber to measure strain induced by elastic waves, providing continuous 
vibration sensing. DAS acts as an array of sensors along the fiber, measuring strain over discrete 
intervals. Unlike traditional seismic sensors, DAS captures directional strain components over a 
length, collects multiple channels simultaneously, has customizable acquisition parameters, and 
experiences variations in sensitivity due to installation environments. While DAS data is often 
used for seismic monitoring, standard seismic metadata (e.g., SEED) and file formats (e.g., SEGY) 
are ill-suited for DAS data due to their inability to accommodate acquisition parameters and handle 
large data volumes (IRIS DAS RCN Data Management Working Group, 2022). 

Within DAS, a fiber optic cable is deployed in a well, like in Figure 3, or horizontally in a trench. 
The cable is composed of many fibers, which are themselves composed of many channels. The 
cable is hooked up to an interrogator unit which measures variations in back-scattered light caused 
by vibrations in the fiber and stores the accompanying raw data. This raw data is usually processed 
using data reduction, frequency-based filtering, or transformations. Applications can then derive 
information from either the raw data, the processed data, or both. These datasets are commonly on 
the order of terabytes in size, making traditional file storage and transfer challenging. In addition, 
the lack of standardized metadata and data formats mean that a significant amount of time is spent 
manually reformatting data and tracking down missing pieces of metadata, which can be costly 
and introduce errors (PRODML Work Group, 2022). 
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Figure 3: DAS data acquisition, processing, and storage overview (PRODML Work Group, 2022) 

 

1.4 GDR Data Lakes 

Very large datasets such as high-resolution geospatial data or DAS data are stored in the GDR data 
lakes rather than the traditional access model of downloading datasets for local use. Data lakes 
enable interaction with the data directly within the data lake. Researchers can send their research 
questions to the data lake and receive the answers without the need for data transfer. This can be 
achieved through encapsulating research questions in modular code or setting up a server or cluster 
of servers in a connected cloud environment. By eliminating the requirement for large data 
transfers, the data lake approach accelerates research timelines and reduces costs. Furthermore, the 
centralized nature of the data lake ensures consistent and equal access to the dataset for all 
collaborators, removing the need for data transfers between partners and reducing the risk of data 
corruption. Cloud-based data lakes are accessible to anyone with cloud access, eliminating the 
need for collaborators to have their own high-performance computing (HPC) and big data storage 
solutions (Weers et al., 2021). 

2. Geospatial Data Standard 
Since there is already an existing metadata standard for geospatial data (ISO 19115-1), the GDR’s 
geospatial metadata standard is based on this. There is less consensus on preferred formats, so here 
we investigate some of the commonly used formats, suggest a format for very large geospatial 
data, and discuss updates to the GDR to achieve these standards, including additional required 
metadata input fields for geospatial data files and a pipeline to convert geospatial data within the 
GDR’s data lake into the preferred, cloud-optimized, standardized format. 
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2.1 Geospatial Metadata Standard 

According to the International Organization for Standardization (ISO), geospatial metadata 
attributes should provide comprehensive information that helps users understand, evaluate, and 
use the data effectively. Some of the key metadata attributes that should be included with 
geospatial data are: 

• Identification Information: This includes the title, abstract, purpose, and status of the 
geospatial data, as well as any keywords that describe its content. Within the GDR, this is 
already required in the submission form. 

• Data Quality Information: This includes information on the positional accuracy, attribute 
accuracy, logical consistency, and completeness of the geospatial data. Within the GDR, 
this should be included in the submission abstract, resource description(s), or in a readme 
file. 

• Type of Geospatial Data: This includes an explanation of the type of geospatial data. For 
example, is the file geography data (e.g., a csv file with information about coordinates) or 
geometry data? If the file contains geometry data, is it vector (e.g., points, lines, or 
polygons) or raster data (e.g., a georeferenced map)? Currently, this information is not 
required by the GDR submission form, but the GDR team is working on building 
capabilities to derive this information from file types and adding required inputs for these 
attributes for ambiguous file types. 

• Coordinate Reference System (CRS): This includes information on the coordinate 
system, units, projection, and datum used for the geospatial data. Currently, this 
information is not required by the GDR submission form, but the GDR team is working on 
adding required inputs for these attributes. 

• Name of Geometry Column: If the geospatial data file contains columnar geometry data, 
the name of the column containing geometry information should be provided. Currently, 
this information is not required by the GDR submission form, but the GDR team is working 
on adding required inputs for these attributes where relevant. 

• Temporal Reference Information: This includes information on the time period of the 
data, such as the date of creation, publication, or last update. Within the GDR, the creation 
date and publication date are accounted for in the GDR submission form, but the time 
period of the data should be included in the submission abstract, resource description(s), 
or in a readme file. 

• Data Source Information: This includes information on the originator, publisher, and any 
other relevant sources of the geospatial data. Within the GDR, some of this info is already 
required in the submission form (originator and publisher), but any other relevant sources 
of the geospatial data should be specified in the submission abstract, resource 
description(s), or in a readme file. 

• Entity and Attribute Information: This includes information on the features, attributes, 
and attribute values present in the geospatial data, as well as any attribute definitions, 
domains, and units of measure. Within a GDR submission, this information should be 
specified in the submission abstract, resource description, or an associated readme file. 

• Distribution Information: This includes information on the format, size, and access 
methods for the geospatial data, as well as any fees, restrictions, or licensing requirements. 
The format and size are automatically displayed for every data file in the GDR, but any 
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specific access methods should be specified in the submission abstract, resource 
description, or an associated readme file. 

• Metadata Reference Information: This includes information on the metadata itself, such 
as the date of creation, contact information for the metadata author, and any metadata 
standards or profiles used. The metadata creation date, contact information, and author(s) 
are already required within the submission form. Any metadata standards or profiles used 
which differ from the GDR’s standards should be specified in the submission abstract, 
resource description, or in an associated readme file. 

• Spatial Domain Information: This includes information on the geographic extent of the 
geospatial data, such as bounding coordinates or a description of the area covered. This 
information is required by the location attribute associated with each resource uploaded to 
a GDR submission.  

• Lineage Information: This includes information on the history of the geospatial data, such 
as the methods used for data collection, processing, and quality control. This information 
should be specified in the submission abstract, resource description, or an associated 
README file. 

By including these metadata attributes with geospatial data, users can better understand the 
context, quality, and limitations of the data, making it easier for them to use the data effectively in 
their own analyses and applications (ISO 19115-1). 

2.2 Preferred Geospatial Data Formats 

The GDR prefers open-source formats with metadata embedded. Some common open formats 
include: 

• GeoTIFF: A georeferenced raster image format that is widely used for satellite imagery 
and aerial photography. 

• Shapefile: A vector data format developed by Esri, commonly used for storing points, 
lines, and polygons. 

• NetCDF: Network Common Data Form (NetCDF) is a set of software libraries and 
machine-independent data formats that support the creation, access, and sharing of array-
oriented scientific data, often used for gridded data and climate models. 

• GeoJSON: A lightweight format for encoding geographic data structures, often used for 
web mapping applications, particularly for vector data.  

• GML: Geography Markup Language (GML) is an XML-based format for encoding 
geographic information, including both spatial and non-spatial properties of geographic 
features. GML can be used for both raster and vector data. 

• KML/KMZ: Keyhole Markup Language (KML) is an XML-based format for storing 
vector-type geographic data and associated content, often used with Google Earth. KMZ is 
a compressed version of KML. 

• HDF5: Hierarchical Data Format, version 5 (HDF5) is a data model, a set of open file 
formats, and libraries designed, in the context of geospatial data, to store and organize large 
amounts of raster data for improved speed and efficiency of data processing (The HDF 
Group, 2023). HDF5 is not natively cloud-optimized but can be through the use of third-
party libraries or services (e.g., kerchunk (Durant, 2021) or Highly Scalable Data Service 
(HSDS, The HDF Group, 2023)).  
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• GeoParquet: GeoParquet is an incubating Open Geospatial Consortium (OGC) standard 
that adds interoperable geospatial types (Point, Line, Polygon) to Parquet, which is a 
column-oriented modern alternative to CSV files (GeoParquet, 2023). GeoParquet is 
preferred by several cloud service providers for big geospatial data, due to its columnar 
data format (beneficial to data science workflows), native cloud-optimization, and cloud 
data warehouse interoperability. GeoParquet is the GDR’s recommended format for large 
or especially complex vector datasets.  

These formats are widely used and supported by various geospatial software and tools, making 
them suitable for geospatial data storage and exchange (ISO 19115-1). Of these formats, the GDR 
prefers GeoTIFF, Shapefile, NetCDF, or GeoJSON, depending on the data’s application. The GDR 
discourages the use of proprietary formats like GeoDatabase because they are not easily accessible 
to those who do not have licenses for the software required to view and work with them. 

High resolution geospatial data are typically made accessible via the GDR data lakes rather than 
the traditional access model of downloading datasets. Since data lakes make large amounts of data 
available for use within the cloud, cloud-optimized formats are preferable to improve 
computational performance, storage cost efficiency, and scalability.  

2.3 Geospatial Data Pipeline 

To ensure proper metadata requirements for geospatial data, the GDR is being updated to auto-
recognize geospatial files and determine what type of geospatial data file it is (i.e., geography 
versus geometry, vector versus raster). The resource-specific metadata will have additional 
required input fields to specify a single CRS for each file. The CRS field accounts for the 
coordinate system, units, projection, and datum used for the geospatial data.  

In addition, a pipeline to convert geospatial data into GeoParquet format is being developed as part 
of the Open Energy Data Initiative (OEDI), an effort to improve access to valuable datasets and 
automate data management across the Department of Energy's (DOE) programs. This data pipeline 
will be integrated into the GDR data lakes for large, high resolution geospatial data. 

3. DAS Data Standards 
Since there are already existing data and metadata standards for DAS data (i.e., PRODML Work 
Group, 2022 and IRIS DAS RCN Data Management Working Group, 2022), the GDR is building 
off of these and focusing its efforts on the pipeline to achieve these standards. 

3.1 DAS Metadata Standard 

For a DAS metadata standard, the GDR suggests following the recommendations of the IRIS DAS 
RCN Data Management Working Group. The IRIS DAS RCN Data Management Working Group 
breaks the metadata requirements into five major blocks: overview, cable and fiber, interrogator, 
acquisition, and channel. Each block includes a list of both required and optional fields, along with 
a definition, type, format, additional instructions, and examples for each attribute. Here we provide 
a summary of the metadata guide, but the most complete and up-to-date information can be found 
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on the IRIS DAS RCN Data Management Working Group’s GitHub repository1. A glossary of 
these terms along with additional background information may be found in the IRIS DAS RCN 
Data Management Working Group Whitepaper. 

Overview metadata provides high-level information about the DAS deployment and helps to 
facilitate discovery based on spatiotemporal searches.  It includes location, deployment type, 
network, site name, number of interrogators, principal investigators, start datetime, and end 
datetime as required fields.  

Cable and fiber metadata describes the cable environment and the fibers used within the cable(s) 
used over the course of an experiment. This metadata aims to uniquely specify the fiber used to 
collect measurements. It includes cable fiber ID and cable coordinates as required fields. 

Interrogator metadata provides information about the interrogator(s) used to collect the data during 
an experiment. Each interrogator gets its own metadata block, each including a unique identifier, 
the manufacturer and model of the interrogator, and the units of measure. 

Acquisition metadata contains information about data collection parameters and signal processing 
steps. It requires a user-defined acquisition ID, an acquisition start time, acquisition end time, 
acquisition sample rate, gauge length, number of channels, channel spacing, archived sample rate, 
units of measure, decimation applied to the data, and filtering process(es) applied to the data. 

Channel metadata describes each individual channel along the fiber. Like with the interrogator, 
each channel gets its own metadata block. It requires a name of the associated file, file format of 
associated file, generation date, channel ID, reference frame, location method, and direction of 
laser pulse. It also requires a coordinate file with the channel ID, distance along fiber (km), X and 
Y-coordinates, and depth (km). 

3.2 Preferred DAS Data Format 

The GDR models its standard format after PRODML v2.2 (PRODML Work Group (Energistics), 
2022). Industry feedback tells us that it is challenging to force providers of DAS interrogators or 
services to record data in a particular format. However, over the last two years, there has been 
progress towards standardization, as most of the major DAS vendors have added a PRODML 
export option, in addition to their proprietary formats, meaning that researchers involved in 
collecting DAS data can request the data in PRODML format for their projects. Asking them to 
add another format would be a challenging feat, so using PRODML to model the GDR’s data 
standard is the most logical and synergistic approach. Additional collaboration between 
Energistics, the PRODML Work Group, the IRIS DAS RCN Data Management Working Group, 
and the GDR Team may be needed to synchronize the above DAS metadata standard with 
PRODML. 

Within PRODML, XML files are used for storing DAS metadata, due to their machine-readability 
and human-readability. Hierarchical Data Format, version 5 (HDF5) is used to store raw and 
processed DAS data. HDF5 is a data model, a set of open file formats, and libraries specifically 
designed to store and organize large amounts of numerical/array data for improved speed and 

 
1 https://github.com/DAS-RCN/DAS_metadata/blob/main/term/README.md  
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efficiency of data processing (The HDF Group, 2023). Since both the raw and processed datasets 
can be useful, The GDR recommends hosting raw data beside the processed data. The data stored 
in HDF5 format consists of both raw and processed arrays. The HDF5 file contains necessary 
ancillary and metadata attributes for the groups and arrays. The file structure and naming 
conventions must follow the specified guidelines. The metadata is duplicated in both the XML and 
HDF5 files to ensure coherence in case the files become physically separated during transit. DAS 
data arrays can be very large, and it is possible to split arrays across multiple physical HDF5 files 
(PRODML Work Group, 2022). Within the GDR’s data standard, the GDR considers separate 
metadata XML file as optional, since the metadata should be stored directly in the data files and is 
also included in the GDR submission form for human-readability. 

HDF5 files are comprised of groups to organize data elements, datasets (i.e., arrays), to store actual 
data, and attributes to provide metadata. It supports various data types, data links, and flexible 
storage approaches, making it a versatile format for managing complex datasets in scientific and 
engineering applications (The HDF Group, 2023). In each HDF5 file, the following groups are 
recommended to be stored: 

1. ‘DasMetadata’: A group of all the DAS required metadata attributes, as described in 
Section 3.1, and their associated values. 

2. ‘DasRawData’: A group including a data array of raw DAS data (‘RawDataArray’) along 
with the dimensions of the data (‘DasDimensions’). 

3. ‘DasSpectraData’: If applicable. A group including a data array of Fourier transformed 
spectrum data (‘SpectraDataArray’), ‘StartFrequency,’ ‘EndFrequency,’ and the 
dimensions of the data (‘DasDimensions’). 

4. ‘DasFbeData’: If applicable. A group including a data array of frequency band extracted 
(FBE) data (‘FbeDataArray’), ‘StartFrequency,’ ‘EndFrequency,’ and the dimensions of 
the data (‘DasDimensions’). 

5. ‘Das[OtherProcessingTechnique]Data’: If other processed forms of the DAS data exist, 
they should be included as additional groups with appropriately named data arrays. This 
array should also include any other relevant processing parameters, named intuitively, and 
the dimensions of the data (‘DasDimensions’). 

6. ‘DasTimeArray’: A group including a datetime index array for DAS dataset 
(‘TimeArray’), start TimeStamp (‘StartTime’), and end TimeStamp (‘EndTime’). 

Within PRODML, Energistics Packaging Conventions (EPC) format is useful for grouping 
multiple files together as a single package (or file), which makes it easier to exchange the many 
files that may make up a data model. EPC is an implementation of the Open Packaging 
Conventions (OPC), a commonly used container file technology standard supported by two 
international standards organizations. Essentially, an EPC file is a .zip file that can be opened and 
viewed using any .zip tool (PRODML Work Group, 2022). Within the GDR’s data standard, use 
of the EPC format is not required. Instead, it is recommended to upload the HDF5 files to the 
GDR’s data lakes, rather than through the traditional upload model, to enable working with the 
data directly in the cloud. HDF5 can be cloud-optimized using third party services such as 
kerchunk (Durant, 2021) or Highly Scalable Data Service (HSDS, The HDF Group, 2023) to make 
it more convenient, scalable, and cost- and performance-efficient to use in cloud environments. 
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3.3 DAS Data Pipeline 

The GDR is currently developing a pipeline to automatically convert DAS data submitted in SEG-
Y format into the GDR standard HDF5 format. 

4. Impact and Benefits 
The implementation of the automated data pipelines discussed in this paper will significantly 
enhance data interoperability and integration, facilitating efficient access and analysis of big 
geospatial and DAS datasets from various sources. By incorporating standardized metadata 
requirements for these datasets, data discovery and usability will be further improved. Researchers 
will be able to better access detailed information about geospatial datasets and DAS recordings, 
such as CRS, location, acquisition parameters, and sensor characteristics, through consistent 
metadata. This standardized approach would streamline the use of data uploaded to the GDR from 
different sources, saving valuable time. 

Moreover, within data-centric approaches to machine learning and artificial intelligence, high 
quality input data is a key aspect of achieving high quality machine learning results. One aspect of 
high-quality data is structure and standardization. By applying standardization techniques to big 
geospatial and DAS data through automated data pipelines, researchers will ultimately see higher 
quality outputs from their DAS or geospatial machine learning projects. Data standardization 
would act as a step zero in the data curation process described by Taverna et al. (2023), easing data 
digestion and transformation, and leading to a more efficient production of high-quality machine 
learning outputs. The use of standardized datasets would also enable researchers in the geothermal 
community to explore a wider range of machine learning experiments and interpretations, fostering 
more applicable outcomes for real-world geothermal challenges. 

Automated data pipelines, along with standardized data formats and metadata requirements, offer 
several benefits, including improved data quality, consistency, and collaboration. Leveraging data 
lakes as central, cloud-based data stores, researchers can access and share big geospatial and DAS 
datasets seamlessly, enabling real-time collaboration among geographically dispersed teams. This 
approach not only accelerates analysis but also promotes a culture of collaboration, leading to 
advancements in scientific knowledge within the geospatial and geothermal research fields. 

5. Challenges  
One of the main challenges associated with implementing these data standards and pipelines is 
addressing data format and compatibility issues, including metadata formats. For example, there 
are slight variations in formats like SEG-Y, and ad-hoc formats for many other datasets (e.g., 
stimulation data). This makes it challenging to develop comprehensively compatible data 
pipelines. To circumvent this challenge, the GDR focuses on the most commonly used formats, 
and utilize flexible, modular pipeline development to ease integration of slight variations from 
common formats.  

Another challenge is ensuring data and metadata completeness and accuracy for metadata 
attributes, particularly those that get incorporated into more open-ended fields in the submission 
form, such as the submission abstract, resource descriptions, or an optional readme file. Since the 
submission form is intended to be flexible to any dataset being submitted, the GDR cannot mandate 
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inclusion of the same metadata in these fields for every submission, which means that the burden 
of ensuring complete metadata can be somewhat ad-hoc and falls on the curation team. While the 
curation team is strong, it is comprised of humans, making them susceptible to mistakes 
occasionally. The GDR is combatting this challenge through thorough training of the curation team 
on diverse data types, attempting to standardize the curation process through the use of a checklist, 
and through improved documentation of best practices for submitting data and associated metadata 
to the GDR. 

Another challenge is related to the costs associated with storing such large datasets, and the 
compute costs associated with operating the big data pipelines. OEDI, in collaboration with major 
cloud providers such as Amazon Web Services, Google Cloud, and Microsoft Azure, has 
developed cloud-based data lakes that store over 1 petabyte (1 PB) of publicly accessible data, 
with storage costs covered by the cloud providers’ public data programs. The GDR team does, 
however, still need to cover the cost of data translation using project funds. These costs are 
currently covered by OEDI and the GDR, but future big data pipeline throughput could potentially 
be limited by budget. 

Lastly, standards and preferred formats are constantly evolving (i.e., new and further cloud-
optimized formats, new and improved versions of existing formats). This makes it challenging for 
the GDR data standards and pipelines to stay current with the state-of-the-art. This problem is 
mitigated through regularly scheduled maintenance and improvements to the data standards and 
pipelines centered around updates and shifting paradigms. 

6. Conclusion 

The integration of automated data pipelines and data standardization is crucial to advancing 
geothermal machine learning research. Such an approach enhances data accessibility, quality, and 
collaboration, fostering more effective and applicable machine learning outcomes for addressing 
real-world challenges in geothermal energy and other domains. 

To help achieve this, the GDR is implementing data standards and pipelines for high value datasets, 
including drilling data, DAS data, geospatial data, and potentially stimulation data in the future. 
Following the implementation of these data standards and pipelines, the GDR team is planning on 
making refinements to the existing standards and pipelines. If these standards and pipelines 
continue to provide value, more will be developed and implemented.  

Lastly, the GDR team is continuously working to align its efforts with the needs of the geothermal 
community. That said, the GDR team would like to invite you to provide your feedback on the 
existing standards and pipelines, or suggestions for future data standards and pipelines, here: 
GDRHelp@ee.doe.gov. 
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ABSTRACT 

The Department of Energy’s (DOE) Geothermal Data Repository (GDR) has implemented a series 
of new features designed to connect people to data.  These features, which are based on feedback 
from the GDR user community and surveys of the greater geothermal research community, are 
designed to improve data quality and empower members of all communities to better engage with 
geothermal data resources by providing universal access to data and by improving the connections 
between data providers, subject matter experts, and the communities of people using GDR data.  
This paper will explore some of the recent enhancements made to the GDR to improve data 
discoverability, reduce submission time, and result in better quality data submissions.  These 
improvements include the ability for users to save a list of their favorite datasets, search for insight 
into geothermal datasets or data availability, or sign up to receive notifications of future updates 
to specific datasets.  These improvements aim to enhance the overall user experience of the GDR 
while further connecting communities to the data they need to inform decisions, advance 
geothermal research, and develop innovative solutions to local energy problems. 
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1. Introduction 
Developed by the U.S. Department of Energy (DOE) to receive, manage, and make available all 
relevant data generated from projects funded by the DOE Geothermal Technologies Office  
(GTO), the Geothermal Data Repository (GDR) has been designed since its inception to be a 
resource for the geothermal community.  Its primary objective is to protect DOE’s investment in 
research, analysis and development through the proper management of data and information and 
dissemination to the public to fuel innovation, reduce duplication of effort, and promote scientific 
discovery in geothermal technologies.  To be successful in reaching its objective, the GDR has to 
be used by the geothermal community.  The GDR team has adopted an iterative, agile development 
methodology and developed numerous features and enhancements to the GDR over the years to 
ensure that it continues to be a useful tool in support of the geothermal community. 

To date, the GDR has received 1,516 data submissions and is now home to 5,484 resources and 
more than 140 TB of data from 107 different organizations (GDR 2023).  GDR data have been 
downloaded more than 3 million times by the greater geothermal community, including various 
academic institutions, national laboratories, private organizations, industry professionals, and 
government agencies. 

2. Community Informed Design 
The GDR is a tool built for the geothermal community with direct input from the geothermal 
community.  Throughout its tenure, the GDR team has worked to overcome many obstacles to data 
sharing to build a strong data sharing culture within the geothermal community (Weers et al, 2022).  
To be successful, the GDR must be useful for the geothermal community.  One of the easiest ways 
to do that is to involve the community in the design and development process.  This requires both 
listening to feedback from the community as well as adopting a development methodology that 
allows for that feedback to be incorporated. 

2.1 Listening to the Community 

Listening to feedback and incorporating it into future development activities is a key part of the 
GDR team’s strategy to ensure that the GDR continues to meet the needs of the geothermal 
community.  Feedback is collected annually from a wide array of stakeholders, not just from 
traditional IT-related data communities and GDR users, but also from geothermal experts, industry 
professionals, academic institutions, and geographic communities.  For example, GTO is funding 
several coalitions of stakeholders to design and deploy community geothermal systems (GTO 
2023). These coalitions are planning to work together on developing case studies and data that will 
be included in GDR’s Low-Temperature sections, including Geothermal Heat Pumps (GHPs), 
Geothermal District Heating and Cooling (GDHC), and Direct Use applications.  The GDR team 
will work closely with these coalitions, providing trainings on data management and submission 
best practices tailored to their community and soliciting their feedback to ensure that the GDR is 
meeting their specific needs as well as the needs of the greater geothermal community. 

2.2 Agile, Iterative Development 

An effective data management system must be adaptable.  This is especially true in the case of the 
GDR, which supports research and development activities, including projects working with 
emerging technologies and novel approaches (Weers et al 2022).  These innovations often require 
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modifications to data classifications, metadata standards, and other GDR infrastructure designed 
to make the data more discoverable.  From the start, the GDR team adopted an agile software 
development methodology to allow the GDR to easily accommodate community feedback and 
changes to support new technologies at any point in the development timeline (Figure 1). 

 

Figure 1 Agile Development Cycle showing the steps within each iteration 

Agile software development is a process in which development is divided into a series of short 
iterations.  Each iteration includes a design session that allows the development team an 
opportunity to review the tasks at hand and reconcile them with the current state of the tool, its 
community of users, and any feedback received from stakeholders.   Larger tasks are subdivided 
into smaller tasks so that no single task takes longer than the iteration.  Those tasks are then 
developed, tested, and deployed by the end of the iteration to get hands-on feedback from users 
and other stakeholders in time to inform the next iteration.  This iterative process allows the 
development team to re-evaluate the trajectory of larger efforts at regular intervals and adapt them 
as needed to ensure that every development effort continues to support the community’s needs, 
even as those needs evolve. 

The GDR has been utilizing this agile development methodology for over ten years, allowing it to 
evolve over time along with and in support of the geothermal community (Weers et al 2022). 

3. Connecting People to Data 
Several new features have been added to the GDR, based on feedback from the GDR users and 
members of the larger geothermal research community.  These features have been designed to 
better connect members of the community with relevant data, provide additional insight into GDR 
data resources, and improve connections between data providers, subject matter experts, and the 
communities of people using the GDR.  Some of most requested features have centered around 
enabling user to interact with datasets and their creators to ask questions of the data, leave 
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comments, favorite or rank certain datasets rank, and/or subscribe to update notifications for a 
particular dataset.  Many of these features have recently been implemented in the GDR and their 
details appear below.  Others, such as the ability to comment on a dataset, pose interesting 
challenges that could potentially be resolved through the adoption of emerging technologies, 
including the adoption of a custom-trained large language model (LLM). 

3.1 Stars and Subscriptions 

The GDR Team has recently received a lot of requests for the ability to rank datasets, favorite 
certain datasets, and to subscribe to update notifications for select datasets.  These concepts are 
not new and there are many successful examples of them implemented across similar tools on the 
internet.  After careful consideration, the GDR team narrowed down potential solutions to two 
models, which, for the purposes of this paper, are named after well-known sites that have adopted 
(and arguably even perfected) their use. 

3.1.1 The Stack-Overflow Model 

Stack Overflow (Stack Exchange 2023) is a well-known developer resource and knowledge base 
housing questions and answers that allows users to “upvote” or “downvote” answers to a given 
question, creating  a system by which the best answers rise to the top.  Stack Overflow also allows 
users to “bookmark” their favorite answers to find them easily in the future.  This model was 
considered both as a means for managing inappropriate comments (discussed later) and a way of 
ranking datasets.   

3.1.2 A Careful Calculus 

The GDR team ultimately decided against adopting the Stack Overflow model over concerns that 
ranking geothermal datasets was fundamentally different than ranking attempts to answer the same 
question.  GDR data originates from GTO-funded research and development activities, which by 
their very nature, are heterogenous, making them difficult to compare to one another.  Each funded 
activity typically aims to solve a unique problem, test a novel theory, or otherwise perform work 
likely to produce a unique dataset.  The GDR team felt a quantitative ranking system would do 
many datasets injustice as any applied rankings could potentially lead to false comparisons.  For 
example, the ranking of data from two different siting projects could be misconstrued to be an 
indicator of each site’s geothermal potential instead of the quality of the dataset itself. 

3.1.3 The GitHub Model 

GitHub (GitHub 2023) is a well-known code repository and catalog of open-source code for 
developers and software engineers that contains many different codes supporting almost as many 
different projects.  GitHub catalog users can favorite a code repository by clicking a “star” icon, 
subscribe to update notifications by clicking a “bell” icon, or both.  This simple approach seemed 
to adequately address the needs of users to track their favorites without inviting direct comparisons 
or insinuating quality.  Additionally, the content of the GitHub catalog, which consists of unique 
code repositories serving a multitude of purposes, is more analogous to the content of the GDR.  
For these reasons, the GDR team chose to adopt this model. 
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3.1.4 The GDR Implementation 

Modeled after GitHub, the GDR now allows users to both “star” and “subscribe” to a dataset by 
clicking either the “star” icon or “bell” icon directly underneath the dataset title (Figure 2).   

 

Figure 2 Screenshot of the new "Subscribe" and "Star" functionality on GDR Datasets. 

Clicking these icons a second time will “unstar” or “unsubscribe” the user.  Users can also manage 
their subscriptions and stars by accessing the “My Favorites” feature under “Data” (Figure 3, top 
left arrow), which will display all the submissions the user has starred or subscribed to with the 
option to sort the list by stars, subscriptions, name, id, submission date, status, or to search the list 
by keyword or phrase (Figure 3, bottom right arrow). 

 
Figure 3 Screenshot of the GDR's "My Favorites" page with options to search and sort favorited datasets. 

This simple approach is easy to understand and provides users with the desired functionality while 
also serving as a rudimentary ranking system.  Datasets which have received many stars can be 
prioritized in search results and the number of stars a dataset receives can serve as a qualitative 
measure of the datasets impact without invoking a direct comparison to other datasets.  Future 
development activities involve refining the GDR search interface to include an option to order 
search results by number of stars. 

3.2 The Problem with Comments 

Another frequently requested feature is the ability for users to comment on datasets.  The 
interesting thing about this feature request is that at one point the GDR actually supported this 
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functionality.  GDR users used to be able to post comments on a dataset’s page, but the feature 
was subsequently removed at the request of both users and DOE due to the proliferation of 
irrelevant and inappropriate comments.  The GDR team quickly found that the majority of 
comments posted on dataset pages were either textbook spam (e.g. ads selling scams or illicit 
substances) or requests for information that were largely unrelated to the dataset itself, including 
requests for assistance installing software and requests for additional data unrelated to original 
project (e.g. “This geothermal dataset is great! Do you have any transmission data?”). 

3.2.1 Lessons Learned 

The original GDR comments functionality started with the best of intentions: to allow users to post 
questions about a dataset and for subject matter experts to post useful answers.  However, 
supporting this functionality required a tremendous amount of maintenance.  New comments, 
which came in by the dozens daily, had to be screened for appropriateness and relevance.  The 
majority of them (over 95%) were discarded during the screening process and the few that 
remained added little value to the original datasets. It became quickly apparent that in order to 
make the comments valuable, the community would have to be enlisted to help police the 
comments and responses.  This would have required the development of a comment moderation 
system that included the review and curation of submitted comments, managing the review queue, 
assigning moderators, and ranking the relevance of approved comments.  This is a lesson learned 
all too well by the team at Stack Overflow, who has adopted all these things and more.  Community 
moderators at Stack Overflow police new comments as they are added.  These moderators are 
volunteers elected by the community to serve annual posts.  An entire system has been constructed 
to incentivize and reward Stack Overflow’s army of moderators, including badges, digital trophies, 
a reputation system and other forms of recognition (Stack Overflow 2023). It’s a wonderful 
example of gamification to entice participation in a complicated system of community moderation, 
but also a good example of much supporting infrastructure can be necessary to have an effective 
comments section. 

In the end, the GDR team elected to remove the ability for users to post comments on datasets.  
However, in light of recent, renewed interest from the community, that functionality is being 
considered once again. 

3.2.2 Digging Deeper 

In an effort to better understand the motivation behind recent requests for comments to be added 
to the GDR, the team reached out to several of the requestors for additional insight.  The underlying 
requests appear to be centered around the idea of having comments serve as a frequently asked 
questions (FAQ) database of sorts with both questions and answers related to the dataset.  This 
would serve two primary functions: 

1) Reducing the number of repeat questions asked of a dataset’s primary point of contact. 
2) Providing data users with quick and easy access to contextual and supporting information 

for a dataset without having to wait for a dataset’s primary point of contact to respond. 

Fortunately, these two functions may be able to be served through the adoption of a new, emerging 
technology. 
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3.2.3 Potential for Better Insight Through Use of Emerging Technology 

The GDR team is exploring an alternative to a traditional comments section using an adaptation 
of machine learning (ML) and large language models (LLMs) like ChatGPT.  By successfully 
training an LLM on the corpus of knowledge contained within the GDR, including the metadata 
provided with each dataset and the content of associated supporting documents, including 
conference papers and journal articles, the GDR team could develop a chat-based tool or 
intelligence search interface capable of answering most of the questions that would be posted in a 
comments section.  These answers could be limited to the knowledge contained within the GDR 
and related publications, reducing the likelihood of false associations and improving the quality of 
answers over traditional LLMs.  While an LLM likely couldn’t extrapolate complex answers (e.g. 
any answers involving calculations), it could easily provide answers covered in supporting 
materials.  In addition, any answers provided could include citations to the source materials used 
to generate the answers, including referenced publications and GDR datasets. 

Early prototypes have been very promising and have demonstrated a potential to provide both of 
the primary functions outlined above: 1) reducing the number of questions asked of dataset 
contacts and 2) providing users with timely answers to their data questions. 

3.4 Power to the People 

Additional improvements have been made to the GDR, including the ability to edit links after a 
dataset has been published, the automatic recognition of resources pointing to Jupyter notebooks 
and Docker containers (Figure 4), and the addition of direct access links for data lake resources 
(Figure 5). 

 

Figure 4 Screenshot of a dataset containing both a Jupyter Notebook link (top arrow) and a link to a Docker 
image (bottom arrow). 

Links to Jupyter notebook or Docker container resource will be automatically detected on during 
data submission, and any supporting metadata already hosted on public repositories, like GitHub 
or DockerHub, will be automatically ported into the data submission by the GDR, saving the 
submitter from having to input the same information twice.  The attributed metadata is, of course, 
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editable, should the submitter wish to make any changes or corrections to the information 
automatically imported. 

 

Figure 5 Screenshot of a data lake resource with links to browse the data through the data lake viewer (top 
arrow) and to copy the code for direct command line access to the data (bottom arrow) 

 

Previously, data lake resources had two separate links: one to a catalog entry in the cloud 
provider’s public datasets program, which contained information on connecting directly to the 
data, and one to the Open Energy Data Initiative (OEDI) a data lake viewer, which allowed users 
to browse data within the data lake and download sample data files.  These two resources have 
been combined  (Figure 5) and links to the data lake viewer now also contain a direct access link 
and a convenient quick copy button (Figure 5, Orange Arrow) that copies the command line code 
needed to access the data into the user’s clipboard. 

Together, these features empower both novice and expert users by providing quick and easy access 
to GDR data through both a web-based browser and the command line.  Additional data access 
examples can still be found on the data lakes page, linked under the main “Data” dropdown.  

4. Conclusion 
The GDR team is excited to be exploring new technical solutions to old problems, utilizing cutting 
edge technology and employing agile development methodologies to provide additional features 
that better connect GDR data to its users and the people of the geothermal community.  The GDR 
continues to serve the community by listening to feedback, remaining agile, and incorporating 
suggested improvements into future development cycles.  These improvements help to better 
connect geothermal communities to the data they need to inform decisions, advance geothermal 
research, and develop innovative solutions to local energy problems. 
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ABSTRACT 

Fracture characterization is an important and challenging part of developing a successful 
geothermal operation. Because fractures control mass and heat transport within a geothermal 
reservoir, accurate characterization of fracture networks is a prerequisite for the optimal design 
and control of the reservoir’s exploitation. We developed a deep-learning procedure to identify 
fracture locations via interpretation of temporally and spatially continuous temperature data from 
downhole measurements.  A long/short-term memory fully convolutional network (LSTM-FCN) 
was used to learn the mapping relations between inputs and outputs. Specifically, LSTM was used 
to capture long-term dependencies in sequential data, and FCN to distill local features around 
fractures. A wellbore and fractured-reservoir thermal model was established to generate 
temperature data for network training. The trained LSTM-FCN exhibits a unique ability to detect 
multiple fractures intersecting a borehole. This study indicates the practical feasibility of obtaining 
accurate fracture-network reconstructions for reservoir management at reasonable computational 
cost. 

1. Introduction  
Fracture characterization is one of the most important and challenging parts of developing a 
successful geothermal operation. With wireline temperature logs or distributed temperature 
sensing (DTS) technology, the wellbore temperature profiles can be used to identify both locations 
and flow properties of fractures.  

Temperature-interpretation methods have been developed to estimate fracture features at various 
test stages (injection, production, warm-back, static). For example, transient slope analysis can be 
used to interpret injection DTS profiles. Sierra et al. (2008) observed that this method works well 
when the bottom feed zone has a low permeability; otherwise, the slope difference between regions 
of the log is small and, hence, it is harder to detect fracture locations. Likewise, for horizontal 
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wells, injection/production temperature does not change a lot, so that the amount and the location 
of each fluid entry may be difficult to identify (Ouyang and Belanger, 2006).  

Mapping temperature behavior to fracture information is an inverse problem. Some researchers 
convert the complex inversion to an optimization problem and look for the best fracture estimation 
by matching temperature profiles. This process is typically labor-intensive and time-consuming. 
Glasbergen et al. (2009) used injection DTS profiles to predict in-time quantitative flowrate 
distribution during matrix treatment. A forward thermal-fluid dynamic model was introduced to 
match temperature profiles by modifying flowrates. Sakaida et al. (2022) also utilized history 
matching to do multiple fracture detection but with temperature interpretation during warm-back 
rather than injection. 

Using injection profiles alone cannot always guarantee a unique fracture identification (Glasbergen 
et al., 2009). Therefore, other temperature interpretation methods may be needed for fracture 
characterization. In an oilfield application, Clanton et al. (2006) used tracer slugs with DTS 
temperature interpretation to estimate fracture flowrate distribution. This approach could show 
averaged rates in the traveling distance of the sharp temperature front, but it was always uncertain 
about the exact local flow information. Ugueto et al. (2019) used the DTS data after stimulation to 
gain insights about fracture geometry. The lag recovery temperature behavior during warm-back 
was shown to help reveal fracture features.  

We used DTS warm-back profiles to do fracture distribution inversion. As we know, most of 
current work for fracture detection by temperature data relies on manual interpretation and 
empirical prediction. There can be a lack of accuracy and efficiency especially when the measured 
data is noisy. Sakaida et al. (2022) regarded local zero-gradient points in warm-back temperature 
logs as fracture positions and further predicted fracture flowrates based on those positions. But in 
their work, zero-gradient positions due to noise were not ruled out. One of innovations of our work 
was to employ deep learning methods to process the spatiotemporal temperature series and learn 
the complex correlation with fracture positions. Deep learning as a high-efficiency and robust 
method has been utilized in many applications. Our approach utilizes a Long Short-Term Memory 
fully convolutional network (LSTM-FCN) (Karim et al., 2017) to detect multiple fracture locations 
and to estimate fracture aperture from temporally varying temperature profiles. Once the neural 
network is well-trained, fracture detection for any other cases could be done with high robustness 
and without human intervention. 

2. Dataset and Features 
Given the scarcity of measured temperature data with fracture labels, we developed a thermal 
model for a wellbore in a fractured reservoir and used it to generate synthetic temperature logs 
during the warm-back stage. Figure 1 shows the geometry of a typical wellbore-reservoir domain; 
parameters of the thermal model are collated in Table1. The vertical wellbore is located at the 
reservoir center, it has radius r1 = 0.1m and length L = 900m. The outer radius of the reservoir is 
R = 200m. Horizontal fractures extend to the reservoir outer boundary, fracture aperture is bf = 
0.1m. Randomly generated numbers of fractures and fracture flow rates were given as input to the 
generation of a training dataset. 
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Figure 1: Wellbore-reservoir geometry with 3 fractures. 

Table 1: Wellbore and reservoir thermal model inputs used in temperature data generation. 

Wellbore   
Wellbore radius [m] r1 0.1 
Wellbore length [m] L 900 
Injection temperature [℃] Tinj 10 
Injected flowrate [kg/s] W 1.26 
Injected fluid density [kg/m3] ρf 1000 
Injected fluid isobaric specific heat capacity [J/(kgK)] c 4100 
Injected fluid heat conductivity [W/(mK)] kf 0.5 
Overall heat transfer coefficient [W/(m2K)] U 10 
Reservoir   
Reservoir thermal gradient [℃/m] a 0.2 
Reservoir surface temperature [℃] b 21 
Reservoir thermal diffusivity [m2/s] α 1e-6 
Reservoir heat conductivity [W/(mK)] kr 2 
Reservoir outer radius [m] R 200 
Fractures   
Fracture aperture [m] bf 0.1 
Number of fractures [-] N Random value in [1,5] 
Fracture flowrate during injection [kg/s] Wf Random value in (0,W) 
Fracture inlet velocity [m/s] v Wf/(2πr1bfρf) 

 

The temperature field at the end of injection is used as an initial condition. During injection, 
wellbore fluid temperature T(z, t) and reservoir rock temperature Tr(r, z, t) are governed by a one-
dimensional advection equation and a two-dimensional diffusion equation, respectively. 
Specifically, 

𝑐𝑐 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −𝑢𝑢𝑐𝑐 ∂𝜕𝜕
∂𝑧𝑧
− 𝑓𝑓(𝑧𝑧, 𝑡𝑡),   0 < 𝑧𝑧 < 𝐿𝐿,  𝑡𝑡 > 0,       (1a) 

where c is isobaric specific heat capacity of injected fluid, u(z) is wellbore fluid velocity, 
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𝑓𝑓 = �
4𝑢𝑢2𝑣𝑣
𝑟𝑟1

          for 𝑧𝑧 in the fracture vicinity
2𝑈𝑈
𝑟𝑟1𝜌𝜌

[𝑇𝑇 − 𝑇𝑇𝑟𝑟(𝑟𝑟1, 𝑧𝑧, 𝑡𝑡)]              otherwise,
                                  (1b) 

v(z) is fluid velocity entering into fractures, ρ is wellbore fluid density, and U is overall heat 
transfer coefficient (Ramey, 1962); and 

𝜕𝜕𝜕𝜕r
𝜕𝜕𝜕𝜕

= 𝛼𝛼  𝜕𝜕
2𝜕𝜕r
𝜕𝜕𝑧𝑧2

+ 𝛼𝛼 1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑟𝑟 𝜕𝜕𝜕𝜕r

𝜕𝜕𝑟𝑟
� ,   0 < 𝑧𝑧 < 𝐿𝐿,  𝑟𝑟1 < 𝑟𝑟 < 𝑅𝑅,  𝑡𝑡 > 0,    (1c) 

where α is reservoir thermal diffusivity. Finally, fluid temperature in a fracture, Tf(r, t; z), is 
governed by a one-dimensional advection-diffusion equation 

𝜌𝜌𝑐𝑐 𝜕𝜕𝜕𝜕f
𝜕𝜕𝜕𝜕

= −𝜌𝜌𝑐𝑐𝜌𝜌 𝜕𝜕𝜕𝜕f
𝜕𝜕𝑟𝑟

+ 𝑘𝑘f
1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑟𝑟 𝜕𝜕𝜕𝜕f

𝜕𝜕𝑟𝑟
�+ ℎf

𝜕𝜕u−𝜕𝜕f
𝑏𝑏f

+ ℎf
𝜕𝜕l−𝜕𝜕f
𝑏𝑏f

, 𝑟𝑟1 < 𝑟𝑟 < 𝑅𝑅, 𝑡𝑡 > 0.                         (1d) 

Here, kf is fluid heat conductivity, Tu and Tl are reservoir temperatures at the upper and lower 
surfaces of the fracture, and convective heat transfer coefficient hf is determined by the empirical 
correlation of convective heat transfer Nusselt number for laminar flow over a flat plate:  

Nu=hf r1/kf =0.332Re1/2 Pr1/3. .                               (1e) 

Initial and boundary conditions for Equations (1) are specified from the following considerations. 
The initial temperatures in the wellbore, reservoir and fractures are the same as the geothermal 
temperature, 

𝑇𝑇(𝑧𝑧, 0) = 𝑇𝑇r(𝑟𝑟, 𝑧𝑧, 0) = 𝑇𝑇f(𝑟𝑟, 0; 𝑧𝑧) = 𝑎𝑎𝑧𝑧 + 𝑏𝑏,   0 < 𝑧𝑧 < 𝐿𝐿,                     (2a) 

where a is geothermal gradient, and b is the reservoir temperature at ground surface. Water is 
injected into wellbore with mass flowrate W and constant temperature Tinj such that 

𝑢𝑢 = 𝑊𝑊
𝜋𝜋𝑟𝑟12

, 𝑇𝑇(0, 𝑡𝑡) = 𝑇𝑇inj,      𝑡𝑡 > 0,                                  (2b) 

Reservoir temperature at the ground surface does not change during injection, and the heat flux at 
the interface with wellbore is given by: 

𝑇𝑇r(𝑟𝑟, 0, 𝑡𝑡) = 𝑏𝑏, −𝑘𝑘r
∂𝜕𝜕r
∂𝑟𝑟

(𝑟𝑟1, 𝑧𝑧, 𝑡𝑡) = 𝑈𝑈 ∙ �𝑇𝑇 − 𝑇𝑇r(𝑟𝑟1, 𝑧𝑧, 𝑡𝑡)�,   𝑡𝑡 > 0,     (2c) 

Fracture inlet temperature coincides with wellbore temperature: 

𝑇𝑇f(𝑟𝑟1, 𝑡𝑡; 𝑧𝑧) = 𝑇𝑇(𝑧𝑧, 𝑡𝑡),  𝑡𝑡 > 0.                                                          (2d) 

The model described by Equations (1) and (2) is solved from time t = 0 until the end of the 
injection, tinj. The solutions at this time—T(z, tinj), Tr(r, z, tinj), and Tf(r, tinj; z)—serve as initial 
conditions for the wellbore-recovery (warm-back stage) problem. The latter has the following 
formulation. Reservoir temperature Tr(r, z, tinj) satisfies Equation(1c) with t > tinj. Wellbore 
temperature T(z, t) satisfies a diffusion equation 

𝑐𝑐𝜌𝜌 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 𝑘𝑘f
𝜕𝜕2𝜕𝜕
𝜕𝜕𝑧𝑧2

− 𝑓𝑓1(𝑧𝑧, 𝑡𝑡),    0 < 𝑧𝑧 < 𝐿𝐿,  𝑡𝑡 > 𝑡𝑡inj,                                  (3a) 
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where: 

𝑓𝑓1 = �
0               for 𝑧𝑧 in the fracture vicinity
2𝑈𝑈1
𝑟𝑟1

[𝑇𝑇 − 𝑇𝑇𝑟𝑟(𝑟𝑟1, 𝑧𝑧, 𝑡𝑡)]              otherwise,                                  (3b) 

and U1 is the overall heat transfer coefficient with conduction only. Fracture recovery temperature 
Tf(r, t; z) is governed by 

𝑐𝑐𝜌𝜌 𝜕𝜕𝜕𝜕f
𝜕𝜕𝜕𝜕

= 𝑘𝑘f
1
𝑟𝑟
𝜕𝜕
𝜕𝜕𝑟𝑟
�𝑟𝑟 𝜕𝜕𝜕𝜕f

𝜕𝜕𝑟𝑟
� + 2𝑘𝑘f

𝑏𝑏f
(𝜕𝜕u−𝜕𝜕f

𝑏𝑏f
+ 𝜕𝜕l−𝜕𝜕f

𝑏𝑏f
), 𝑟𝑟1 < 𝑟𝑟 < 𝑅𝑅, 𝑡𝑡 > 𝑡𝑡inj.                                        (3c) 

These equations are subject to boundary conditions (2b)-(2d). 

The injection and warm-back thermal model were solved numerically by finite difference method. 
To verify our numerical method, the analytical solution for the wellbore injection model developed 
by Ramey et al. (1962) was compared, with good agreement (Figure 2). Therefore, we could 
employ our numerical thermal model to generate wellbore recovery temperature series. Figure 3 
shows an example wellbore temperature distribution as a function of depth on the 15th day after 
stopping injection in a four-fracture case. The wellbore temperature shows recovery lag at the 
fracture positions caused by the cooling due to injecting cold fluid into the fractures. To detect 
where fractures are, a single warm-back temperature log was employed as input to train our LSTM-
FCN network. The training set includes 1730 multiple fracture samples in total, the validation set 
includes 200 multiple fracture samples, and the number of fractures for each case is between one 
and five. In addition, one real sample with labeled fracture positions from Ugueto et al. (2019) was 
used to test our network. 

 
Figure 2: Wellbore injection temperature comparison with Ramey’s analytical solution. 
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Figure 3: Wellbore warm-back temperature with fracture labels in a four-fracture case. 

To achieve fracture detection, the wellbore temperature log along depth at a specific warm-back 
stage is regarded as a spatial series and fed into the network. There are 900 spatial nodes along the 
wellbore with uniform spacing of 1m. Every spatial node has a single temperature value as its 
feature. The generated temperature data were nondimensionalized by min-max normalization so 
that the magnitude of dimensionless temperature for different cases are comparative. 

3. Methods 
The main part of our LSTM-FCN algorithm is similar to the LSTM fully convolutional network 
developed by Karim et al. (2017), shown in Figure 4. The basic idea is to use LSTM and Fully 
Convolutional Network (FCN) to capture long-term dependencies and local characteristics 
respectively and then combine all the information together to do the fracture detection. The LSTM 
block we used is a basic two-layer bidirectional LSTM, each layer has 40 features in the hidden 
state; the FCN block is exactly the same as that in Karim's model. The network consists of three 
stacked temporal convolutional blocks with filter sizes of 128, 256, and 128 respectively. Each 
block consists of a temporal convolutional layer, which is accompanied by batch normalization 
and followed by a ReLU activation function. Finally, global average pooling is applied after the 
final convolution block. 

 
Figure 4: The LSTM-FCN architecture (Karim et al., 2017). 
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The main difference between the network used in this work and that in Karim et al. (2017) is the 
downstream layers after concatenating the output of FCN and LSTM block, shown in Figure 5. In 
this work, inspired by the idea of node embedding in Graph Neural Network (GNN), we employed 
our LSTM-FCN network to do node embedding. The concatenated output will keep the space 
dimension, which is 900. But each spatial node now has a new high-dimension feature vector, 
containing information not only from itself, but also from other nodes. Next, we pass the new 
feature matrix through a two-layer fully connected layer to map the high-dimension feature vector 
to two dimensions. Then a Softmax activation function is computed along the feature dimension 
for each spatial node. By doing this, we can predict the fracture possibility at each spatial node 
independently, which allows us to detect multiple fractures instead of just predicting the most 
possible fracture position among the 900 nodes. The network target is a 2 by 900 matrix, where 
900 corresponds to those spatial nodes and 2 corresponds to a two-dimensional vector for each 
node. Considering there are no fractures at most of the 900 positions, we regard fractures as 
abnormal nodes and use weighted CrossEntropy loss function in pytorch to calculate the loss 
between predictions and targets.  A large weight (weight=100) is set for fracture class to increase 
the penalty for the wrong prediction of real fracture positions. 

 
Figure 5: Network inputs and architecture for fracture detection. 

4. Results/Discussion 
When training the LSTM-FCN network for fracture position detection, we set the learning rate to 
5×10-5, mini-batch size to 256, and total number of epochs to 800. The primary metric for 
fracture position detection is F1 score, which combines the precision and recall scores of an 
algorithm and is a commonly used evaluation metric for classification tasks:  

𝐹𝐹1 score = 2
1
𝑃𝑃+

1
𝑅𝑅

                                                                               (4) 

where P is precision score and measures how many of predicted fractures are real fractures; R is 
recall score and measures how many of real fractures are found out. Only using P or R cannot 
always make correct evaluations. For example, if there are three real fractures in total but the 
predicted fracture is one of the three real fractures, then P is equal to 1 and P score is out of work; 
if the number of predicted fracture is ten and three of the ten predicted fractures are the three real 
fractures, then R=1 and R score is not working. However, for the two bad predictions the F1 score 
is 1/2 and 6/13 respectively, which gives a correct evaluation.  
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For this fracture detection task, if the predicted fracture probability is higher than 0.5, then we will 
say at that position there is a predicted fracture. P is calculated as the ratio of the number of real 
fractures falling into 99% confidence interval of any predicted fractures over the total number of 
predicted fractures; R is the ratio of the number of predicted fractures falling into the 99% 
confidence interval of any real fractures over the total number of real fractures. 

For the validation set with 200 samples, the average F1 score is 98.57%. We also used the LSTM 
block in the LSTM-FCN network as the baseline model to do accuracy comparison. Keeping other 
settings the same, the basic model accuracy was 58.8%. Combining LSTM and FCN together can 
obviously improve the network's expression ability for fracture detection, which indicates local 
temperature behavior in the spatial temperature series has a strong correlation with fractures. The 
high robustness and accuracy of our LSTM-FCN network can also be seen in Figure 6, which 
shows the comparison of predicted fracture distribution and real fracture labels in multiple fracture 
cases. All of cases show a good overlap between predicted and real fracture positions. Even when 
some fractures are very close to each other, foe example as in the bottom left case, our network 
could still detect all the fractures. 

One real sample from Ugueto et al. (2019) was also used to test the algorithm. As Figure 7 shows, 
this sample includes 12 temperature profiles during warm-back, each of the two adjacent profiles 
has a one-hour time interval. We capture the first five and last five temperature curves (ten in total) 
and predict fractures for each curve. Figure 8 shows the ten normalized temperature curves 
(colored solid lines), the predicted fracture positions for the ten curves (red solid lines), and five 
real labeled fracture intervals (gray dash lines). It is noticed that all of the predicted fractures fall 
into labeled intervals successfully. For every fracture interval, there are more than one predicted 
fracture, which means not only a single fracture but a fracture cluster is found in every interval. 

 
Figure 6: The comparison of real and predicted fracture distribution in multiple fracture cases. 
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Figure 7: Example of a DTS response after stimulation (early warm-back) for five CSPE stages during the 

first 12 hours (Ugueto et al., 2019). 

 
Figure 8: The comparison of real and predicted fracture distribution for a real case in Ugueto et al. (2019). 

5. Conclusions 
In this work, deep learning was used to solve the inverse problem of using transient wellbore 
temperature during warm-back to estimate reservoir fracture characteristics. Specifically, a LSTM-
FCN neural network was employed for fracture detection. We established a wellbore reservoir 
thermal model to generate temperature data as training and validation data sets. A real case was 
also used to test our algorithm. It turned out that our network performed very well on the multiple 
fracture detection task and could be applied directly in a real fracture prediction. Our major 
conclusions are the following: 
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 We used wellbore temperature profile at a single warm-back stage to map the fracture 
distribution. For our multiple-fracture detection task, warm-back temperature is a good 
candidate and its recovery lag shows a strong fracture signal; 

 We employed a LSTM-FCN algorithm to do the fracture detection, where LSTM is used to 
capture series dependency and FCN is for local feature identification. Our algorithm has a 
much higher accuracy than the basic LSTM network, which indicates the close correlation 
between fractures and local temperature behavior in the spatial temperature series; 

 Our LSTM-FCN algorithm could successfully detect all of five fracture intervals in a real 
case. That not only shows the robustness of the neural network, but also justifies our generated 
data for network training. 
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ABSTRACT 

The formation of silica scale due to supersaturation in geothermal brine results in the formation of 
intractable silica scale deposits in pipes, heat exchangers and reinjection wells. This is a major 
issue in liquid dominated geothermal fields worldwide. Heat energy extraction and hence 
electricity generation are adversely affected, and blockages of process equipment and reinjection 
wells necessitate costly maintenance and plant downtime. The frontline in addressing this issue is 
detecting and monitoring the amount of silica present in geothermal fluids and establishing the 
silica saturation index and silica saturation temperature. 

Photo spectrometry is used to study the formation of coloured molybdate clusters depending on 
the levels of silica present in solution. The chemistry of the complexes formed is complicated and 
yellow or blue colours develop based on a mixture of compounds. Several species are known to 
interfere either directly by forming coloured clusters with molybdate or indirectly by reacting with 
chemicals vital in the formation of clusters and specific colouration. During field work we have 
also encountered the presence of coloured pigments interfering with the molybdate test for silicate. 
In this article we briefly discuss the different interferences and their impact on the molybdate test. 

1. Introduction – Silica Scale Formation 
Geothermal energy is an essential natural and renewable energy resource, as it can produce large 
quantities of heat and electrical energy continuously and on demand. The further development of 
geothermal energy will be vital heading into a carbon-neutral future.  One major issue holding 
back geothermal developments is the formation of scale and sinter deposits, such as intractable 
silica scale formed due to the supersaturation of silica in used geothermal fluid. The silica together 
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with other species originates from underground reservoirs, where conditions (e.g., temperature, 
pressure, chemistry, and extremophiles) promote the saturation of geothermal water with 
chemicals (mainly soluble salts, but also silica, carbonates, arsenic, antimony, sulphides, and 
others). When hot geothermal water is sourced from an underground reservoir, it can be flashed to 
produce saturated steam to drive a turbine and produce electricity (Figure 1). Alternatively, or in 
addition, the hot water can be used for binary cycle electricity generation or direct-heat 
applications. All methods of energy extraction lower the temperature of the geothermal water used 
and can produce steam. Especially, flashing converts about 30 % of the superheated water to steam, 
creating a separated geothermal water or brine flow, rich in dissolved and suspended species. 
Thereby, usage of geothermal resources leads to the supersaturation of species in geothermal 
fluids. The supersaturation can be somewhat mitigated by the addition of condensed steam, fresh 
or wastewater to the brine, diluting the chemical species. Re-injecting the spent geothermal water, 
condensed steam and added waters into a geothermal reservoir replenishes the reservoir and 
subsequently increases the lifetime of the geothermal resource, prevents subsidence, and places 
this method of energy generation firmly into the realm of both benign and renewable energy 
resources (Dubin 1984, Gunnarsson and Arnórsson 2005). 

Figure 1: Silica scale formation in a geothermal power plant. 

During utilization of hot geothermal water resources, dissolved species, amongst them silica and 
carbonate entities, can precipitate to form an intractable scale which blocks pipes, valves, heat 
exchangers, and other process equipment. They can also be carried over with saturated steam 
during the flashing process to scale and damage turbine blades. Calcite forms close to the well 
head and in conjunction with silica deposits there. Hydrogen sulphide can be oxidized by contact 
with air to form sulphur deposits (in the condensate) or can form antimony and arsenic sulphides 
due to cooling. Silica deposits typically form after flashing and in binary cycle heat exchangers 
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(Figure 1). During flashing about 30 % of water is converted into steam; dissolved and suspended 
minerals are concentrated to the degree that scale forms. Heat extraction promotes the formation 
of silica scale in heat exchangers. 

Not only production equipment is affected by scaling; reinjection wells can become clogged due 
to silica scale requiring costly and environmentally undesirable chemical treatments or drilling of 
new reinjection wells. Additionally, surface coverage by silica scale impedes the transfer of heat 
energy, increases the pressure loss and hence reduces the efficiency of binary cycle heat 
exchangers (Dubin 1984, Gunnarsson and Arnórsson 2005). 

The chemical composition of the separated brine is production well and process specific. Toxic 
species (arsenic, mercury or selenium), valuable elements (lithium, zinc, boron, or gold), and 
environmentally harmless but problematic species (dissolved silica and calcium carbonate) are 
invariably present at different levels. The issue of silica and carbonate scale formation affects 
geothermal energy production on a global scale.  

The first step in addressing the formation of silica scale is the detection and monitoring of silica in 
geothermal fluids. Silica can be detected via atomic absorption spectroscopy which requires 
flammable or even explosive gas mixtures (acetylene/oxygen/nitrous oxide) and consequently 
presents a serious hazard in power plant environments. Plasma induced emission spectroscopy can 
use nitrogen gas or even air making it more suitable. X-ray fluorescence, X-ray photoluminescence 
and other related techniques could also be used for silica detection. However, all these techniques 
are costly and require fragile and service intensive instrumentation. Hence, the most common 
technique employed for silica detection is the molybdate method as studied by Knudson in 1940 
(Knudsen 1940). The reaction can be summarised in the following equation (1): 

7 Si(OH)4 + 12 H6Mo7O24.4H2O + 126 H2O ⇌ 7 H8Si(Mo2O7)6
.28H2O (1) 

Molybdic acid formed via the reaction of ammonium molybdate with sulphuric acid forms 
coloured Keggin type clusters in the presence of silica. Typically, ammonium molybdate and 
sulphuric acid are stored separately, as molybdic acid is only stable for about a day or two and can 
react with gases, such as hydrogen sulphide, which are commonly present in geothermal 
environments. The product of the reaction with silica is not a single compound but a mixture of 
compounds. Typically, the clusters form over a period of 10 to 15 minutes and remain stable only 
for a short time implying that there is both a delay in establishing silica levels and that samples 
need to be measured rapidly within a defined period. For the molybdenum yellow method, 
measurements are taken at 410 nm and at silica concentrations of 1 to 10 ppm (Figure 2). 
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Figure 2: Typical calibration curve for molybdenum yellow established via photo spectrometry (UV visible 

spectroscopy) at 410 nm within 10 to 15 minutes. 

Other compounds can also form coloured clusters with molybdate. Sulphur in the form of hydrogen 
sulphide was already mentioned above. This means that colourful clusters formed by molybdate 
with other species can interfere with this method of analysis. Other compounds can form colourful 
pigments or react with the sulphuric acid leading to the failure of the molybdate test. 

2. Brine Analysis for Silica – the Molybdate Test Fails 
The molybdate test for silica relies on the formation of yellow coloured silicomolybdic acid 
complex from ammonium molybdate in oxidising acidic media. Phosphate, arsenic, and sulphide 
are known to interfere with this analysis method but require comparatively high levels of these 
species to be present. In a preliminary field study in Kawerau, North-eastern Taupo Volcanic Zone, 
New Zealand, we noted the presence of hydrogen sulphide, which at high levels can interfere with 
this analysis technique. In some on site tests the analyte solutions turned green indicating that high 
enough levels of sulphur were present to interfere with the measurements. Following Berro et al. 
(2014), samples were acidified, and air was bubbled through them to drive out hydrogen sulphide. 
This proved successful in eliminating sulphide as shown via titration with iodine, and sodium 
thiosulphate using a starch indicator. However, when samples tested in the field were analysed 
regarding their silica content by atomic absorption spectroscopy in the laboratory, the silica levels 
from the field results were up to twice what was measured in the laboratory. No consistent trend 
was found between measurements in the laboratory and in the field.  

Discussion with the field operators revealed that antimony species can precipitate from the 
Kawerau brine upon cooling. However, antimony sulphide is red, and the observed pigmentation 
was yellow in all field samples. This pigmentation intensified as samples cooled down but was 
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present even in fresh, hot samples. The pigment was carefully recovered from brine samples and 
analysed via scanning electron microscopy and energy dispersive spectroscopy (EDS). The 
elements observed in EDS were arsenic (about 27 atom%), sulphur (about 42 atom%), silicon 
(9 atom%), oxygen (19 atom%), and small amounts of antimony (less than 2 atom%). Silica as 
impurity was not surprising due to its presence in the brine. Orpiment, arsenic trisulphide, As2S3, 
can occur in geothermal brines, if hydrogen sulphide levels are high. It is more soluble than its 
antimony counterparts and tends to precipitate only below 60 °C (Weres 2019). Orpiment is yellow 
in colour with the main peak in its absorption spectrum around 564 nm. As such, orpiment could 
interfere with the molybdenum yellow method for silica analysis. It is also likely that the field 
operators were not aware of its presence, as it does not deposit and hence gets reinjected with the 
spent brine and does not pose an issue. During analysis in the field, samples cooled down 
significantly (below 35 °C) as the silicomolybdic acid complex needs 10 to 15 minutes to develop, 
which would give orpiment time to form as well. While being intensely coloured and having an 
impact, the pigment was only present at ppm levels and not enough material could be collected to 
prepare an X-ray diffraction sample. Hence, the presence of orpiment is only supposed, based on 
the colour of the pigment and the elemental composition from the EDS analysis. Final confirmation 
is outstanding, and it can’t be ruled out that the pigment was a different material. Our findings 
regarding interferences are summarised in Table 1. 

 
Table 1: Potential Interferences with the Molybdate Test Encountered in Our Field Work. 

We attempted to oxidise the sulphide to sulphate using sodium iodate, sulphuric acid, and 
hydrogen peroxide. However, use of these oxidants also bleached the silicomolybdic acid and did 
not lead to consistent results. Instead, the molybdenum blue method was employed (Brabson 1944, 
Zini et al. 1985) which uses a wavelength of 828 nm thereby circumventing any interference by 
orpiment and using a reducing environment and hence reducing interactions with the sulphuric 
acid. This proved successful. However, the operating range for silica levels determined in this 
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method is on the order of 1 to 2 ppm, thereby requiring further dilution which causes a larger 
experimental error than observed for the molybdenum yellow method. 

3. Conclusion 
The chemistry of the brine at Kawerau posed a challenge, as pigment present in the brine interfered 
with the on-site determination of silica levels using the conventionally used molybdenum yellow 
method. This was overcome by acidifying samples and bubbling air through them, which removed 
sulphide from the brine. The use of the molybdenum blue method allowed measurement at a 
wavelength where any remaining pigment posed no problem but at a cost of higher uncertainty. 
While silica levels could be successfully determined in the field, measurements were only 
approximate, and results had to be reconfirmed in the laboratory later using atomic-absorption 
spectroscopy. Considering the flaws in the use of the molybdenum tests and the time delay in 
retrieving results from it, it would be beneficial, if a different, faster, yet economically viable 
method for assessments of silica levels in brine can be found. Having two different methods that 
can be applied in the field would greatly improve confidence in the data collected by on-site 
analysis. 

We have worked on site with a variety of treated and untreated geothermal fluids. The presence of 
interfering species and failure of the molybdenum yellow test has left us with valuable experience 
in adapting the photo spectrometric analysis. Systematically looking at various compounds and 
species found in the brine, figuring out their impact on the analysis, and developing routes towards 
mitigation has given us a greater understanding of the complexity of silica analysis and an 
approach. 
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ABSTRACT 

Geohazards such as induced seismicity and subsidence are commonly, and often wrongly, 
associated with geothermal operations. Due to the vastly different types of geothermal plays and 
variable local geologic conditions, the public perception of risk related to a geothermal system is 
regularly misinterpreted. The public’s perception of subsurface or mining activities can put a 
geothermal project’s social license to operate at risk but may not fully account for the conditions 
that have the greatest impact on geohazards such as geothermal reservoir characteristics (e.g., 
matrix permeable sands, fractured carbonates, or enhanced/engineered fracture networks) or local 
geological setting (e.g., tectonically active region, presence of faults).  

In the Netherlands, geothermal heat from sand matrix permeable reservoirs has been produced for 
over a decade. During this time, no geohazards have been associated with geothermal operations 
producing from sandstone aquifers. One exception was induced micro-seismicity associated with 
a geothermal project – now closed – operating from a fractured carbonate reservoir. Public 
perception of geothermal operation has been negatively influenced by activity involving onshore 
wells and limited seismicity resulting from depleted gas reservoirs in the northern part of the 
Netherlands. This has led to very conservative regulations for all subsurface mining activities, 
including geothermal operations. Currently all potential geothermal projects must evaluate the 
geohazard risk according to a rigid guideline to obtain necessary permits. Furthermore, many 
projects have to abide by a strict seismic risk protocol that includes a traffic light hazard 
quantification system to mitigate risk. 

Geothermal operators can bring in specialists to set up systems such as local seismic networks to 
monitor geohazard risk. However, the expense and sensitivity of these services are commonly 
disproportionate to the actual risk presented by the project. To reduce both the cost of installing a 
high-resolution monitoring system, and the subsequent operating costs, we have developed a 
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pragmatic solution to monitoring geohazards using publicly available data. Seismic activity is 
monitored from the international seismic monitoring network; subsidence is measured using 
Interferometric Synthetic Aperture Radar (InSar) data from the European Space Agency Sentinel-
A satellite.  

Potential geohazards are characterized using Python-based data processing and visualization 
scripts. These geohazard monitoring tools provide geothermal operators with a cost-efficient 
solution that aligns with responsible geohazard management. This internationally scalable 
monitoring approach is currently being deployed at ten geothermal systems across the Netherlands, 
providing project operators with effective and transparent geohazard management for government 
regulators and the public.  

1. Introduction 
As worldwide interest in geothermal energy gains momentum, the public understanding of hazard 
and risk related to geothermal operations may be disproportionally generalized. Like any other 
types of energy development (e.g., hydrocarbons, coal mining, nuclear, solar, wind, or biomass) 
certain hazards and risks are associated with the exploitation of geothermal energy. However, due 
to the vast variety of methods to harness the Earth’s heat energy, the associated hazard and risks 
vary significantly. These methods range from shallow ground source heat pumps, minewater 
systems, and conventional hydrothermal systems (for direct-use heat or electricity production), to 
novel approaches such as enhanced geothermal and closed-loop systems.  

Several instances of induced seismicity associated with “Enhanced Geothermal Systems” (EGS) 
have been reported, where high injection pressures were used to enhance the reservoir’s 
permeability, triggering felt seismic activity on the surface (e.g., Mignan et al., 2015). Events like 
these have resulted in public concerns about geothermal energy in general, which can lead to 
disproportionately negative perception of other, more conventional types of geothermal 
operations. Similarly, induced seismic events and subsidence related to depleted natural gas 
reservoirs, which use comparable subsurface production techniques (i.e., drilling wells and 
production from sandstone reservoirs), have clouded the general understanding of geohazards 
associated with geothermal energy production.  

Both government regulators and geothermal operators are actively pursuing risk mitigation and 
management strategies to advance the safe and responsible development or expansion of 
geothermal projects. These strategies include baseline monitoring and seismic risk and hazard 
evaluations, subsidence monitoring, and traffic light systems, as well as site-specific research 
programs to increase the understanding of and reduce geohazards associated with geothermal 
energy production (e.g., Buijze et al. 2019). However, it is challenging to balance cost-effective 
and risk proportional solutions, while preserving the social “license to operate”. This paper 
highlights the methods that have been developed and successfully deployed in the Netherlands, 
where geohazards around many geothermal operations are currently managed using public seismic 
activity and geodetic data.  

2. Geohazard and risk management around geothermal operations in the Netherlands 
Since the realization of the first geothermal doublet (i.e., a producer and injector well pair) in the 
Netherlands in 2007, the amount of operational geothermal projects has increased up to 25 in 2023. 
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These geothermal operations typically target sandstone-matrix reservoirs at depths between 1500 
and 2500 m. The produced brine is generally between 60 and 90°C and is primarily used for direct-
use heat of industrial greenhouse complexes. Besides these conventional systems, the Netherlands 
also hosts one minewater geothermal project that utilizes an abandoned coal mining cluster as a 
heating and cooling buffer reservoir. This project has been in operation since 2009 and is located 
in the southeastern part of the Netherlands, where natural seismic events occur regularly. After 
regional coal mining activity ceased in the 1970s uplift occurred that was related to the 
groundwater flowing into the old mine shafts and galleries. The collapse of an old mine gallery 
also led to the formation of a sinkhole that was observable from the surface which elevated public 
concerns about the effect of the minewater geothermal project on localized subsidence.  

Due to the prominent occurrence of induced seismicity as a result of depleted gas reservoirs in the 
northern part of the Netherlands, there is a tendency toward negative public perception for all 
subsurface mining activity, including geothermal. Despite the lack of any registered induced 
seismic events associated with geothermal plays comparable to the Dutch operations worldwide, 
and the significant geophysical difference in geohazard (induced seismicity or subsidence) risk 
between gas and geothermal production, regulations in the Netherlands have been strict for 
geothermal operators to obtain the necessary permits (e.g., Buijze et al., 2019 and 2023). In many 
cases, geothermal permits include the requirement for local geohazard monitoring. Besides, due to 
the relatively significant influence during the permitting process of local residents around the 
(prospective) geothermal sites, Dutch operators have welcomed progressive approaches to 
preserve their social license to operate. To this end, many operators have shown an appetite for 
efficient geohazard monitoring, for which we have developed a cost-effective method based on 
publicly available data.  

2.1 Seismic monitoring around geothermal sites using public data 

The KNMI (meteorological institute of the Netherlands) publishes seismic events in and around 
the Netherland using an extended seismic monitoring network (KNMI, 1993) (Figure 1). The 
heterogeneous distribution of the seismic stations is a result of the regions that are prone to seismic 
activity: in the southern part of the Netherland along the naturally tectonically active Ruhr Valley 
Graben, and the northern part of the Netherland along the large, onshore Groningen gas field. Since 
2020 the KNMI seismic monitoring network has been expanded in areas where smaller gas field 
and/or geothermal operations are active (e.g. South-Holland province in SW Netherlands). The 
magnitude of completeness (MoC, i.e. lowest detectable magnitude that the network can localize 
theoretically) of the KNMI seismic network across the Netherland is M2.0. In areas with a larger 
distribution of seismic stations the MoC is between M1.5 and M1.0, with some areas reaching a 
MoC of M0.5). The network has different types of stations: accelerometers on the surface, 
broadband seismometers, and borehole stations. The latter consists of one accelerometer at surface 
and four seismometers at depth of 50, 100, 150, and 200 meters. All data from the stations of the 
KNMI seismic monitoring network is publicly available in real-time.  

We use the data of nearby seismic stations of the KNMI seismic network to monitor seismic 
activity in the area surrounding a (prospective) geothermal operation. We document this using in-
house Python-based data processing and visualization scripts, and public Python libraries. We 
document baseline/background noise activity, evaluate network coincidence triggers, and correlate 
our results with the geothermal well activity. Along with the seismic events published by the 
KNMI, we visualize all our analyses in a simple dashboard to provide the geothermal operator and 
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other stakeholders with a simple and clear overview of the seismic activity surrounding the 
geothermal operation (Figure 2). 

 

Figure 1: Distribution of the KNMI seismic network and its Magnitude of Completeness, and the operating 
geothermal projects in the Netherlands.  

2.1.1 Baseline / Background noise measurements 

To document the baseline of background noise surrounding the geothermal operation we analyze 
the seismic activity data of the nearby seismic stations within a radius of ~30 km. For each 
boreholes station we evaluate both the data from the accelerometer on the surface and the deepest 
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seismometer (at 200 m depth). Each seismometer provides data from three sensors that measure 
seismic activity in three directions (one vertical, and two perpendicular horizontal). For each 
sensor we preprocess (linear and demean detrending) the publicly available mseed data (seismic 
activity data converted to counts), after which we apply a Butterworth-bandpass filter between 1 
and 20 Hz and convert the data from counts to velocity (mm/s) based on the station metadata. Per 
day, per station, per seismometer, per sensor we calculated the following parameters: (i) mean 
hourly median, (ii) mean hourly P90, (iii) mean hourly standard deviation, and (iv) day max. Per 
station this data is visualized over a monthly time period, including the daily data availability (%).  

These data plots provide a clear insight into the seismic activity trends over a month surrounding 
the geothermal operation. The effect of anthropogenic or weather-related activity can be drawn 
out and trends over the course of the year can also be visualized easily by comparing the monthly 
plots.  

2.1.2 Network Coincidence Triggers 

We evaluate the seismic activity data of the nearby seismic station for network coincidence trigger 
(i.e.., relative amplitude spikes within the same time interval at different seismic stations) to detect 
the response of potential seismic events. This is based on a recursive STA/LTA algorithm, where 
we use a trigger threshold (the number of stations that register an amplitude spike within the same 
interval) of three stations. Subsequently, we manually evaluate the network coincidence trigger to 
determine if it might represent the response of a seismic event or it qualifies as a false trigger. In 
the former case we use the publicly available velocity and geologic model to model the potential 
source location. This method, however, is limited by the magnitude of completeness of the seismic 
network at that specific location as well as the available velocity data (Figure 1).  

2.1.3 Correlation seismic and well activity 

We manually evaluate and document the potential correlation between the measured nearby 
seismic activity and the geothermal well activity. For most of the producing geothermal sites we 
also provide production engineering support, which grants us direct access to the production 
parameters of the geothermal operation. To investigate the correlation with the nearby seismic 
activity we evaluate the injectivity, injection rate, injection pressure, and injection temperature and 
focus on the time intervals surrounding changes in operational parameters.  
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Figure 2. General workflow of seismic monitoring at geothermal operations based on public data.  

2.2 Subsidence monitoring at minewater geothermal site using public data 

Multiple Earth observing satellites gather Synthetic Aperture Radar (SAR) data that provide a 
distance measure between the satellite and Earth. Using radar interferometry (InSAR) millimeter-
scale deformations can be detected. As the reach of InSAR is relatively large, these data are highly 
suitable to monitor mining induced subsidence. Currently, most of the SAR-data is gathered by 
satellites owned by large (inter)national space agencies, such as ESA, NASA, and CSA, or 
commercial companies such as Capella and Airbus. Of all these dataflows, only two are publicly 
available: RADARSAT-2 and Sentinel-1A.  

As the Sentinel-1A satellite has the quickest turnaround time (twelve days for both ascending and 
descending directions) over the minewater geothermal site, we use its dataset to monitor the local 
subsidence. Using preprocessing modules of GMTSAR we reproject the SAR-data in radar 
coordinates corresponding to one master image. Subsequently we use optimal phase workflow 
from SNAPHU, and an SBAS-analysis that corrects for atmospheric effect (GACOS) to generate 
a series of displacement grids in the Line-of-sight (LOS) direction in the area of interest. Next we 
convert this data to deformation velocity grids per month per time-step, with a grid resolution of 
30 x 30 m. Lastly we calculate for both the ascending and descending data: the (i) average 
subsidence velocity, and (ii) average subsidence acceleration, relative to the prior analysis period. 
To calibrate the InSAR data we use the local GNSS (Global Navigation Satellite System) station 
data.  

Subsequently we project subsidence velocity and acceleration data on top of the outlines of the 
shallow parts of the minewater complex, and correlate the data with the operational parameters to 
evaluate probable cause.  

3. Discussion and conclusion 
Multiple (prospective) geothermal operations in the Netherlands successfully use a pragmatic 
approach to geohazard monitoring to preserve their social license to operate. Using public data has 
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proven to be a cost-effective method compared to the more costly private, commercial, local 
monitoring networks that are currently used at some facilities. Moreover, the methodology and 
workflow that we developed complies with the requirements of the operators’ permits and follows 
the guidelines for geohazard risk management, including traffic light systems, set up by the 
regulators. Furthermore, using public, open-access data from trusted, independent institutions like 
the KNMI and ESA aids significantly in building public trust. Baseline monitoring and transparent 
documentation and evaluations further increase the public acceptance of geothermal operations.  

However, this approach is not limited to the Netherlands. Many national and international seismic 
monitoring networks are publicly available via the FDSN (International Federation of Digital 
Seismograph Networks), that can be loaded directly into our developed workflow. Depending on 
the distribution of these available data, additional seismometers can be added if needed (in the 
Netherlands, the KNMI encourages mining operators to purchase their own seismometers to add 
to the national network, whereafter the KNMI will operate and maintain the seismic station for a 
limited yearly fee). Similarly, as the Sentinel-1A satellite covers the whole Earth, subsidence 
monitoring based on this public data can be deployed anywhere. This will help the development 
of geothermal operations worldwide. 

Here we show two pragmatic approaches to advance the development of geothermal operations by 
using free public data to comply with the requirements of permits and follow the guidelines for 
geohazard risk management stipulated by the regulatory authorities, while providing a means of 
reassuring the public that geothermal operations are not endangering local communities, thus 
preserving the social license to operate.  
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ABSTRACT 

Geothermal energy has already shown to be a powerful opportunity when it comes to reducing the 
environmental impact of electricity generation and climatization by being an established 
technology in many nations worldwide. Considering the potential and upcoming growth of the 
sector, it is important to maximize the sustainable use of geothermal resources, from already 
explored sited as well as for future ones. Therefore, proper utilization of the resource is required 
not only to match sustainable generation to the current demands of the market but also to manage 
the geothermal field as efficiently as possible.  

The optimization methodology presented in the study is aimed at creating a model that understands 
the resource demands of a working power station and uses previous production data to estimate an 
optimal production strategy. The main goal of the research is to find the optimal working wellhead 
pressure for each of the production wells that feed the power station to fulfill the energy 
requirements of the area and optimize the total production of energy, both electric and thermal. 
Moreover, the presented model is constrained to minimize surface environmental impacts, 
reservoir drawdown and CO2 emissions.  

To create this model, a methodology has been developed which combines stock reservoir modeling 
and production strategy modeling. The former studies the maximum extraction that each of the 
wells can undertake under sustainable production limits by studying the close-by reservoir of the 
wells. The latter constraints the model to select the most efficient extraction strategy for the 
production wells for the required flow characteristics and reduced greenhouse gas emissions for a 
more effective utilization of the geothermal resource.  
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1. Introduction  
World population and energy consumption are increasing, and with it, the influence of human 
activity on the current rising global warming rate (IEA, 2019). One of the current main 
anthropogenic greenhouse gas emission sources is the combustion of fossil fuels for energy 
generation purposes (Friedlingstein, P., et al., 2020). Nevertheless, with the introduction of 
renewable generation sources, a positive change due to new framework has already started (United 
Nations Framework Convention on Climate Change, 2015).  

Geothermal energy has proved to be an effective technology when it comes to renewable energy 
generation by being an established energy generation method in many nations worldwide. 
Moreover, the last half-decade (between the years 2015 to 2020) has shown an increase in the 
installed power generation capacity of 3.649 GW, which represents an increase of about 27% of 
the total installed capacity (Huttrer, G., 2020). Due to this quick growth, it is vital to make 
sustainable use of geothermal sites to reduce the impacts of the production both on the reservoir 
and the environment.  

With the aim of increasing the efficiency of the extraction and reducing its impacts, this study 
focuses on creating a methodology that combines stock reservoir modeling and production strategy 
modeling. Thereby, the methodology generates a utilization strategy of the geothermal resource 
that not only maximizes the efficiency and revenue of the extraction, but also, minimizes the 
reservoir drawdown, excess surface water discharge and greenhouse gas emissions. To do so, first, 
a stock reservoir model that studies the reservoir needs to be defined and then, it can be applied 
together with a utilization model that will optimize the efficiency of the production for the 
aforementioned goals. 

2. Stock Reservoir Model 
Stock reservoir modeling is one of the three main geothermal reservoir modelling techniques, 
together with grid-based numerical reservoir models and lumped parameter reservoir models 
(LPRM); that are crucial to get a good estimation when assessing the geothermal resource and the 
impacts of production on the field.   

Stock modeling has been long applied to analyze other natural expendable, renewable, and 
exhaustible resources’ economics but still have not been applied as commonly as the other two 
modeling techniques to geothermal resources (Júlíusson, E., & Axelsson, G., 2018). Stock models 
focus on studying the resource from a revenue perspective to study the most effective way to 
exploit a resource. For geothermal, it focuses on analyzing the energy balance of a reservoir as a 
single container problem which will be constrained by two simple functions (See Figure 1). One 
of the functions will define the extraction rate (E) of the well to study, which will be dependent on 
the production rate and the existing stock of the close-by reservoir (S); the other will define the 
recharge rate (R), which will be dependent on the stock of the close-by reservoir and the reinjection 
rate (if any).  
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Figure 1: Conceptual diagram of a Simple Reservoir Model based on Stock (Adapted from Júlíusson, E., & 

Axelsson, G., 2018) 

This reservoir modeling technique provides a few advantages in comparison to the other 
aforementioned methods. First, this method provides a very practical way to combine well 
productivity and well decline curves. These two are of the utmost importance when defining a 
production well as the former connects the wellhead pressure with the produced water flow, and 
the latter shows the changes in the production rate of a well over time. Stock reservoir modeling 
can help combining these two types of curves into a surface diagram that connects the main 
parameters (close-by reservoir stock, wellhead pressure and well productivity) of a production well 
together in one single 3D curve (See Figure 2).  

 

Figure 2: Surface diagram connecting reservoir stock, wellhead pressure and well power output. 

Additionally, it being a data-driven method that mostly uses previously recorded production data, 
the model is simpler, computed faster, and the results are got more rapidly than using other more 
computationally expensive methods such as grid-based numerical modeling. Nevertheless, this can 
be one of the biggest limitations of the method as the generated model highly relies on the available 
production data. This, however, can be solved by only including highly reliable data collected 
through a production period and by recalculating the model when more data is available. As the 
method shows low computation costs, this could be done quickly and could prove or correct any 
previous estimations done by the model.  
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2.1 Defining The Stock Reservoir Model 

As aforementioned, the model (adapted from Júlíusson, E., & Axelsson, G., 2018) is defined by 
three main parameters and intends to solve the stock model for each of the wells in a given 
geothermal field independently. These parameters will be then used to estimate the reservoir 
variables, which will be the ones determining the characteristics of the close-by reservoir of a well. 
Four different variables will be used to define the reservoir connected to each of the wells: the 
maximum thermal energy output of the well (𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀) in MW, the maximum wellhead pressure of 
the well (𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀) in bars, the maximum stock in resource for a well (𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀) in MWyr and the 
maximum recharge rate into the well resource (𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀) in MW.  

To be able to define those four variables, an optimization model is developed which uses 
previously collected production data to estimate the reservoir characteristics by studying the 
energy balance of the geothermal reservoir. The main objective function (Eq. 1) of the model 
minimizes the value of the residuals squared between the extraction data and the estimated 
extraction. The rest of the defined functions calculate the extraction rate (Eq. 2), the recharge rate 
(Eq. 3) and the stock (Eq. 4) at a defined time for each timestep production data is available at. 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀,𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀,𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀

𝑍𝑍1 = ∑ �𝐸𝐸𝐸𝐸𝑡𝑡 − 𝐸𝐸𝑡𝑡(𝑃𝑃𝑡𝑡,𝑆𝑆𝑡𝑡)�
2

𝑡𝑡            (1) 

where 𝑍𝑍1, 𝐸𝐸𝐸𝐸𝑡𝑡, 𝐸𝐸𝑡𝑡, 𝑃𝑃𝑡𝑡, 𝑆𝑆𝑡𝑡 are the sum of squares between extraction rate data and calculated 
extraction rate, extraction rate data, extraction rate, wellhead pressure, and stock, respectively. 

𝐸𝐸𝑡𝑡(𝑃𝑃𝑡𝑡, 𝑆𝑆𝑡𝑡) = 𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀 · 𝑆𝑆𝑡𝑡/𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀 · �1 − (𝑃𝑃𝑡𝑡/𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀)2            (2) 

where 𝐸𝐸𝑡𝑡, 𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀, 𝑃𝑃𝑡𝑡, 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝑆𝑆𝑡𝑡, 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀 are well extraction rate, maximum thermal energy output, 
wellhead pressure, maximum wellhead pressure, stock, and maximum stock, respectively.  

𝑅𝑅𝑡𝑡(𝑆𝑆𝑡𝑡) = 𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀 · ((𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑆𝑆𝑡𝑡) 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀⁄ )          (3) 

where 𝑅𝑅𝑡𝑡, 𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀, 𝑆𝑆𝑡𝑡, 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀 are well recharge rate, maximum recharge rate, stock, and maximum 
stock, respectively. 

𝑆𝑆𝑡𝑡 = 𝑆𝑆(𝑡𝑡−∆𝑡𝑡) − 𝐸𝐸𝑡𝑡�𝑃𝑃𝑡𝑡,𝑆𝑆(𝑡𝑡−∆𝑡𝑡)� · 𝛥𝛥𝛥𝛥 + 𝑅𝑅𝑡𝑡�𝑆𝑆(𝑡𝑡−∆𝑡𝑡)� · 𝛥𝛥𝛥𝛥       (4) 

where 𝑆𝑆𝑡𝑡, 𝑆𝑆𝑡𝑡−1, 𝐸𝐸𝑡𝑡, 𝑃𝑃𝑡𝑡−1, 𝑅𝑅𝑡𝑡, Δ𝛥𝛥 are the current stock value, previous stock value, extraction rate, 
previous wellhead pressure, recharge rate, and timestep period, respectively.  

3. Sustainable Production Strategy Model 
The use of a resource can be defined as sustainable when it meets the needs of the present without 
compromising the ability of future generations to meet their needs. In terms of geothermal 
utilization, this would mean using the geothermal resource to supply our energy needs impacting 
the reservoir and the environment around it to the minimum. Utilization strategy modeling can be 
used to determine and strategize different ways to use the resource depending on the different 
needs and boundaries that the system to study might have (Axelsson et al. 2016).  

Many methods strive for sustainable geothermal utilization whereby having a constant or 
fluctuating production for the different wells in a system a more optimal use of the resource can 
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be achieved. See Figure 3 showing examples of a few common strategies used to maintain a 
sustainable utilization of geothermal resources.  

 
Figure 3: A Schematic Diagram showing examples of most common Production Strategies of Sustainable 

Geothermal Utilization (adapted from Axelsson, G., 2008). 

This study proposes a methodology where the geothermal system is defined with a set of 
constraints and functions that will determine the energy needs of the area, the production 
constraints of the power station and the production boundaries of the production wells and the 
reservoir. These functions will be used to define an optimization model that aims to maximize the 
efficiency of the production while minimizing the pressure drawdown of the reservoir, the surface 
excess discharge, and the greenhouse gas emissions. 

3.1. Defining The Utilization Model 

The optimization model presented defines a method to determine the optimal wellhead pressure 
control for the different wells in a geothermal system by aiming to maximize the revenue 
considering minimizing pressure drawdown, excess water production and greenhouse gas 
emissions. To do so, the objective equation (Eq. 5) maximizes the produced revenue while 
considering the cost of excess water extraction and carbon emissions. The model's main variable 
and result is a vector of the wellhead pressure of each of the wells in the system (indexed by 
parameter i) for each time step studied (t) for a total period (T). 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
�⃗�𝑝,𝑠𝑠

 𝑍𝑍2 = ∑ �∑ �(𝑓𝑓𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑠𝑠𝛥𝛥𝑚𝑚𝑠𝑠𝑚𝑚𝑚𝑚) ∙ 𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚𝑠𝑠 − (𝑓𝑓𝑤𝑤𝑠𝑠𝑡𝑡𝑠𝑠𝑤𝑤 − 𝑤𝑤𝛥𝛥𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚) ∙ 𝑇𝑇𝑀𝑀𝑀𝑀𝑤𝑤 − 𝑓𝑓𝐶𝐶𝐶𝐶2 ∙ 𝛥𝛥𝑀𝑀𝑀𝑀𝐶𝐶𝐶𝐶2�𝑁𝑁
𝑚𝑚 �𝑇𝑇

𝑡𝑡    (5) 

where 𝑍𝑍2, 𝑓𝑓𝑠𝑠𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠, 𝑠𝑠𝛥𝛥𝑚𝑚𝑠𝑠𝑚𝑚𝑚𝑚, 𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑚𝑚𝑠𝑠, 𝑓𝑓𝑤𝑤𝑠𝑠𝑡𝑡𝑠𝑠𝑤𝑤, 𝑤𝑤𝛥𝛥𝑝𝑝𝑠𝑠𝑚𝑚𝑚𝑚, 𝛥𝛥𝑀𝑀𝑀𝑀𝑤𝑤, 𝑓𝑓𝐶𝐶𝐶𝐶2, 𝛥𝛥𝑀𝑀𝑀𝑀𝐶𝐶𝐶𝐶2 are the maximized revenue, 
steam flow rate, the minimum required steam, the price of electricity, the water flow rate, the 
minimum required water, the excess water tax, the carbon dioxide emission flow rate, and the 
carbon dioxide equivalent tax, respectively.    

As studying the impacts of the production on the reservoir and minimizing these are one of the 
main goals of the study, the previously defined extraction, recharge and stock parameters (Eq. 2, 
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Eq. 3 & Eq. 4) are again used to understand the estimated effects of the exploitation on the 
reservoir. Nevertheless, in this model, the stock model variables (𝑄𝑄𝑀𝑀𝑀𝑀𝑀𝑀, 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀, 𝑆𝑆𝑀𝑀𝑀𝑀𝑀𝑀,𝑅𝑅𝑀𝑀𝑀𝑀𝑀𝑀) 
become parameters after being defined by the results of the presented model in section 2.1 and the 
stock parameters will be calculated by the changing wellhead pressure. 

Additional to these functions the energy demands of the area (the minimum steam and water 
requirements), the well boundaries (the maximum and minimum wellhead pressure of each well 
dependent on various variables such as their production curves or their scaling potential), and well 
flow characteristics (the enthalpy and steam ratio of the wells) are required to properly define the 
production model.   

All these functions and constraints determine a multi-objective optimization model that considers 
both revenue and environmental impact that aims to increase the productivity and efficiency of the 
production wells. Additionally, as the model presents an easy way to change constraints and 
system boundaries the model can help power plant operators and strategists in deciding and taking 
action upon different scenarios rapidly.  

Nevertheless, it needs to be outlined that as the presented method is data-driven, dependence on 
the data makes it rely on the good quality of the collected available data. Additionally, as the 
method has not yet been validated against a numerical model with similar inputs, the possible 
results of the model would need to be closely analyzed to see if they were transferable to a real 
system considering the possible additional system constraints or unforeseen changes.   

4. Case study: Bjarnarflag power station 
To prove the methodology, a case study using the Bjarnarflag Power Station, a small power station 
in the North of Iceland, as the system to be optimized was designed. The aim of the case study was 
to better understand how to apply the methodology presented to a real system with the further goal 
of adapting it to bigger and more complex geothermal systems. This case study was developed as 
a M.Sc. thesis, by the same author, for the department of Engineering at Reykjavík University, 
Iceland [Manterola Donoso A., 2022].  

The plant is located in the Námafjall geothermal field, close to lake Mývatn and the Krafla geothermal 
power plant and has a power generation capacity of 5 MWe. Additionally, the plant provides hot 
water for the district heating of the town of Reykjahlíð and for the Mývatn Nature Baths. This plant 
was chosen due to it only having two main production wells that make the power station a simpler case 
when it comes to solving the methodology for the first time.  

As previously mentioned, the case study has two main steps. First, the stock reservoir model for each 
of the wells to be studied needs to be defined. To do so, production data from previous years was used 
to estimate the stock parameters and develop 3D surface diagrams that provide information about the 
productivity and production impacts of the extraction. See on Figure 4 the surface diagram for well 
BJ-12, one of the production wells that was analyzed.    
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Figure 4. 3D surface diagram correlating well stock, wellhead pressure and extraction of well BJ-12. 

Then, having defined the necessary stock reservoir parameters, an optimized utilization model was 
calculated. As mentioned in Section 3.1, many different parameters need to be evaluated to be able 
to define such a model. By studying the demands of the area, the required optimal hot water and 
steam values required were estimated. By studying previous well data, boundaries on reasonable 
maximum and minimum wellhead pressure values as well as enthalpy and steam ratio values were 
defined for each well. Additional parameters such as silica scaling or well choking pressures were 
also considered when setting said boundaries. Moreover, the carbon emissions of each of the wells 
were measured to be able to reduce them when calculating an optimal utilization.  

The model was solved for a period of 5 years, which proved to be enough as the model showed 
the system in a state of equilibrium by the end of it. See on Figure 5 the optimized wellhead 
pressure values that the model selected for an improved utilization of the resource. As it can be 
seen on said figure, the model chooses to change the wellhead pressure of well BJ-12 first, which 
has a lower carbon emission rate and a higher steam ratio. This means that the model prioritizes 
an increased flow from well BJ-12 as the negative impacts of doing so will be smaller than if well 
BJ-11’s wellhead pressure was modified to do so. Additionally, Figure 5 shows how after the first 
3 years of production, the production stagnated, which would mean that at that point, recharge and 
extraction values would be similar and the production would be considered sustainable.  

This results in an optimized utilization where the estimated revenue is shown to increase by around 
2% and the emissions are lowered by 150 tons yearly, which would account for a 12% reduction 
of greenhouse gas emissions. 
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Figure 5. Optimized wellhead pressure values over time for the selected production wells. 

5. Conclusion 

The study shows that combining stock reservoir modeling and utilization strategy modeling can 
provide a practical tool to improve the understanding and use of the geothermal resources as well 
as reducing the impacts of their exploitation. Stock reservoir modeling appears to be a fast and 
effective method of analyzing well production data and combining well productivity and well 
decline curves to increase the understanding of the impacts of the production on the geothermal 
reservoir.   

Moreover, the presented methodology shows a way to combine both modeling techniques to 
generate a multi-objective model that maximize the revenue and effectiveness of the utilization 
while reducing the pressure drawdown of the reservoir, the excess surface discharge and 
greenhouse gas emissions.  

There are several areas that warrant further investigation to advance this field of research. Focusing 
on studying specific power plants to learn and apply the methodology presented can help to further 
improve the requirements and expectations from the methodology as well as understand its 
applicability. Additionally, comparing the data against available grid-based numerical model could 
help validate and prove the success of the presented model.  
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ABSTRACT 

The D’Amore and Truesdell (1985) y-grid vapor saturation (reservoir steam fraction or y-values) 
and gas geothermometer temperature estimates are evaluated at the Coso Geothermal Field (Coso) 
from the 1980’s through 2020 using a Python algorithm. Production at Coso has evolved from 
predominantly two-phase (liquid [geothermal brine] + vapor [geothermal steam and gas]) fluids at 
saturated to moderate enthalpies at start-up to producing predominantly high enthalpy (> 1150 
BTU/lb) steam in 2020. Evaluation of reservoir liquid saturation and reservoir temperature used 
gas analysis of steam samples collected and analyzed by Coso Operating Company. Changes over 
time in reservoir liquid saturation and temperature inform reservoir sustainability and the influence 
of different reservoir processes, such as boiling and injection influence. Although changes in y-
values since start-up indicate the central Coso y-grid based liquid saturation has decreased over 
time, significant liquid reserves remain in 2020.  

The y-grid approach estimates the reservoir vapor (steam) fraction as it relates to reservoir liquid 
and reservoir temperature, as gas partitioning is temperature dependent between phases. The y-
grid approach is considered more reliable than single gas-reaction geothermometers because it 
incorporates multiple gas-gas reactions and gas partitioning. Traditionally temperature and steam 
saturation are read manually from the y-grid contours by an analyst, which is time consuming and 
error prone. Geologica has developed a Python algorithm that automates this process and enables 
accurate interpretation of hundreds of geochemical samples in seconds. Python was also used to 
generate advanced visualizations that enable qualitative interpretation of changes in reservoir 
liquid saturation and gas geothermometer temperatures over time. 
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1. Introduction  
Monitoring changes in liquid reserves and reservoir temperature is important for field management 
strategy. The y-grid method of gas reactions is a useful tool in estimating reservoir temperature 
and liquid saturation in both vapor- and liquid-dominated systems (D'Amore and Truesdell, 1985, 
Giggenbach, 1980). For wells that produce only gas, geochemical analyses are limited to gas or 
volatile salts. Because the y-grid incorporates multiple gas-gas reactions and gas partitioning, they 
are often considered more reliable than single gas-reaction geothermometers. For geothermal 
fields that host both two-phase and steam production wells, the y-grid is a particularly helpful 
method because it allows for comparison of in-situ fluid field-wide regardless of production well 
type. 

The steam fraction (y-value), as it relates to reservoir liquid (equal to [1-y]), is calculated by using 
the simultaneous solution of the temperature-dependent methane-breakdown (Fischer-Tropsch; 
FT) and hydrogen-sulfide-hydrogen reactions (HSH; Giggenbach, 1980). Traditionally, the 
calculated FT and HSH for each sample are plotted onto the y-grid and the correlating gas 
geothermometer temperature and y-value are read manually from the y-grid contours by an analyst. 
This is time consuming and error prone. We have addressed this limitation using a python 
algorithm to plot and read the y-grid values. Automated visualization of results using Python 
allows us to efficiently and legibly plot large datasets and easily implement temporal color 
mapping. 

We describe how y-values are calculated using the FT versus HSH method to develop a y-grid, 
and how this method is implemented as a Python algorithm. We discuss y-grid results from the 
Coso Geothermal Field (Coso; Figure 1), a mature geothermal development with nearly 40 years 
of geochemical data. Note that well names are anonymized in this study. Coso originally produced 
predominately two-phase (liquid [geothermal brine] + vapor [geothermal steam and gas]) fluids at 
saturated to moderate enthalpies at start-up. In 2020, the wells produce predominantly high 
enthalpy (> 1150 BTU/lb) steam (Figure 1). Evaluation of in-situ liquid reserves and temperature 
informs our understanding of reservoir sustainability. Changes in gas geothermometer temperature 
and steam saturation over time revealed by the y-grid analysis are evaluated to understand field-
wide reservoir liquid reserves, injection response, and temperature distribution.  
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Figure 1: General map of the Coso geothermal field and wells. Well type (either two-phase fluid or 100% steam) 

is indicated using the symbology in the legend at the XY of the midpoint of the open hole section of the 
well. Note that alias well names are used here. 
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2. Methodology 
2.1 Gas Geothermometer Temperature and Liquid Saturation from the Y-Grid 

Gas concentrations in vapor and liquid reactions depend on the temperature dependent gas-gas and 
gas-mineral reactions, and gas partitioning between phases. Grid-based reservoir steam fractions 
provide estimates of the reservoir vapor (steam) fraction (vapor / [vapor+steam], y) as it relates to 
reservoir liquid (equal to [1-y]) and reservoir temperature. This method utilizes the distribution of 
a gas between reservoir liquid and vapor, and using the simultaneous solution of 1) the 
temperature-dependent methane-breakdown (Fischer-Tropsch; FT) and 2) the temperature 
dependent pyrite-hydrogen-magnetite-hydrogen-sulfide-hydrogen reactions (HSH; Giggenbach, 
1980; D'Amore and Truesdell, 1985). 

CH4 +2H2O =CO2 +4H2          (1) 

3FeS2 + 2H2 + 4H2O = Fe3O4 + 6H2S         (2) 

This method were developed primarily by Werner Giggenbach (Giggenbach, 1980), Franco 
D’Amore, and Alfred Truesdell (D’Amore and Truesdell, 1985), and are described in detail by 
those authors. This method utilizes an experimentally determined, temperature-dependent gas 
distribution between liquid and vapor (i.e., concentration of gas in vapor, Cv/concentration of gas 
in liquid, Cl) to adjust the vapor phase gas concentrations. These adjustments are based the 
vapor/liquid (y-value) of the reservoir and the temperature dependent chemical equilibrium 
constants for the vapor-phase gas reactions. Assuming the gas-gas and gas-mineral reactions are 
in equilibrium in the reservoir, equations of gas concentrations are written in terms of the 
temperatures and vapor/liquid ratios in the reservoir (D'Amore and Truesdell, 1985). With the 
simultaneous solution of two gas reactions, the two unknowns (temperature and y-value) can be 
calculated. The y-grid is a non-linear grid that graphically represents this mathematical solution.  

The y-grid plots with HSH on the x-axis and FT on the y-axis. Commonly measured gas species 
(H2, H2S, CO2, and CH4) and H2O are input to the two equilibrium/gas distribution equations, and 
the resulting HSH verses FT for each sample are compared to the y-grid that has lines that represent 
constant temperature and vapor/liquid (D'Amore and Truesdell, 1995). Typically, the y-grid lines 
that correspond to sample HSH versus FT are read manually by an analyst.  

2.2 Python Algorithm  

We wrote a Python script that implements the D'Amore and Truesdell (1985) y-grid method. The 
script generates a closely spaced dummy grid of known gas geothermometer temperature, 
saturation (y-value), HSH and FT. Then the HSH and FT for each geochemical sample are used as 
coordinates to locate the nearest neighbor in the dummy grid with the SciPy KDTree method 
(Maneewongvatana, S., & Mount, D.M., 1999; Virtanen et al., 2020). The high-density dummy 
grid generates accurate identification of the gas geothermometer temperature, and saturation for 
the given HSH and FT. The automation enables thousands of samples to be processed in seconds. 

3. Results 
We derived steam saturation and temperature for 6,100 gas samples collected at Coso from start-
up in the mid-1980’s through 2020. For each of the five production areas at Coso (BLM East 
[BLME], BLM West [BLMW], East Flank, Navy I and Navy II), two different y-grid data 
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visualizations were created: one with 2020 data symbolized by well, and another with all data since 
start-up symbolized by year of gas sample collection (Figure 2 – Figure 5). To symbolize year of 
sample collection, a continuous color palate “viridis” was chosen because it is perceptually 
uniform (both in black-and-white and in its given hues) and readable with common types of color 
blindness. Data are plotted on these figures from oldest to youngest so, in some cases, more recent 
data cover older data. An additional plot was generated with 2020 in all production areas and with 
data colored by measured enthalpy (H; Figure 7). HSH and FT that plot off the y-grid are excluded 
from all figures (a total of ~ 800 samples out of 6100). Note that alias well names are used in all 
plots. 

 

 
Figure 2: 2020 data for Navy I production wells based on gas equilibrium FT and HSH calculations organized 

by well on the left, and all Navy I data are colored according to year on the right.  
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Figure 3: 2020 data for Navy II production wells based on gas equilibrium FT and HSH calculations organized 

by well on the left, and all Navy II data colored according to year on the right.  

 

 
Figure 4: 2020 data for East Flank production wells based on gas equilibrium FT and HSH calculations 

organized by well on the left, and all East Flank data colored according to year on the right.  
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Figure 5: 2020 data for BLMW production wells based on gas equilibrium FT and HSH calculations organized 

by well on the left, and all BLMW data colored according to year on the right.  

 

 
Figure 6: 2020 data for BLME production wells based on gas equilibrium FT and HSH calculations organized 

by well on the left, and all BLME y-grid values colored according to year on the right (Giggenbach, 1980; 
D’Amore and Truesdell, 1985).  
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Figure 7: 2020 data for all production wells based on gas equilibrium FT and HSH calculations colored by 

measured enthalpy (H). 

 

4. Discussion 
4.1 Value of Automation 

The Python algorithm enabled automated determination of geothermometer temperature and steam 
saturation using the y-grid method. Not only did this method reduce the data analysis time, but 
also increased accuracy. Plotting this large dataset by year revealed additional qualitative 
information on temporal changes in reservoir liquid saturation and gas geothermometer 
temperatures. Coso is a field with almost 40 years of production data and > 100 production wells 
(noting that the number of active production wells varies from year to year). Our automation allows 
for efficient evaluation in changes in in-situ liquid saturation and temperature within this large 
dataset (6,100 gas samples). Efficient and tidy data handling also enabled evaluation by a given 
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year or production area, which is important at Coso because the various areas have behaved 
differently over time.  

4.2 Observed Reservoir Trends 

Most production wells in Navy I produce only steam in 2020. Liquid saturation has decreased over 
time in Navy I, while the range of geothermometer temperature remains generally consistent. 
Although reservoir liquid saturation has decreased, it remains high (> 0.25) for an area of the field 
that has produced mostly steam for > 30 years. This trend exemplifies why it is useful to process 
all gas data available over time.  

Like Navy I, Navy II produces mostly steam. Reservoir liquid saturation has generally decreased 
over time, with a slight decrease in maximum y-grid based geothermometer temperature from ~ 
340°C in the early 2000’s to ~ 320°C post-2008. Except for a few outliers (i.e., NII-8, NII-13, NII-
15), our analysis suggests that Navy II wells have similar liquid saturation and geothermometer 
temperature area-wide in 2020 (Figure 3). 

East Flank has some of the highest geothermometer temperatures at Coso (Figure 4). Unlike Navy 
I and Navy II, the temperature and liquid saturation changes little over time (note that the 2020 
results cover the older results in Figure 4). Although there appears to be a range of liquid saturation 
across East Flank, geothermometer temperature varies less (~290 – ~340 °C). Proximity to 
injection in East Flank appears to control reservoir liquid saturation. Wells closest to northern or 
southern East Flank injection retain moderate to high liquid saturation and high temperature. 
Conversely, wells in central and eastern East Flank have high geothermometer temperatures and 
low liquid saturation (Figure 4, Figure 8). 

BLMW also has high geothermometer temperatures when compared to the rest of the field (Figure 
5). BLMW geothermometer temperature and liquid saturation has decreased slightly since 
commissioning, but not much has changed in > 30 years. Significant liquid reserves remain, and 
about half of the 2020 BLMW active production wells remain two-phase (Figure 5). In 2020, the 
BLMW two-phase wells fall into two groups:  

1. The coolest and most liquid saturated wells in BLMW occur in north and eastern BLMW. 
Variation in geothermometer temperatures compared to the other wells in this area could 
be related to injection and/or natural recharge. 

2. The hottest and least liquid saturated wells in BLMW occur in western BLMW. These 
wells retain high geothermometer temperatures (~300 – 330 °C). It is possible these wells 
are more closely connected to a thermal influx. 

BLME hosts wells with a wide range in temperature and liquid saturation. Geothermometer 
temperature and liquid saturation decrease from west to east across BLME in 2020. This indicates 
the presence of increased boiling and reservoir vapor in the east. BLME wells with high measured 
NCG (> 60,000 mg/kg) in 2020 (Figure 9) have the lowest y-grid based geothermometers in that 
area (Figure 6). This suggests that high gas in these wells is more likely to be from boiling and 
preferential flow of vapor, rather than thermal fluid influx. 
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In all areas of the Coso field, the liquid saturation of dry steam wells (enthalpy > 1150 BTU/lb) 
are mostly ≤ 0.25 during 2020 (Figure 7). This suggests that, although the wells produce only 
steam, 25% of this steam originates as reservoir vapor and 75% is boiled reservoir liquid. Given 
the long-term production at Coso, these results indicate that significant liquid reserves remain in 
the reservoir. 

4. Conclusions 
Our automation of y-grid analysis enables efficient and accurate determination of geothermometer 
temperature and liquid saturation from gas geochemical samples. This method is particularly 
valuable for mature geothermal developments, like Coso, with a large dataset of geochemical 
analyses acquired during the production lifetime. Partnering this automation with advanced 
visualization enables qualitative assessment of the gas geothermometers and liquid saturation over 
time and generates insight into reservoir processes. 

Using this y-grid automation, we evaluated long-term changes in geothermometer temperature and 
liquid saturation at Coso using 6,100 gas samples collected from 1984 to 2020. Our analysis 
indicates area-wide geothermometer temperatures are generally consistent, and liquid saturation 
has decreased in all production areas except East Flank. However, the 2020 production chemistry 
data shows that steam fraction generally remains ≤ 0.25 in dry steam wells (enthalpy > 1150 
BTU/lb). Our analysis indicates that 25% of this steam originates as reservoir vapor and 75% is 
boiled reservoir liquid. Despite many wells transitioning from two-phase to dry steam production 
over the last > 30 years, this suggests significant liquid reserves remain in the reservoir.  

REFERENCES 

D'Amore, F., and Truesdell, A. H. “Calculation of Geothermal Reservoir Temperatures and Steam 
Fractions from Gas Compositions.” Geothermal Resources Council Transactions, 9, (1985), 
305-310. 

D'Amore, F., and Truesdell, A. H. “Correlation Between Liquid Saturated and Physical 
Phenomena in Vapor-dominated Geothermal Reservoirs.” Proceedings of the World 
Geothermal Congress, 3, (1995), 1927-1932. 

Giggenbach, W. F. “Geothermal Gas Equilibria.” Geochem Cosmochem Acta, 44, (1980), 2021-
2032. 

Maneewongvatana, S., & Mount, D.M. (1999). Analysis of approximate nearest neighbor 
searching with clustered point sets. ArXiv, cs.CG/9901013. 

Pauli Virtanen, Ralf Gommers, Travis E. Oliphant, Matt Haberland, Tyler Reddy, David 
Cournapeau, Evgeni Burovski, Pearu Peterson, Warren Weckesser, Jonathan Bright, Stéfan J. 
van der Walt, Matthew Brett, Joshua Wilson, K. Jarrod Millman, Nikolay Mayorov, Andrew 
R. J. Nelson, Eric Jones, Robert Kern, Eric Larson, CJ Carey, İlhan Polat, Yu Feng, Eric W. 
Moore, Jake VanderPlas, Denis Laxalde, Josef Perktold, Robert Cimrman, Ian Henriksen, E.A. 
Quintero, Charles R Harris, Anne M. Archibald, Antônio H. Ribeiro, Fabian Pedregosa, Paul 
van Mulbregt, and SciPy 1.0 Contributors. (2020) SciPy 1.0: Fundamental Algorithms for 
Scientific Computing in Python. Nature Methods, 17(3), 261-272. 

2428



Fishbin et al. 

 
Figure 8: Y-grid calculated 2020 y-values contoured at the midpoint of the XY of open hole section for each 

well. Y-values at injection wells estimated to be less than 0.05. Contours are generated in ArcMap using 
natural neighbor. Note that alias well names are used in this figure. 
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Figure 9: 2020 measured noncondesible gas (NCG) contoured at the midpoint of the XY of open hole section 

for each well. Contours are generated in ArcMap using natural neighbor. Measured NCG at injection 
wells is estimated to be less than 1000 mg/kg. Note that alias well names are used in this figure. 
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ABSTRACT  

The Hengill volcanic system is located in southwest Iceland on the plate boundary between the 
North American and Eurasian plates and is one of the most active seismic zones on the island 
with thousands of natural earthquakes per year. The area hosts the two largest high-temperature 
geothermal power plants in Iceland, Nesjavellir and Hellisheiði.  In addition, ongoing injection 
and production operations induce seismicity in the shallower layers around the reservoirs. The 
Nesjavellir area has been selected as the target region for the next Iceland Deep Drilling Project 
(IDDP) in search for supercritical geothermal fluids. Using microseismic monitoring, we focus 
on detecting and imaging fault zones at high resolution to support decision-making on where 
and how deep to drill the next target well. We have access to a rich microseismic dataset with 
thousands of events recorded on permanent and temporary seismometers in the area including 
a 500-node temporary network. Distributed acoustic sensing (DAS) data were acquired along 
an about 50 km long fiber optic telecommunication cable near the Nesjavellir geothermal 
power plant. Differences in DAS waveform characteristics, with delayed phase arrivals and 
long-tailed coda, point to previously mapped as well as new fracture zones along the fiber path. 
We analyze spatial and temporal patterns of seismicity to identify delineating planar structures. 
This is further supported by focal mechanism analysis. Furthermore, tomographic velocity 
models provide further insights into the complex and heterogeneous subsurface structures. 

1. Introduction  

The Hengill volcanic area in southwest Iceland is the target region for the third deep geothermal 
well as part of the Iceland Deep Drilling Project (IDDP) in search for supercritical geothermal 
fluids. Successfully locating drilling targets in these superhot and supercritical regions can be 
challenging. A better understanding of the fluid migration and permeability development near 
the target is therefore necessary. The region is characterized by eruptive fissures and normal 
faults (Sæmundsson et al., 2020) forming a N30°E striking fissure swarm of around 40 km in 
length. Analysis of microseismic events and seismic velocity inversion can help to identify 
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reactivated or newly developing fault structures, revealing a more detailed picture of the 
subsurface.  

From October 2018 to July 2021, the permanent seismic network in the Hengill area was 
temporarily densified with additional seismic stations, as part of the EU funded project 
COSEISMIQ*. During this period, a total of 38 stations were operating in the Hengill area (see 
Figure 1; Grigoli et al. 2022, Obermann et al. (2022a)). In addition, from June to the beginning 
of August 2021, the seismic network was complemented with a dense large nodal array (498 
stations) distributed in two focus regions around the Nesjavellir and Hverahlið geothermal 
fields (Obermann et al. (2022a)). The dense nodal network was designed to study velocity 
anomalies and interesting seismic clusters that were observed with the existing COSEISMIQ 
network (Sánchez-Pastor et al., 2021). In addition to the conventional three-component seismic 
sensors, we also recorded distributed acoustic sensing (DAS) data along two 
telecommunication fiber optic cables with two commercial interrogators during several weeks 
in June/July 2021. The two cables begin at the center of the survey area near the Nesjavellir 
geothermal power plant with a short common path segment and run eastwards (14 km) and 
westward (36 km), respectively (Figure 1). 
 

 
Figure 1: Map of the seismicity recorded in the Hengill region from December 2018 to August 2021. Seismic 

events are represented as circles colored by their origin time and scaled by their local magnitude. 
Seismic stations of the COSEISMIQ network are symbolized by reverse triangles. The white 
rectangle corresponds to the area in the North which is the focus of this paper. 

 
Grigoli et al. (2022) compiled a seismic catalogue of 11475 relocated events from December 
2018 to August 2021. The catalogue includes naturally occurring seismicity as well as induced 
seismicity from ongoing injection and production operations in the area. The average event 
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depth ranges from 1500 to 6000 m. Event magnitudes are estimated between -0.8 and 4.6 (ML). 
Most of the microseismicity appears spatially clustered.  

In the following we present a more detailed source analysis focusing on the Northern region 
around the Nesjavellir power plant. 

2. Source characterization 
The region around the Nesjavellir power plant is the focus of our study as it has been identified 
as a potential site for drilling a deep geothermal well. Event locations in this region show 
spatially clustered seismicity. We use data from the 38-station COSEISMIQ network for this 
work. The cross-correlation of the event waveforms followed by a clustering analysis 
highlights even finer differences and enables to identify sub-clusters within the clusters (Figure 
2). One group contains events located at shallow depths and corresponds to induced seismicity 
linked to the Nesjavellir geothermal power plant. Most of the other clusters are deeper (below 
3 km and down to 6 km) and define vertically dipping planes oriented in the direction of the 
maximum stress field.  Some of these clusters occur in bursts which means they are occurring 
over only a few days, as opposed to other clusters where seismicity is more regularly distributed 
over time. Bursts may be related to transient episodes of faulting or fault reactivation.  

Interestingly, clusters in the eastern part are aligned along previously mapped faults in an area 
where eruptions occurred in the past, whereas clusters in the west developed in an area where 
no faults were previously mapped. Moreover, activity in the western part is recent and 75% of 
the events occurred within six months in 2021 (from February until the end of the recording 
period in August).  

 
Figure 2: Depth cross-section of the microseismicity in the study area. Seismic events (circles) are colored 

by clusters of similar waveforms and scaled by magnitude. Production and injection wells from the 
Nesjavellir geothermal power plant are shown as black lines. Seismic stations are shown by inverted 
red triangles. 

To further characterize the seismic events in the different clusters, focal mechanisms were 
computed using P-wave first-motion polarities and S-wave over P-wave amplitude ratios. Even 
though the coverage of the focal sphere is not optimal for most events, we can exploit the fact 
that events of similar waveforms in each cluster also have similar mechanisms, and this 
information can be beneficial to gain confidence on the solutions. Figure 3 shows an example 
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mechanism obtained by combining all observations for events of cluster 7 in the eastern region. 
The best fitting solution is a strike-slip mechanism representative of the consistent individual 
mechanisms in this cluster. The orientation of the mechanism is also consistent with the 
orientation of the plane best fitting the seismicity cloud for this cluster. There is a small tensile 
component (opening of 10°), but it may rather be an artifact introduced by the station 
distribution on the focal sphere. Note that there are some polarity misfits, i.e., some 
observations do not fit the solution. However, these misfits only occur for stations located close 
to the nodal planes where polarities can be more difficult to pick. In addition, they may reflect 
slight variations in the individual mechanisms. In general, for all clusters, strike-slip 
mechanisms are predominant, and their orientation is in good agreement with the direction of 
the maximum stress field of N30°E. 

 
Figure 3: Strike-slip mechanism (strike=105°, dip=80°, rake=-10°) resulting from the inversion of combined 

observations from several events belonging to cluster 7 (see Figure 2). Seismic stations are 
represented by reversed white or black cones depending on their assigned polarity. The cones colored 
in magenta correspond to polarities not fitting the best solution (i.e., opposite polarities).  

3. DAS 

Figure 4 shows the waveforms of a local M 2.4 earthquake recorded on the western DAS cable 
compared to a cross section of an S-wave velocity anomaly tomographic model computed using 
the large N nodal array (Wu et al. 2023). Predicted traveltimes based on a 1D velocity model 
are show in white and clear delayed S phases can be observed for parts of the cable which 
correlate well with near-surface S velocity anomalies. Furthermore, long tailed coda waves 
seen at some segments of the cable may indicate the fiber crossing fault zones where low-
velocity layers trap the seismic energy. 

4. Tomographic models 
Seismic velocity inversion was performed using a combination of body-wave tomography with 
local earthquakes (Obermann et al., 2022b) and ambient noise surface wave tomography 
(Sanchez-Pastor et al. 2021). In addition, isotropic and anisotropic velocity inversion using the 
dense nodal array data is currently ongoing (see top part of Figure 4, Wu et al. 2023). The 
seismic velocity models are in good agreement, allowing us to image the seismic structure of 
the Hengill geothermal area with good resolution in the uppermost 4-5 km of the crust. In 
particular, with the dense arrays, the increased ray paths enhance the resolvability to image 
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localized velocity anomalies that are potentially linked to shallow fractured media, deep fluid 
pathways, and the high-temperature structures beneath the Hengill geothermal fields.  

 

 
Figure 4: DAS recording of an example M2.4 earthquake along a 20 km segment of the Western branch of 

the fiber cable (see Figure 1). Theoretical P-wave and S-wave arrival times are shown by the white 
solid and dashed lines, respectively. The top part shows S-wave velocity perturbations along a cross-
section. 

5. Conclusions  

Fine-scaled fault structures are revealed by a detailed analysis of microseismicity around the 
Nesjavellir geothermal power plant. Newly occurring clustered burst-like seismic activity may 
indicate fracturing or fluid migration due to transient tectonic activity. Focal mechanisms 
corroborate the orientation of fault structures that are illuminated by the clustered seismicity. 
In addition, densely sampled DAS data indicates near-surface low-velocity zones along the 
fiber path with high resolution. This is in good agreement with S-wave velocity perturbations 
from tomographic models. Overall, the presented results contribute valuably to the geophysical 
characterization and site selection for the planned IDDP well targeting supercritical geothermal 
fluids.   
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ABSTRACT 

Geothermal fields often exhibit abundant microseismicity and surface deformation, both from 
natural tectonic/hydrologic forces and associated with reservoir injection/production and shallow 
groundwater pumping. Our study of the Patua Geothermal Field combines seismic observations 
and analysis of micro-earthquakes and ambient noise, surface deformation (InSAR and GPS), 
laboratory measurements, and numerical modeling to characterize subsurface stress and strain and 
predict the Thermal-Hydrological-Mechanical (THM) behavior of the reservoir. We are also 
developing advanced fiber-optic sensing systems for convenient monitoring of geothermal fields. 

At the field, we have recorded continuous seismic motion at five shallow boreholes, where we 
have bottomhole and surface stations, for monitoring microearthquakes since June 2021. This local 
array lowers the magnitude completeness of earthquake detection, enabling us to characterize fault 
distribution and their criticalness. These sensors also record ambient-noise data for detecting time-
lapse changes of subsurface velocities using coda-wave interferometry. Time-lapse changes in 
velocities provide a unique view of subsurface elastic changes between each receiver pair. By 
utilizing laboratory-calibrated dynamic moduli, changes in velocity can be linked to the 
geomechanical state of the reservoir. These experiments also provide insights into aseismic 
deformation, which plays an important role in earthquake nucleation but is challenging to measure 
in the field. Surface deformation estimated from InSAR shows a clear trend of subsidence, in 
addition to the annual cycle induced by hydrological changes. The cumulative deformation from 
2018 to 2022, as well as inversion results, indicate volume changes in the reservoir. We compare 
the results of seismic and surface deformation to analyze subsurface stress changes. 

1. Introduction 
Understanding the detailed stress and strain states in the reservoir and surrounding structure is 
crucial for mitigating large induced seismicity and reservoir management in geothermal fields. 
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This is especially important when we increase the usage of geothermal resources. In this study, we 
demonstrate the characterization of stress states at the Patua geothermal field in Nevada (Combs 
et al., 2012; Garg et al., 2015; Murphy et al., 2017; Cladouhos et al., 2017; Pollack et al., 2021) by 
combining seismic observations, structural monitoring with seismic and geodesy data, and 
Thermal-Hydrological-Mechanical-Chemical (THMC) modeling. We combine data-driven and 
physics-based approaches for understanding the subsurface stress. The seismic observation and 
ambient noise analysis provide subsurface S-wave velocities (Vs) at each depth and their time-
lapse changes. Surface waves reconstructed from cross correlations of ambient noise recordings 
from pairs of seismic sensors are used to invert a 1-D Vs profile at the Patua site. Coda wave 
interferometry is used to infer temporal changes of seismic velocities beneath the sensors. The 
low-wavenumber surface deformation obtained by InSAR is related to physical changes in the 
reservoir, and we estimate volume changes by inverting the deformation. The THMC modeling 
can numerically model the subsurface fluid flow and stress changes (Smith et al., 2023). In this 
study, we present results from each analysis and discuss how we can combine them for more 
comprehensive monitoring of subsurface stress and strain states. 

2. Seismic Observations 
From July 2012 until the end of 2013, a seismic network of 18 borehole-installed 15-Hz geophones 
was operated at Patua. Most of the equipment was removed after 2013, but many of the geophones 
were either permanently grouted in place, or were left locked in the boreholes. In June of 2021, in 
preparation for new DOE-funded projects set to begin at Patua, a team from Lawrence Berkeley 
National Laboratory (LBNL) began reinstalling recording equipment at many of these sites and 
testing the functionality of the preexisting downhole geophones. At each site, we also installed a 
2-Hz geophone near the wellhead to help characterize the attenuation properties of the surface 
sediments covering the reservoir. From June 2021 to March 2023, we recorded data from six of 
the original 18 sensors and found five to still be functioning (Figure 1). Data were recorded 
continuously at 500 Hz for both the surface and downhole geophones at each site. Due to issues 
with snow-covered solar panels and faulty recorders, a minimum of four and maximum of five 
sites were operational at any one time throughout the dataset. The downhole sensor at site 4509, 
while functioning, is suspected to be poorly coupled and have multiple bad components, so the 
recording equipment was relocated to site 23A-17 in January 2022. All other borehole sensors 
appear to be functioning normally. 

The first priority of the seismic network at Patua is to detect and precisely locate as many 
earthquakes as possible. The more seismicity the network can detect, the better it is able to help 
mitigate the risk of larger-magnitude events and the more completely it can illuminate seismically 
active structures in the reservoir. These structures are often key features of the reservoir model as 
they often serve as either flow pathways or flow baffles and are therefore critical to identify. The 
Patua network, when using up to 18 borehole sensors, had a magnitude of completeness of roughly 
0.0, meaning that it was able to detect all seismicity with a magnitude of >0.0 (or slip on a fracture 
with a radius of ~5-10 m). 
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Figure 1: Overview of the Patua geothermal field indicating the locations of previous seismic network sites 

(brown triangles) and sites that have been reoccupied at some point in the last two years (purple 
triangles). The location of the proposed stimulation well is shown as a yellow star and the power plant is 
shown at a black rectangle. Red and blue dots signify production and injection boreholes respectively. 

3. Seismic Ambient Noise Analysis 

We analyze continuous recordings from five pairs of co-located surface and shallow-borehole 
seismometers deployed at the Patua geothermal field between June 2021 and May 2023. The 
ambient-noise data recorded by this local array is used to measure time-lapse changes of subsurface 
velocities using coda-wave interferometry. To do so, we first preprocess the daily recording 
following the procedure of Bensen et al. (2007). Figure 2 shows the preprocessing procedure for a 
vertical recording on a specific day from an example of station 2221.Note that the amplitudes for 
waves recorded at the low frequency band (0.1-1 Hz) are much (~3 orders of magnitude) smaller 
than those at the high frequency band (1-10 Hz). Thus, we preprocess the data for the low (0.1-1 
Hz) and the high (1-10 Hz) frequency bands, separately. 
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Figure 2: The vertical component daily recording at 2021-09-24 for station 2221 filtered at (a) 0.1-1 Hz and (d) 

1-10 Hz. Following the procedure of Bensen et al. (2007), clipping (b, e) and spectral whitening (c, f) are 
applied to the filtered continuous recording before coda wave interferometry. A 30-min-long moving 
window is used in the preprocessing. 

 
Figure 3 demonstrates the amplitude spectra of every 5-min-long window of the data before (top) 
and after (bottom) the spectral whitening. The amplitude spectra show certain shapes in both the 
low and high frequency bands. This is particularly clear for the high frequency band, where several 
strong peaks are observed between 4-6 Hz. The observed pattern may relate to either the excitation 
mechanism of the noise sources or the local structure beneath the station (e.g., reflections from 
horizontal interfaces) or both. Such a pattern can potentially be used to constrain structures of the 
shallow materials or properties of ambient noise sources at Patua. Since the focus of this study is 
to monitor changes in subsurface velocities, we suppress such patterns via spectral whitening. 

 
Figure 3: Amplitude-frequency probability density maps of data shown in Figure 2 at low (left) and high (right) 

frequency bands. Results computed for data before and after the spectral whitening are shown in the top 
and bottom panels, respectively. Warmer colors indicate larger amplitudes. The black curve illustrates 
the mean of all the amplitude spectra. 

We then cross correlate the preprocessed daily recordings for each station pair and component 
combination. Figure 4 shows the data coverage for different stations. Considering stations 2115 
and 2317 only provide data for less than a year, we only focus on the analysis of data recorded by 
stations 2128, 2221, and 5230 in this study. Since each borehole has both surface and borehole 
stations, we compute daily ambient noise cross correlations (ANCs) for pairs of borehole stations 
and co-located borehole and surface stations, but only in the high frequency band (1-10 Hz), as 
borehole stations are 15-Hz sensors. As a test, Figure 5 illustrates the daily ANCs computed for 
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an example station pair 2128-2221 at vertical-vertical (ZZ) component for about one year. Clear 
and coherent coda waves are observed in daily ANCs at the high frequency band (> 1 Hz), whereas 
the coda waves at the low frequency band (< 1 Hz) are much noisier. Further analysis suggests that 
the low frequency ANCs cannot provide reliable measurements of changes in coda wave travel 
times, even after stacking over 21 days and applying a denoising filter (Figure 6). Therefore, we 
do not extend the calculation and analysis of coda waves at frequencies < 1 Hz to the whole dataset. 

 

 
Figure 4: Data coverage of the analyzed seismic network. 

 
Figure 5: Daily ambient noise cross correlations (ANCs) for station pair 2128-2221 over the entire recording 

period computed for the low (left) and high (right) frequency bands. The coda waves used to detect 
subsurface velocity changes are outlined by the blue dashed lines and zoomed in at the bottom panels. 

In the next step, we estimate relative travel time changes (dt/t) using the time-domain stretching 
method (Lobkis and Weaver 2003) for coda waves above 1 Hz over the entire ~2-year-long 
recording period. The stretching method dilates or compresses a test trace to fit with a reference 
trace in the time domain and assumes that temporal perturbations in coda wave travel times are 
small. Figure 7 demonstrates the calculation of dt/t for coda waves narrow bandpass filtered 
between 2-6 Hz using the example station pair (2128-2221) at the ZZ component. Although the 
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coda waves filtered between 2-6 Hz are visually coherent, we still observe clear incoherence noise 
(Figs. 7c-d) that increases the uncertainty of dt/t measurements (Fig. 7b). Here, we denoise the 
coda waves using a well-developed SVD-based Wiener filter (Moreau et al. 2017). After 
denoising, the signal-to-noise ratio of coda waves is much higher (Figs. 7g-h), resulting in higher 
coherence values (Fig. 7e) and smaller uncertainty values (Fig. 7f).  

 

 
Figure 6: dt/t measured using coda waves filtered at a low frequency band (0.2-0.4 Hz). The bottom panels 

display the coda waves at both positive and negative time lags, whereas the top panels illustrate the 
coherence and dt/t measured by comparing each daily ANC with the mean. 

 
We note that dt/t can be measured using coda waves computed for different combinations of station 
pairs, components, and frequency bands. Since there are hundreds of dt/t curves, we first compare 
the results computed for different frequency bands using the example surface station pair 2128-
2221. As shown in Figure 8a, the dt/t varies within a ~1% range and a long-term trend of ~0.5% 
velocity decrease per year (dt/t = -dv/v) that are only observed in dt/t measured at the lower 
frequency band (1-3 Hz). This likely indicates that the observed velocity changes occurred at a 
depth range below the sensitivity of the coda waves at frequencies higher than 3 Hz recorded by 
surface stations. We confirm the long-term trend in dt/t measured at 1-3 Hz is robust by verifying 
that it can be seen from coda waves at multiple components (Fig. 8b), station pairs (Fig. 8c), and 
in borehole stations (Fig. 8d). It is interesting to note that, although much smaller (~0.1% per year), 
the dt/t curve at 4-10 Hz has a linear trend of velocity increase, especially for those obtained from 
borehole stations (Fig. 8f). Such reversals in the long-term trend of dt/t obtained at different 
frequency bands are also seen from other station pairs (not shown here) and suggests that velocities 
in subsurface structures likely increase at shallow depth (high frequency) and then decrease below 
certain depth (low frequency). 

 

2442



Nakata et al. 

 
Figure 7: Relative travel time changes (dt/t) measured using coda waves before (left) and after (right) denoising. 

The bottom panels display the coda waves at both positive and negative time lags, whereas the top panels 
illustrate the coherence and dt/t measured by comparing each daily ANC with the mean.  

 

 
Figure 8: Comparative analysis of dt/t curves measured using coda waves at the high frequency band (1-10 Hz) 

for (a) different frequency bands, (b) components, and (c) station pairs. (d)-(f) show the comparison 
between dt/t obtained from surface (red) and borehole (green) stations. 

To better understand the depth distribution of observed temporal changes in seismic velocities, we 
first measure the group velocity dispersion of Rayleigh waves extracted from ANCs computed 
from all available station pairs (left panel of Fig. 9). Then, the group velocity dispersion is used to 
invert for an average 1-D shear wave velocity (Vs) profile beneath the Patua geothermal region 
(right panel of Fig. 9) via Neighborhood algorithm (Wathelet, 2008). The 1-D Vs profiles that fit 
the dispersion data well (gray shaded area in the right panel of Fig. 9) all show a sharp velocity 
gradient in the top ~200 m followed by a second steep velocity gradient from 400 m to 1 km. 
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Assuming coda waves are dominated by surface wave energy, we can estimate the depth sensitivity 
of dt/t obtained from coda waves for different frequencies and Figure 10 shows the sensitivity 
kernels for several frequencies between 1-4 Hz. While dt/t obtained from coda waves at 
frequencies lower than or around 1 Hz are affected by velocity structures below 500 m (e.g., 
geothermal reservoirs), coda waves at frequencies higher than 2 Hz are only sensitive to structures 
above 500 m. Combined with Figure 10, the long-term linear trend in dt/t likely suggests that 
velocities are generally increasing in the top 200 m (> 4 Hz) and decreasing below 300 m (1-3 Hz). 
Apart from long-term linear trends, seasonal variations with amplitudes that increase with 
frequency (i.e., decrease with depth) are also seen in dt/t curves, suggesting it is likely induced by 
surface loadings (e.g., thermoelastic strain, precipitation). In addition, we also see cycles with 
shorter intervals (about one month) in dt/t.  

 
Figure 9: Left: Dispersion diagram of Rayleigh wave group velocity extracted from ANCs computed at Patua. 

Right: 1-D shear wave velocity (Vs) inversion using the group velocity dispersion curve (white dashed 
curve). 

 
Figure 10: Depth sensitivity kernel computed using the best fitting 1-D Vs model from Figure 9. 

Figure 11 shows results obtained from coda waves reconstructed between co-located surface and 
borehole stations. Compared to results obtained from a pair of stations at different locations, dt/t 
in Figure 11 are more sensitive to structures surrounding the analyzed site, i.e., velocity changes 
localized near the co-located sensors. Similar to those obtained from Figure 8, clear long-term 
linear trends are observed at different frequency bands and sites. However, there are some 
discrepancies between the linear trends observed in dt/t obtained from co-located sensors and pairs 
of sensors at different locations (e.g., velocity generally decreases for all frequency bands at station 
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5230). To better understand the observed spatial and temporal patterns of dt/t, we will compare 
dt/t curves with other datasets, such as surface deformation (e.g., Figs. 11-12) and production data. 

 

 
Figure 11: Comparison of dt/t curves at different frequency bands obtained from co-located borehole and 

surface stations. Dotted curves depict the InSAR surface deformation. 

 

 
Figure 12: Comparison between the InSAR surface deformation and dt/t measurements in space. 

 

5. GPS and InSAR 

In order to understand the stress state and the changes in stress we are monitoring the regional and 
local deformation and strain around the geothermal field. The primary sources of data are long-
term time series from the Global Positioning System (GPS) and shorter-term interferometric 
synthetic aperture radar (InSAR) measurements from the Sentinel-1 satellite system.  The GPS 
network is regional in scope and the stations are outside of the Patua geothermal field (Figure 13). 
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Figure 13: Global Positioning System (GPS) stations in the region surrounding the Patua field (Blewitt et al., 
2018).  The red dot denotes the location of the field.  The blue arrows signify the horizontal displacement. 

 

Figure 14: Three components of displacement between 2007 and 2022 for the GPS station P128. 
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The data have been processed by the Nevada Geodetic Laboratory and the displacements are 
referenced to a stable North American datum.  We have changed the reference point by subtracting 
the displacement at station P098, which lies in the upper right corner of Figure 13.  The long-term 
deformation is dominated by horizontal tectonic motion as may be seen by considering the three 
components of displacement at station P128, located about 10 km south of the Patua geothermal 
field. 

The network of GPS stations will be used to determine the regional strain accumulation due to 
tectonics and will help in determining stress changes due to tectonic loading. We also need to 
estimate the deformation and stress changes associated with geothermal activities such as injection 
and production in order to evaluate fracture geometries and permeable pathways in the reservoir, 
as well as the potential for induced seismicity. Interferometric Synthetic Aperture Radar (InSAR) 
is a high-resolution technique for estimating surface displacements over time. Satellites make 
passes over the area of the Patua geothermal field with increasing frequency. 

Figure 15: (Left) Ascending track ASC64 and descending track DES144 cover the region encompassing the 
Patua geothermal field. (Right) The temporal distribution of both tracks as they encounter the area 
around the geothermal field are denoted by vertical lines. The return time has been reduced to 6 days. 

The satellite return time has decreased to 6 days which improves both the temporal resolution of 
changes and allows for more accurate estimates of displacements over each interval.  Using both 
ascending and descending orbits it is possible to estimate both the vertical and east-west 
components of surface displacement.  For example, in Figure 16, we plot these two components 
of displacement that occurred between 2018 and 2022. 

One difficulty in the Patua area is the significant shallow hydrological signal that dominates the 
western portion of the area in Figure 16.  This is not uncommon in many areas of interest 
containing either natural or man-made systems such as hot springs or agricultural areas.  To get a 
feel for the magnitude of the problem and a possible solution, consider a transect across the region, 
as shown in Figure 17. One method that is suggested by the differences in spatial wavelengths of 
the anomalies in Figure 17 involves wave-number or spatial frequency filtering. That is, deeper 
sources, such as those in the reservoir some 2 km deep should only have long wave-length surface 
expressions. As an example, consider the surface deformation associated with the expansion of a 
single compact grid block at a depth of 2 km, an approximation of an impulse response. The surface 
deformation and its corresponding wavenumber spectrum are plotted in Figure 18. 
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Figure 16: (Left) Vertical displacements between 2018 and 2022. (Right) East-west displacements for the same 
time interval.  Production wells are denoted by open circles and injection wells by crosses. 

 

 
Figure 17: (Left) East-west oriented line over which the vertical displacements are sampled. (Right) Vertical 

displacement along the line shown in the panel on the left.  Note the change in character between changes 
in the west and in the east. 

2448



Nakata et al. 

 

Figure 18: (Left) Surface deformation associated with the volume expansion of a single grid block at a depth of 
2.0 km. (Right) Wavenumber spectrum of the anomaly plotted in the left panel. 

Such deep sources should have surface wave-lengths of the order of their depth and thus the spatial 
wave-numbers should be relatively low.  The wave number spectrum supports that contention with 
the largest amplitudes mostly below 2 cycles/km.  For comparison we can calculate the spectrum 
of the vertical deformation shown in Figure 17. In the right panel of Figure 19 we display the wave 
number spectrum of the vertical displacement field.  Note the wider distribution of energy within 
the spectrum to much higher wave numbers. 

 

Figure 19: (Left) Observed vertical deformation obtained from the Sentinel-1 InSAR satellite system.  (Right) 
Wave number spectrum of the displacement field. 
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Figure 20: Radial distribution of energy for the wavenumber spectra of displacements due to a deep source, a 
shallow source, and the actual observations. 

For a simple comparison we can compare the radial distribution of energy for a shallow source 
(10-300 m), a deeper source (>2000m), and the observed data (Figure 20). We see that the observed 
spectrum has higher wavenumbers compatible with both deep and shallow sources. Thus, there 
appears to be a separation in frequency and we can design a filter to remove frequencies that are 
expected to be small for a source at a depth of around 2 km. We implemented such a filter and 
applied it to the vertical deformation field shown in Figure 16. The resulting displacement field is 
plotted in Figure 21 along with the filtered east-west displacement field. 
 

Figure 21: (Left) Vertical displacement field that results from applying a low-pass wave number filter to the 
observations shown in Figure 16. (Right) Corresponding east-west displacements after filtering the 
original displacement field. 

We can now invert the filtered displacements for volume change at the reservoir depth and try to 
image the deformation that is induced by injection/production related processes such as poroelastic 
effects, thermal expansion and contraction, and other effects. We are only estimating the resulting 
volume change that is produced by these processes, without inferring the exact source of the 
deformation at this stage. Later we can compare the estimated volume changes with those due to 
thermal-hydrological-mechanical-chemical modeling, as described below. The inversion method 
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has been described elsewhere (Vasco et al., 2019, Smith and Vasco, 2020) and will not be 
discussed here. The estimates of volume change for a distribution of grid blocks in a model 
containing two layers is shown in Figure 22. Then we estimate the horizontal stress, which is the 
magnitude of compression/extension along the maximum horizontal stress. 
 

Figure 22: Estimates of volume change distributed in a model of the reservoir. The model is composed of an 
array of grid blocks distributed in two 300 m thick layers.  

 
Figure 23: Horizontal stress at 150 m depth estimated from the volume changes. The short black line shows the 

direction of the maximum horizontal stress. 

As noted above, these estimates of reservoir volume change can be compared with numerical 
modeling and used to update the reservoir model in an iterative fashion. They can also be used as 
sources for a geomechanical code to forward model the estimated deformation and stress changes 
due to reservoir processes. Given the favorable temporal sampling of the Sentinel-1 satellite 
system we can compute the stress changes for 6-day intervals in many cases. Thus, we can use the 
estimated stress changes to calculate velocity changes that might be observed by seismic 
interferometry for the deeper travel paths that are influenced by changes in the reservoir. 

6. Laboratory Tests 
Laboratory rock mechanics tests were performed on core from the Patua reservoir to inform static 
and dynamic moduli used for THMC modeling and characterize the anelastic response of reservoir 
material to stress changes.  The core material is a medium grained, quartz-rich plutonic rock with 
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fractures throughout (Figure 24a).  A 1.50” diameter sample for testing was sub-cored from the 
original core and the ends ground flat and parallel.  The final core was 2.41” in length and had one 
significant fracture at approximately 45 degrees from the cylinder’s axis.  The core was oven dried 
and weighed and had a dry bulk density of 2.57 g/cc. 

The core was placed between endcaps with integrated ultrasonic sensors and jacketed with Viton 
tubing.  The sample was then loaded into a triaxial deformation apparatus for testing.  During the 
experiment the axial and radial sample displacement was measured with LVDT’s, the confining 
pressure was measured with an electronic pressure transducer and differential stress was measured 
with an internal load cell.  The sample was first subjected to a hydrostatic sample seating procedure 
to ensure data quality then brought to 20 MPa confining pressure.  The sample was allowed to 
mechanically equilibrate then an ultrasonic measurement was taken.  The collected waveforms are 
presented in Figure 24b.   After ultrasonic measurement, the confining pressure was oscillated with 
an amplitude of 5 MPa to measure the static bulk modulus.  To measure the shear modulus, the 
differential stress was oscillated with an amplitude of 5MPa while the confining pressure was 
decreased to maintain a constant mean stress. 

 
Figure 24.  Data from laboratory tests of granitoid material from Patua reservoir. a) Core image of material 

used for testing.  b) Waveforms collected from ultrasonic test of material, c) volumetric strain versus 
confining pressure from a bulk modulus measurement, and d) axial strain versus differential stress from 
a shear modulus measurement. 
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Sample displacements were used to calculate axial and radial strains which in turn are used to 
calculate volumetric and shear strain. Stress-strain curves from static modulus measurements are 
presented in Figure 24c and d.  Travel times for P-wave and two S-waves are picked from first 
arrivals and used to calculate wave velocities.  The wave velocities and sample density are used to 
calculate dynamic moduli.  Static and dynamic bulk and shear moduli are reported in Table 1. 

The values of static moduli are somewhat lower than those reported by Kc et al. (2019) for the 
same material.  Closer look at the constitutive behavior of the material strongly suggests this is 
due to the presence of fractures in our sample.  The response of our sample to hydrostatic loading 
is hysteretic, indicated by the open elliptical shape of the volumetric strain-confining pressure 
curve.  Additionally, the axial strain-differential stress curve is non-linear with a convex upwards 
shape, indicating some strain hardening.  These behaviors strongly suggest crack closure is still 
playing a significant role in the mechanical response of the sample at these conditions.  The data 
suggest that the presence of fractures within the granitoid body at Patua can reduce elastic moduli 
and result in nonlinear, hysteretic constitutive behavior and provide context for parameter selection 
for THMC modeling. 

 

Table 1.  Recovered elastic properties of sample at 20 MPa confining pressure. 

Property Value 
Density (g/cc) 2.57 
Static Bulk Modulus (GPa) 31.2 
Static Shear Modulus (GPa) 14.9 
Dynamic Bulk Modulus (GPa) 35.0 
Dynamic Shear Modulus (GPa) 23.2 

 

7. THMC Modeling 
We analyzed fault picks from well logs (Pollack, 2021) combined with drilling lost circulation 
zone (LCZ) observations (Cladouhos et al., 2017) to find a set of 12 planar segments maximizing 
a weighting of the number of fault picks and LCZ picks within a 25 m tolerance of the plane 
segments, fitting 69 of 76 data points, to determine fault geometry, shown in horizontal section at 
reservoir depth (1107 elevation, ~2250 m depth) in Figure 25.   Starting from permeabilities similar 
to those of Garg et al.  (2017) and Murphy et al. (2017) we adjusted them to roughly fit interpolated 
native state temperature data at two levels. 1107 m elevation (~150 m depth) and 1005 m below 
sea level (2250 m depth), and a 2013 well injection test from Garg et al. (loc. cit.). 
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Figure 25: Left: Plan view of vertical permeability at -1005 m elevation. Right: Simulated native state 

temperatures at -1005 m elevation.  Circles: production well head locations, crosses: injection well head 
locations. 

 

As operations data became available, we considered 9 years (2013-22) of data, averaging pressure 
and rate data over a wide range of interval lengths, from which weekly averages were chosen as 
fairly representative.  Pressure in lines to injection wells, injection rates, pressures at downhole 
sensors (bubblers) in production wells, and production rates were available.  A scatter plot of line 
pressure as a function of injection rate is shown in Figure 26 (left).  For wells 38-12, 37-17, 23-
17, 36-17, 44-21, and 36A-15, there is a tendency for points to cluster about a line or multiple lines 
of constant slope.  Lines were fit by eye, and slope interpreted as reciprocal injectivity (Pa-s/kg). 
For wells 85-19, and 24-29, trends were assumed to pass through the origin and also fit by eye.  A 
scatter plot of change in downhole pressure from hydrostatic as a function of production rate is 
shown in Figure 26 (right).  Reciprocal injectivities were determined from the ratio of pressure 
change to injection rate at point cluster centers. 

 

 
Figure 26: Left: weekly average injection well line pressure vs injection rate. Right: weekly average down hole 

production pressure relative to hydrostatic pressure, vs production rate.  
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The permeability model calibrated against the native state temperature data, and Garg et al. 
pressure test data, was used to simulate 1.6 years operation, using 9 year average injection and 
production rates.  In Figure 27 (left), simulated pressure change at 1.6 years are plotted as a 
function of estimated (or extrapolated) pressure change, where, for injection wells, the extrapolated 
pressure change is the product of the injection rate and the estimated reciprocal injectivity.  Two 
production and one injection wells show about a 4 MPa discrepancy.  To better fit the operations 
data, partial derivatives of pressure change over 10 years operation with respect to fault unit 
average ((Kxx+Kyy+Kzz)/3) permeability of the different fault plane segments, and with respect to 
the background reservoir permeability, were computed numerically.  Estimated or extrapolated 
pressure change data was inverted for fault unit average permeability, subject to a somewhat 
arbitrary 0.33x10-19 m2 lower bound on average permeability.  Ratios of Kxx/Kzz, Kyy/Kzz were 
held at values from the preliminary calibration to native state and the injection test data.  Simulated 
pressure changes at 10 years are plotted as a function of estimated or extrapolated pressure change 
in Figure 27 (right). Fit to estimated or extrapolated pressure change is improved. 

 

 
Figure 27: Left: simulated well element pressure change over 1.6 years vs estimated or extrapolated well 

pressure change for model from native state calibration. (negative: production well, positive: injection 
well). Right: simulated well element pressure change over 10 years vs estimated or extrapolated well 
pressure change for model with inverted permeabilities.  

 

A horizontal section of the re-calibrated permeability model and a temperature section are shown 
in Figure 28. Seven of the fault segments crossing -1007 m elevation remain above the back ground 
permeability. 
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Figure 28: Left: Re-calibrated average permeability at -1007 m elevation. Right: Simulated native state 

temperature at -1007 m elevation in re-calibrated model. 

 

Starting from well logs, we have averaged mechanics parameters such as density bulk and shear 
modulus, and scaled them to match at the depth of greatest compressional wave velocity, lower 
frequency measurements on core from Climax stock granodiorite (Stowe, 1969), and subsequently 
estimated Biot coefficient. Starting from a stress ratio estimate of 0.79: 0.53: 1 from nearby Fallon 
Air Force Base (Blanksma et al., 2018) we have initialized a stress model, which resolves to a 
model with higher horizontal stress to vertical stress in declivities, and higher in promontories. 
Cross sections through Northing 4,383,050 m are shown in Figure 29. Using Mohr-Coulomb 
fracture criteria the resultant stresses require significant material cohesion to avoid near surface 
failure. Preliminary efforts at modelling history production at Patua indicates minor creep at depth 
on existent faults. 

 

 
Figure 29: Left: Vertical section of ratio of east-west stress vertical stress at 4,383,050 m Northing. Right: 

Vertical section of ratio of north-south stress to vertical stress.  
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8. Conclusions 
We present the current effort of stress characterization at the Patua geothermal field with seismic 
data acquisition, seismic ambient-noise analysis, InSAR geodesy analysis and volume change 
inversion, and THMC modeling. We have deployed 5-6 short-borehole seismometers at the 
geothermal field and measure ground motion continuously. The seismic data observed by these 
sensors are core information for our seismic interpretation. Surface waves in the continuous 
recordings provide the average 1-D Vs profile, and then based on the 1-D profile, we measure 
stress loading at the structure above the reservoir based on the velocity changes (dt/t). These 
velocity changes have spatial correlation with volumetric changes at the reservoir estimated from 
surface deformation in InSAR signals after isolating the long-wavelength deformation. The 
volume changes are concentrated at the area close to the geothermal plant. Local faults control the 
discontinuity of the stresses at the subsurface, based on the THMC modeling, but the reservoir 
changes obtained by InSAR and seismic signals are partly modeled. 

9. Future Plan 
In the forthcoming phase of geothermal field testing, the implementation of distributed fiber optic 
sensing (DFOS) will be employed with distributed thermal, strain, and acoustic signals in a 
monitoring well, aiming to investigate subsurface stress and strain within the geothermal field. 
DFOS possesses the capability to function as a distributed seismic sensor, enabling the acquisition 
of highly precise measurements pertaining to seismic activity across the entire extent of the fiber 
optic cable. Consequently, this facilitates the meticulous detection and characterization of 
microearthquakes, and affords valuable insights into subsurface stress and strain through the 
utilization of distributed acoustic sensing. By utilizing the fiber optic cable, with combining with 
short-borehole and surface seismometers, microearthquake occurrences can be detected and 
accurately localized, thereby facilitating the identification of fault structures and their spatial 
distribution. Furthermore, the distributed strain sensing component can effectively detect stress 
and strain near the monitoring well, thereby contributing to the monitoring and evaluation of 
fracturing development resulting from geothermal activities. The recorded data can subsequently 
be incorporated into THMC modeling, thereby enhancing its accuracy and optimizing well 
stimulation strategies, while concurrently reducing the risk associated with larger seismic events. 
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ABSTRACT 

Global heavy oil production runs at an average of 12 million BPD (barrels per day). Canada, 
Venezuela, Iraq, and Iran currently take the lion’s share of proven reserves. Also, countries like 
Mexico, China, Brazil, USA, Colombia, and Oman have active heavy crude oil operations. In basic 
terms, thermal EOR (Enhanced Oil Recovery) requires huge introduction of heat at the subsurface, 
to lower viscosity and increase mobility of the low-API gravity oil. In this paper, focus will be on 
the most economically successful and popular thermal EOR methods vis-à-vis Steamflooding, 
CSS/SAGD (Cyclic Steam Stimulation / Steam Assisted Gravity Drainage), and In-Situ 
Combustion. Many of these heavy oil fields have been in continuous operation for 30-50 years, 
through countless injection-soaking-production cycles. But there comes a time when oil recovery 
becomes uneconomical, thus steam supply is cut off at the well. Aided by a capping formation, 
large amounts of heat are left in the production zone. In various stages of conceptual study and 
engineering design worldwide, a compatible GreenLoop system can be applied to the chosen 
candidate wells. The thermal energy extracted by such a system can be utilized for either electrical 
generation or direct use. 

1. Introduction 
Crude oil by virtue of its viscosity is broadly classified as light, medium, or heavy. Sulfur content 
further categorizes it as either sweet or sour. So, in the global futures trading market, there are 
light-sweet, light-sour, medium-sweet, medium sour, heavy-sweet, and heavy-sour crudes. This 
paper will focus exclusively on heavy crude oil below 20 ᵒAPI, both sweet and sour, with thermal 
EOR as the prolific method of subsurface recovery worldwide and its many variants. Other non-
thermal EOR methods for heavy oil recovery like polymer, CO2, chemical, or N2 flooding will 
not be discussed here. Currently, crude oil production has ramped up to 82 million barrels per day 
(MMBPD) globally. Around 15% of this total is heavy and mostly sour crude oil. 
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2. Proven Thermal EOR Solutions 
The introduction of heat to reduce viscosity of heavy crude oil is one of the oldest methods of 
secondary or tertiary Enhanced Oil Recovery (EOR). Heat not only reduces oil viscosity but also 
enhances reservoir permeability. Classic steamflooding has its early beginnings in the ‘50s when 
oil-and-gas operator Shell implemented a steam injection initiative in their southern California 
field. Such practice was also introduced a few years later in Venezuela and the Netherlands. 
Decades later, steamflooding became the EOR of choice around the world for heavy crude oil, 
realizing high recovery rates. 

Similar in many respects to the prolific Waterflood approach, Steamflooding or Steam Drive will 
inject wet steam into several designated injector wells. Injection steam has an average 80% quality, 
heating up the oil in place. As wet steam travels farther in the reservoir, it cools and condenses 
into saturated hot water helping the oil to expand. This becomes the driving force making it easier 
for the heated oil to reach the production pad or area. Pumpjacks compliment the oil lift up and 
drawdown at the producer well. Considered less efficient and non-targeted, Steamflooding sweeps 
through a large swath of the hydrocarbon reservoir incurring unwanted heat losses. 

To further increase product recovery rate, the various thermal EOR methods have been applied in 
combination with a high degree of success vis-à-vis CSS followed up by SAGD or SAGD followed 
up by ISC (In-Situ Combustion). In recent years, upgraded thermal EOR approaches with more 
assured product recoveries were accepted as industry best practices around the world. These 
methods will be discussed in greater detail in the next sections. 

2.1 Residual Heat Extraction in post-SAGD/CSS Oilfields 

After several years of SAGD (Steam Assisted Gravity Drainage) operation, followed by cessation 
of steam supply due to degraded economics, it was inferred by past numerical simulation and 
research work (Figures 1, 2, and 3) that about 32% of the heat still remains in the permeable 
reservoir rock and one-third kept by reservoir fluids, mainly oil and water (Wang and Gates, 2023). 
Since oil is the most desirable product with produced water as a bi-product, subsurface rock still 
holds an appreciable amount of residual heat which will be the focus of post-thermal EOR energy 
recovery. 

The hot steam chamber that results from SAGD operations (see Figure 4 and 5) is a man-made 
geothermal system. At the end of SAGD operation, the depletion chamber is still hot with 
temperatures typically greater than 150 ᵒC equivalent to a moderate temperature geothermal 
system (Wang and Gates, 2023). Subsurface rock also includes the upper overburden layer or cap 
rock, and the lower bottom or basement rock. But stored heat in these two rock layers is relatively 
harder to recover due to its lack of permeability. 
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Figure 1: Focus is on Year 10, shown as last year of SAGD (steam injection) operation. Year 11 covers the 

blowdown stage (oil production without steam injection). There is around 32% thermal energy stored 
inside the permeable reservoir rock during blowdown stage. (HL = heat loss, OB = overburden, US = 
understrata, ProdGas = produced gas, ProdOil = produced oil, ProdWtr = produced water). Year 0-10 
is SAGD operation whereas Year 10-11 is blowdown stage. For oil saturation distributions, red is initial 
oil saturation (0.81) and green is residual oil saturation with respect to gas (0.15).” (Adapted from Wang 
and Gates, 2023). 

 

 

 

 

2462



Alvarado et al. 

 
Figure 2: Case 1 – Producer well PROD-GT1 temperature declines from 210 ᵒC (100th day) to about 100 ᵒC 

after 428 days of thermal recovery. [“Figure 6.6: Case 1 temperature (in ᵒC) distribution (at mid-point 
of the well pair) after 428 days of thermal energy recovery.” (Wang and Gates, 2023)]. 

 

 
Figure 3: Typical phases for Cyclic Steam Stimulation (Courtesy of Imperial Oil Cold Lake). 
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Figure 4: Basic sketch of typical SAGD doublet “stacked” wellbores. A steam chamber or “thermal bulb” is 

created and grows during the long years of steam injection. Heated oil drains to the lower producer well. 
(Graphics courtesy of JACOS Canada). 

 

 
Figure 5: Gravity drainage theory around a typical SAGD steam chamber, showing the two horizontal wells 

and reservoir fluids flow pattern. 
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2.2 Residual Heat Extraction in post-ISC Oilfields 

Likewise called Fireflood, In-Situ Combustion (ISC) is considered the oldest thermal EOR 
method, with the first pilot commissioned in 1920. In the U.S., at least 230 ISC projects were 
implemented, with 30 ISC projects in Canada. Many technically and economically successful ISC 
projects have proven to be long-lived, some that started in the ‘60s are still in operation up until 
now. Some failures were also well documented resulting from unfavorable reservoir, poor design, 
and lack of understanding in combustion kinetics. Globally, In-Situ Combustion contributes 10% 
of oil production from thermal EOR techniques. Because of its complexity, there is a 
misconception that (in-situ) combustion has a low probability of success (Brigham and Castanier, 
2007). 

For heavy oil reservoirs, both dry and wet modes of combustion are applicable and highly 
successful. Cyclic combustion mode of operation is also highly favored, with cyclic steaming 
required before air injection. Ignition, either with enriched air or pure oxygen, is a critical stage in 
ISC operation. Operators have learned as well that water quenching close to the field end-of-life 
can squeeze out the residual heat left in the subsurface rock.  

Rising interest in repurposing In-Situ Combustion wells in heavy oil fields has led to numerous 
potential collaborative projects using the GreenLoop technology of GreenFire Energy to utilize 
the residual heat (more details on the technology can be found in section 3).  Observation wells 
originally for temperature monitoring, can be repurposed to extract residual heat generated by the 
Operator’s scheduled combustion cycles (Figure 6). 

 
Figure 6: Heat potential evaluation and model calibration for a sample ISC (In-Situ Combustion) monitoring 

well (Well 2). 

3. The GreenLoop Technology 
GreenFire Energy has been focused on tailoring solutions to specific geothermal and Oil/Gas 
resources to optimize the heat extraction from the resource in a sustainable fashion using the 
proprietary GreenLoop technology that is uniquely engineering and typically includes a down bore 
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heat exchanger (DBHX) along with special tubular assemblies (see Figure 7 which depicts one 
such solution, the Steam and 2-Phase GreenLoop system).  A variable-speed surface pump 
provides the optimum flow rate to the GreenLoop working fluid which is further regulated by auto-
actuated valves with linked flowmeters, sensors, transmitters, and other control devices. The 
GreenLoop typically utilizes near-wellbore convection (if any) during heat harvesting, but without 
mass removal. Onsite demonstration and pilot projects targeted towards retrofitting idle wells are 
leading to accurately validated and calibrated (with experimental data) coupled reservoir-wellbore 
simulation models (Scherer et al., 2020; Chandrasekar et al., 2023). The unique GreenLoop 
technology is one of the most flexible and least intrusive in retrofitting underperforming 
geothermal wells and repurposing idle oil-and-gas wells worldwide. Its compatibility covers the 
gamut of both geothermal and Oil and Gas 

GreenLoop technology can be readily employed to repurpose Oil and Gas wells to geothermal 
with the least amount of modification to the existing wellbore/casing profile, wellhead assembly, 
gathering network, and surface facilities. Original production, injection, or monitoring wells can 
be utilized. The GreenLoop system has even been considered for purposely-drilled wells in 
greenfield development and for make-up well programs in actively producing fields. In the oil-
and-gas industry, wells having high water cuts in non-associated gas fields and heavy oil wells in 
post-thermal EOR are now in various stages of project development. 

There is a screening period and prioritization of candidate wells, as provided by Client and 
confirmed for their availability. Among others, these criteria have been critical for GreenFire 
Energy on such shortlist: reservoir thermal and flow properties, corrosive/aggressive geofluids, 
well depth/diameter/age, well/casing integrity, completion status, surface facilities, and grid 
transmission proximity. Subsurface numerical modeling and techno-economic feasibility studies 
are carried out with a final report presented to the Client. Upon project confirmation, basic and 
detail engineering are started for well workover, GreenLoop installation, wellhead modifications, 
gathering network reuse, and surface process modularization. Right after mechanical completion 
and commissioning, long-term onsite flow tests follow. For scale up and long-term direct-use, 
additional wells within the well pad or nearby wells can be likewise repurposed, and well flows 
manifolded to a common trunkline. See Figure 7. 

2466



Alvarado et al. 

 
Figure 7: High-level schematic of a coaxial GreenLoop System installed in an underperforming geothermal 

well (Adapted and modified from Scherer et al., 2022). 

4. Residual Heat End-Use and Utilization 
Post-thermal EOR, residual heat recovered from repurposed heavy-oil wells can be utilized 
directly at the surface, for either heating or cooling requirements. In geographically cooler regions, 
fully winterized process modules installed within the well pad require indoor unit heaters with a 
slipstream of natural gas as fuel. Unit heaters can use the recovered hot water instead and replace 
the natural gas fuel, which can be sent with the regular sales gas volume for incremental revenue. 
The hot water can also be used in Direct Air Capture (DAC) units to reduce their greenhouse gas 
footprint.   

Recovered hot water can also replace existing electric or glycol tracing, on some surface equipment 
and process piping which require heat maintenance for their proper operation. In tropical regions, 
this residual heat can be hooked up with a packaged heat pump for field office space cooling. 

After combining flows from other adjoining wells, electrical generation may likewise be the end 
goal, thus further offset the facilities parasitic load. Small-capacity ORC (Organic Rankine Cycle) 
units are commercially available from various providers that cater to the low-enthalpy segment of 
the industry. Most of these units are fully packaged plug-and-play modules and easily transportable 
inter-modally. 
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Figure 8: Typical Oil Well Pad with CSS (Cyclic Steam Stimulation) injector-producer monobore wells and 

winterized process modules, Esso Imperial Oil Cold Lake operations, western Canada. 

5. Conclusion 
There is great potential in recovering heat left in subsurface rock after extensive thermal EOR 
(steam injection) operations for so many years, either by SAGD (Steam Assisted Gravity 
Drainage), CSS (Cyclic Steam Stimulation), or ISC (In-Situ Combustion). In SAGD, either 
injector or producer well can be verified for repurposing. In ISC, repurposing observation wells 
will provide an initial glimpse of the combustion process and maximum enthalpies available. 
Thereafter if available, injector or producer wells can also be utilized for repurposing.   

Extracting residual heat from the upper overburden/capping layer and the lower strata/basement 
will be relatively harder due mainly to permeability issues. Thus, the incumbent focus will be to 
recover a large portion of the heat remaining (up to 32%) within the permeable reservoir rock.  
Heat loss should be factored in especially when there is a waiting period after termination of steam 
supply or the end of the blowdown period. 

Other candidate wells can be repurposed and well flows manifolded to a common trunkline which 
eventually goes to a designated end-user or power unit.  In a mature heavy-oil field that employed 
steamflood techniques for tertiary EOR, an idle injector well was evaluated for repurposing and 
showed a lower-bound power output of 1.25 MW (thermal per well).  Candidate wells with 
relatively higher power output, say 1 MW or more equivalent, will be prioritized for tie-in to the 
gathering trunkline. 

Heat recovered through the working fluid (water, organic refrigerants, gas, etc.) and brought to the 
surface can be directly used at the well pad or field location for space heating/cooling, process 
tracing, or other plant utilities. Otherwise, a small-capacity stand-alone ORC power unit can be 
procured from vendors, to generate electricity and offset the parasitic load within the greater field 
operations. 
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ABSTRACT 

Enhanced Geothermal Systems (EGS) models operating in super-hot igneous rocks have 
demonstrated significantly improved heat transfer rates and power production compared to 
conventional geothermal systems. However, the drilling of deep geothermal wells has proven to 
be a challenging endeavor, primarily due to issues such as loss circulation events, material 
limitations under high temperatures, and the production of corrosive fluids. Furthermore, the 
substantial upfront costs, coupled with geological and technical obstacles associated with drilling 
super-hot EGS wells in igneous rocks, hinder the widespread implementation of geothermal 
systems. 

Alternatively, geothermal energy development in sedimentary basins presents an opportunity for 
clean energy production with relatively lower investment costs compared to the development of 
super-hot EGS in igneous rocks. Sedimentary basins exhibit attractive temperatures for geothermal 
applications, and their wide distribution enhances the potential for nationwide deployment. 
Decades of drilling and development experience in oil and gas wells have yielded a wealth of data, 
knowledge, and expertise. Leveraging this experience and data for geothermal drilling can 
significantly reduce costs associated with subsurface data gathering, well drilling, and completion. 

This paper explores the economic viability of geothermal energy production systems in 
sedimentary basins. The study encompasses an analysis of time-to-hit-temperature (THT) and 
cost-to-hit-temperature (CHT) parameters, as well as Favorability maps across the United States. 
These maps are based on factors such as well depth, total drilling time, well cost, and subsurface 
temperature data. By integrating sedimentary basin maps and underground temperature maps, the 
THT and CHT maps can facilitate the strategic placement of EGS wells and other geothermal 
system applications in the most favorable locations across the United States. 
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1. Introduction 
Despite being one of the low-cost sources for energy production, the utilization of geothermal 
energy accounts for only 0.24% of the total energy consumption. In contrast, petroleum and natural 
gas comprise a staggering 68% of the total energy consumption in the United States, according to 
the U.S. Energy Information Agency(EIA, 2022). Geothermal energy systems can be primarily 
categorized into three groups: direct use and district heating systems, geothermal heat pumps, and 
geothermal power plants, Tester et al. (2006). The limited availability of naturally occurring 
hydrothermal reservoirs is often cited as a key factor contributing to the relatively small 
contribution of geothermal energy production, Gurgenci et al. (2008). However, investigations into 
the geothermal potential of the Earth have revealed that substantial amounts of energy are stored 
at reachable depths, ranging up to 10 km. Considering the distribution of sedimentary basins in the 
United States (EIA, 2015), a significant amount of thermal energy is stored in sedimentary rocks, 
which have been subject to exploration for several decades. Tester et al. (2006) estimated the 
recoverable thermal energy potential of the United States to be around 5.6*106 EJ, with over 
100,000 EJ of that energy being stored in sedimentary rocks. To provide perspective, the annual 
energy consumption of the United States in 2021 amounted to 92.97 EJ, indicating that the existing 
recoverable geothermal energy has the potential to meet the nation's energy demands for more than 
1000 years. 

 
Figure 1. U.S. primary energy consumption by energy source, 2021,[5] 

The recent upward trend in oil prices, escalating exploration costs of hydrocarbons, the 
significance of energy security in national economies, and the global push towards achieving net-
zero energy production for a sustainable future have drawn attention to geothermal energy. As a 
result, multiple projects are planned to demonstrate the immense potential of geothermal energy 
in providing baseload power for the United States. However, achieving such efficiency requires 
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the development of cutting-edge drilling technology and advanced geothermal fluid production 
systems, along with further exploration of geothermal resources. 

 
Figure 2. State rankings for geothermal electricity generation, 2021, [5] 

In this study, the authors conducted an analysis of the drilling and completion time of 1,074,266 
wells drilled in various locations across the United States from 1990 to 2022. The primary focus 
of this analysis was to investigate the impact of geological parameters on drilling durations. 
Furthermore, the authors derived the total well cost by employing different correlations that 
account for factors such as total well depth, well complexity index, and well construction time. 

The findings of this analysis facilitated the creation of time to hit temperature (THT) and cost to 
hit temperature (CHT) maps for the United States. These maps offer valuable insights into the 
temporal and financial aspects associated with reaching the desired temperature levels during 
geothermal drilling operations. Additionally, the authors integrated the THT and CHT maps with 
existing subsurface temperature maps to develop a comprehensive geothermal drilling favorability 
map for the United States. 

By combining the THT and CHT maps with subsurface temperature data, the geothermal drilling 
favorability map identifies optimal locations for the development of enhanced geothermal systems 
(EGS) within sedimentary basins. This map serves as a valuable tool for pinpointing the most 
favorable areas for EGS implementation, aiding in strategic decision-making and facilitating 
targeted geothermal energy development initiatives. 
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2. Literature Review 
The suitability of geothermal systems in sedimentary basins varies depending on multiple factors, 
including the intended purpose, subsurface temperature availability, proximity to end users, 
technological considerations, and power plant development costs. Several promising options exist, 
ranging from shallow installations of heat pumps for area heating and cooling, to closed-loop 
systems or enhanced geothermal systems (EGS) utilizing idle oil and gas wells for direct heat or 
electricity generation. Furthermore, deep to super-deep hot reservoirs can be explored for the 
development of EGS specifically geared towards electricity generation. It is worth noting that the 
total energy production potential increases as one moves from heat pumps to super-hot EGS 
applications, albeit with a corresponding rise in installation costs. 

For a comprehensive techno-economic investigation, all aspects of geothermal energy system 
development must be taken into account. The process typically initiates with the drilling of 
injection and production wells. Upon successful completion, cold working fluid is pumped into 
the hot geothermal reservoir through injectors, while hot steam is extracted through production 
wells for surface heat transfer and subsequent power generation (Fox et al., 2013). While the 
establishment of power plants and grid systems requires substantial investment, the economic 
viability of geothermal projects heavily relies on drilling expenditures and successful field 
exploration. As indicated by Blankenship et al. (2005), the overall cost of well drilling and 
completion constitutes approximately 30-60% of the total expenses incurred in hydrothermal 
power plant development. It is worth mentioning that drilling costs tend to increase significantly 
in the case of super-hot EGS well drilling in igneous rocks, primarily due to the harsher drilling 
conditions encountered in such scenarios. 

 
Figure 3. U.S. Geothermal recourse base up to 10km, (Tester, et al., 2006) 

In a study conducted by Vivas et al. (2020), the technical challenges associated with the 
development of enhanced geothermal systems (EGS) in super-hot basins were analyzed. On the 
other hand, Salehi et al. (2022) highlighted several advantages of applying geothermal energy 
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systems in sedimentary basins. Given the higher cost-share and risks involved in geothermal 
projects, it is crucial to place significant emphasis on the economic analysis of the drilling process, 
particularly in terms of drilling time and well cost. 

While more than 4000 geothermal wells have been drilled, with approximately 3200 of them 
currently active (Sanyal & Morrow, 2012), the cost of drilling and completion has been rarely 
disclosed due to the confidential nature of the data. Furthermore, the limited number of geothermal 
wells drilled across various geological settings makes it challenging to establish a statistically 
significant trendline for approximating well costs, considering the inherent risks and uncertainties 
involved. However, it is noteworthy that the drilling and construction processes of hydrocarbon 
and geothermal wells in sedimentary basins share similarities, enabling the derivation of a 
relationship between measured depth and well cost based on hydrocarbon well data and its 
application to geothermal drilling operations. 

In a study conducted by Lukawski et al. (2014), the drilling costs of oil and gas wells were 
evaluated based on data collected from the API Joint Association Survey spanning the years 1976 
to 2009. The researchers compared these costs with those associated with geothermal wells. The 
findings of this comparative analysis revealed that hydrocarbon wells drilled to the same depth 
exhibited lower costs compared to geothermal wells (Figure 4). To approximate the average 
drilling and completion costs of geothermal wells, the study proposed an estimation equation with 
a correlation coefficient of R2=0.92. 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺ℎ𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑊𝑊𝐺𝐺𝑒𝑒𝑒𝑒 𝐶𝐶𝐺𝐺𝐶𝐶𝐺𝐺 = 1.72 ∗ 10−7 ∗ 𝑀𝑀𝐷𝐷2 + 2.3 ∗ 10−3 ∗ 𝑀𝑀𝐷𝐷 − 0.62 [6] 

This equation only uses the measured depth (MD) as an input and does not account for the geologic 
complexity, well deviation and any other factors affecting the well cost.   

 
Figure 4. Geothermal well costs (in black) compared to average 2009 oil and gas well costs (in red). [6] 
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In a subsequent study, Lukawski et al. (2016) further expanded upon this uncertainty model by 
employing probabilistic methods to estimate the distribution of well costs for a range of well 
depths. By considering the individual cost categories, which delineates the cost breakdown for an 
EGS well, the researchers developed a more robust framework for evaluating the overall cost 
uncertainty associated with geothermal wells. 

By incorporating these probabilistic approaches and accounting for uncertainties, the aim is to 
provide more accurate and comprehensive cost estimations for geothermal well drilling and 
completion. These advancements contribute to a more realistic understanding of the financial 
aspects and risk factors involved in the development of geothermal energy projects, ultimately 
supporting better decision-making processes in the industry. 

 
Figure 5. Probabilistic approach to the well cost trends versus well depth, (Lukawski, et al., 2016) 

In the area of geothermal well cost analysis, Lukawski et al. (2016) conducted a Monte Carlo 
simulation using data from wells drilled between 2009 and 2013. The simulation revealed that the 
probability distributions of cost for shallower wells exhibited narrower peaks and less variability, 
while the opposite was observed for deeper wells. This indicates that deeper wells are relatively 
rare and more challenging to predict in terms of cost, primarily due to unexpected geological 
complexities and a higher frequency of operational difficulties. 

Contributing to the understanding of underground temperatures in the United States, Blackwell et 
al. (2011) published an underground temperature map based on a vast dataset from over 35,000 
sites. Their analysis considered variables such as thermal conductance, heat flow, and rock density, 
allowing for the creation of temperature models at various depths. These models serve as valuable 
resources for assessing non-conventional geothermal resources on a regional to sub-regional scale, 
providing essential data for geothermal energy exploration and development efforts. 

2475



 Khankishiyev et al. 

 
Figure 6. Temperature-At-Depth Maps for the Conterminous US (Blackwell, et al., 2011) 

Comparing different geological settings, the study revealed that the highest temperatures are 
predominantly found in basaltic igneous basins. These areas offer promising conditions for 
geothermal energy extraction. However, it is noteworthy that there are also certain sedimentary 
basins with elevated temperatures that make them attractive for enhanced geothermal systems 
(EGS) development. These findings highlight the potential of both igneous and sedimentary basins 
in supporting geothermal energy initiatives, depending on their respective temperature profiles. 

2. Methodology 
The primary objective of this study is to create Temperature to Hit (THT), Cost to Hit (CHT), and 
Favorability maps for the United States. These maps aim to visually illustrate the areas where 
geological and economic factors intersect, creating favorable conditions for the development of 
Enhanced Geothermal Systems (EGS). The methodology employed in this study is summarized in 
Figure 7 (Khankishiyev et al. (2023)). The workflow comprises three main parts: 

1. Analysis of drilling and completion time: The drilling and completion time of oil and gas 
wells drilled over the past two decades are analyzed to derive trendlines. This analysis 
helps establish patterns and trends in drilling and completion times, providing valuable 
insights for geothermal well development. 

2. Estimation of well drilling and completion cost: The well drilling and completion costs are 
estimated at different fields across the United States. Various factors such as well depth, 
complexity, and construction time are considered to derive cost estimations. This step 
provides a comprehensive understanding of the economic aspects associated with 
geothermal well development. 

3. Digitization of temperature maps: The temperature data from Blackwell et al. (2011) 
temperature maps are digitized. These maps provide information on underground 
temperatures at different depths and locations across the United States. By digitizing this 
data, it becomes more accessible and usable for further analysis and integration with other 
geospatial information. 
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Figure 7. Flowchart representing the methodology 

By combining the information from these three parts, the study aims to generate THT, CHT, and 
Favorability maps that highlight the regions where geological conditions and economic feasibility 
align, indicating favorable locations for the implementation of EGS systems. These maps serve as 
valuable tools for decision-making and planning in geothermal energy development. 

In order to extract temperature data from the Blackwell et al. (2011) temperature maps, a thorough 
investigation of the methods was conducted. A Matlab code was developed to accurately extract 
the color codes representing temperatures from the maps. These color codes were then converted 
into temperature values at specific depths, namely 3.5 km, 4.5 km, 5.5 km, 6.5 km, 7.5 km, 8.5 
km, and 10 km. 

To further analyze the temperature-depth relationship, temperature-depth gradients were derived 
for each county individually. This allowed for the determination of temperatures at any given depth 
within a specific county. Using the derived temperature-depth equation, the depths at which 
temperatures of 100°C, 150°C, 200°C, 250°C, and 300°C were reached were calculated. 

Subsequently, these calculated depth values for different temperature thresholds were inputted into 
the Geothermal Well Cost equation. This equation considers the relationship between well depth 
and cost and provides an estimation of the cost required to reach a specific temperature (CHT). By 
applying this methodology, the study was able to derive the cost associated with achieving desired 
temperature levels at different depths, providing valuable insights into the economic 
considerations of geothermal well development. 
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The drilling and completion time data of wells drilled in 26 U.S. states from 2000 to 2022 
underwent a cleaning process to remove outliers using statistical methods. When analyzing the 
depth-time relationship for these states, it was observed that there was significant scattering, 
making it challenging to identify a precise trendline to correlate drilling and completion time with 
total measured depth. To mitigate this issue, linear and exponential trendline equations were 
derived for the existing 26 states, and the data were averaged at the county level. However, it 
should be noted that the exponential trendline equations resulted in extremely high values for 
depths exceeding 23,000 ft (7 km). As a result, the linear trendline equation was selected for 
extrapolation and prediction of drilling and completion time for pseudo wells based on the depths 
extracted from the Blackwell et al. (2011) subsurface temperature maps. The resulting values 
represent the estimated time required to reach the desired temperatures (THT) at different depths. 

To generate the favorability maps, a weighted average approach was employed. Well drilling and 
completion time, cost, and subsurface temperature were assigned weightage factors of 30%, 30%, 
and 40%, respectively. The data were then normalized on a scale ranging from 1 (least favorable) 
to 10 (most favorable), allowing for a comprehensive visualization of favorable regions for 
geothermal energy development. By incorporating these factors and generating favorability maps, 
the study provides valuable insights into the regions where drilling and completion time, cost, and 
subsurface temperature align to create favorable conditions for geothermal energy systems. These 
maps serve as a useful tool for decision-making and strategic planning in geothermal resource 
exploration and development. 

3. Results and Discussion 
The analysis resulted in the creation of seven distinct maps, including time to hit temperature 
(THT), cost to hit temperature (CHT), and favorability maps, spanning depths from 3.5 km to 10 
km. Each map provides valuable insights into different aspects of geothermal energy development. 
In the THT maps, varying shades of green represent drilling and completion times of 10 days or 
less, indicating efficient operations. On the other hand, darker shades of blue indicate longer 
drilling and completion times, reaching 180 days or more, suggesting more challenging conditions 
and potential delays. The CHT maps focus on well costs associated with reaching target 
temperatures. Green shades represent costs of 5 million US dollars or less, indicating relatively 
affordable drilling and completion processes. As the colors transition to darker shades, costs 
increase, with the highest range reaching 50 million US dollars or more, indicating higher expenses 
for achieving desired temperatures.  

In contrast to the THT and CHT maps, the favorability map compares different targets at specific 
depths, as indicated in the map heading. The favorability score is represented by a scale ranging 
from 1 (light blue) to 10 (blue). Higher scores indicate a more favorable environment for 
geothermal energy development, considering a combination of factors such as drilling and 
completion time, cost, and subsurface temperature. These maps provide visual representations of 
crucial information for decision-making and planning in geothermal energy projects. They allow 
stakeholders to identify regions with shorter drilling times, lower costs, and higher favorability 
scores, assisting in the selection of suitable locations for geothermal energy system development. 
Drilling deeper wells in geothermal energy projects may indeed require more time and incur higher 
costs. However, the long-term investment return tends to be higher due to the increased geothermal 
energy potential associated with greater depths.  
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Certain regions in the United States, such as South to South-East Texas and South Louisiana, 
exhibit favorable conditions for deep Enhanced Geothermal Systems (EGS) applications. These 
areas offer relatively faster and more cost-effective drilling operations, along with subsurface 
temperatures reaching up to 275°C at a depth of 7.5 km. Another example of promising locations 
for deep EGS applications can be found in North-East Montana and West North Dakota. These 
regions boast reasonably high geothermal energy potential, with temperatures of around 225°C at 
approximately 7 km depth. Central to Western Colorado and Eastern Utah are also prime 
candidates for EGS development. These areas exhibit significantly higher temperatures, surpassing 
300°C, starting from a depth of 7 km within sedimentary formations. Such favorable conditions 
indicate the potential for harnessing substantial geothermal energy resources in these regions. 
Considering the higher temperatures and the associated energy potential at greater depths, 
investing in deep EGS projects can prove to be advantageous in the long run. These regions offer 
a promising outlook for geothermal energy production, considering both the economic and 
technical aspects of drilling and resource availability. 

 
Figure 8. Time-to-Hit-Temperature (THT) and Cost-to-Hit-Temperature (CHT) at 3.5 km (11483 ft) 

 
Figure 9. Time-to-Hit-Temperature (THT) and Cost-to-Hit-Temperature (CHT) at 5.5 km (18045 ft) 
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Figure 10. Time-to-Hit-Temperature (THT) and Cost-to-Hit-Temperature, (CHT) at 7.5 km (24606 ft) 

 
Figure 11. Time-to-Hit-Temperature (THT) and Cost-to-Hit-Temperature, (CHT) at 10 km (32808 ft) 

 

 
Figure 12. Favorability Maps at 3.5 km (11483 ft) and 5.5 km (18045 ft) 
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Figure 13. Favorability Maps at 7.5 km (24606 ft) and 10 km (32808 ft) 

Further analysis and research are crucial to address the limitations and uncertainties associated 
with drilling and completion time data in geothermal projects. The reported data on drilling and 
completion time may be skewed towards the higher end due to various factors such as delays in 
completion operations, availability of stimulation services, or economic fluctuations affecting the 
timing of operations. 

Integration of uncertainty in the data source is essential to provide a more comprehensive 
understanding of the drilling and completion process. Research efforts should focus on 
incorporating the inherent uncertainties and variability into the analysis, considering factors such 
as geological variations, rock properties, and unexpected challenges encountered during drilling 
operations. Accurately predicting well drilling and completion time and cost for deeper wells is 
indeed complex and challenging. The subsurface geology and rock properties become more 
uncertain and difficult to predict as drilling depth increases. This can lead to unexpected delays 
and increased costs associated with encountering challenging geological formations. 

Moreover, the specialized equipment and techniques required for drilling deeper wells can be more 
expensive to operate and maintain. The unpredictable nature of the drilling process, including 
encountering unexpected obstacles or having to adapt drilling techniques to accommodate 
unexpected geologic features, further adds to the challenges of predicting drilling and completion 
time and cost accurately. Investigating the challenges related to geological variability, rock 
properties, and the potential risks and uncertainties associated with drilling deeper wells is crucial.  

4. Conclusion 
In conclusion, a comprehensive analysis was conducted to assess the feasibility of Enhanced 
Geothermal Systems (EGS) development in sedimentary basins across the United States. The study 
involved examining drilling and completion time, well cost, and subsurface temperature data to 
generate time to hit temperature (THT), cost to hit temperature (CHT), and favorability maps at 
different depths. These maps provide valuable insights into the geologic and economic factors 
contributing to favorable conditions for EGS development. 

The analysis revealed potential opportunities for deep EGS applications in regions such as south 
to south-east Texas, south Louisiana, north-east Montana, west North Dakota, central to western 
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Colorado, and eastern Utah. These areas exhibit favorable temperatures and relatively faster and 
cost-effective drilling operations. These findings highlight the investment potential of drilling 
deeper wells, as they offer higher geothermal energy production in the long term. However, it is 
important to acknowledge the challenges associated with accurately predicting drilling and 
completion time and cost for deeper wells, considering uncertainties in subsurface geology and 
drilling conditions. Furthermore, this study emphasizes the need for further research to address 
limitations in data collection and integration, as well as to account for the uncertainty generated 
by various data sources.  

Overall, the findings of this study contribute to the body of knowledge surrounding geothermal 
energy systems and provide valuable insights for policymakers, investors, and stakeholders in 
identifying the most favorable locations for EGS development. Improved understanding of 
geological variability and enhanced prediction accuracy will enhance decision-making processes 
for EGS development and facilitate more informed investment decisions, promoting sustainable 
and renewable energy solutions for the future. 
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ABSTRACT  

Baker Hughes and its Wells2Watts partners have constructed a geothermal test facility to 
demonstrate advanced closed loop geothermal systems. Baker Hughes drilled the test well in 2016 
inside a research laboratory to create a downhole testing facility in Oklahoma City, OK. The well 
was drilled to a depth of 400ft with the purpose of testing various equipment, sensors, and 
production scenarios at relevant subsurface conditions to further research and development in the 
oil and gas domain.  However, the well is currently being reconfigured as a geothermal flow loop 
under the Wells2Watts partnership to position geothermal energy as a key enabler in the energy 
transition. The geothermal flow loop will have the ability to accommodate a 9 5

8� ” downhole 
heated bore for the closed loop system, temperatures up to 450ºF, pressures up to 5000 psi, 200 
gpm flow rates, and accommodate various working fluids for circulation in the wellbore. A series 
of experiments will be conducted to test the efficiency of closed loop systems for power generation 
at relevant subsurface and wellbore conditions of low enthalpy systems. This report goes into 
further detail on the closed loop system and overall construction of the geothermal flow loop with 
other equipment including an Organic Rankine Cycle power plant. In addition, we will discuss the 
data collection methodology, modeling, and simulation to support the design for potential future 
pilots and scaling for commercial demonstrations of closed loop systems.  

1. Introduction 
Baker Hughes, an energy technology company, is spearheading a geothermal energy consortium, 
Wells2Watts (W2W), with several industry partners, to accelerate technology development and 
commercially scale geothermal as a baseload renewable energy supply. The W2W geothermal 
consortium is a private industrial partnership led by Baker Hughes with executive members: 
Continental Resources (CLR), INPEX CORPORATION (INPEX) and Chesapeake Energy 
Corporation (CHK). The consortium sets the groundwork to test and demonstrate new geothermal 
technologies to 1) retrofit oil and gas wells for geothermal energy, 2) revitalize dry non-productive 
geothermal wells and 3) develop greenfield opportunities for geothermal renewable electricity 
production. The premise of the consortium is to develop an ecosystem of technology providers to 
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test and accelerate technologies to commercially scale geothermal resources in non-traditional 
geothermal producing areas. The W2W technology partners, for the first two projects, include 
testing of relevant technologies from affiliate members Vallourec New Energies®, GreenFire 
Energy Inc. (GFE), and ICE Thermal Harvesting (ICE).  
 
The technologies provided by the affiliate members mentioned above will develop the first ever 
closed loop geothermal test facility in the world at the Baker Hughes Energy Innovation Center 
(EIC) in Oklahoma City, OK.  The near-term plan will build and develop a high temperature 
advanced closed loop (ACL) system utilizing Baker Hughes test well with Vallourec’s 
THERMOCASE® Vacuum Insulated Tubing (VIT) based on GFE’s GreenLoopTM downbore heat 
exchanger (DBHX) design. Furthermore, the test well will be coupled with ICE’s system, which 
uses an Organic Rankine Cycle (ORC) engine to generate electricity from the heated well fluid.  

The laboratory and test well were originally built to maintain various flow regimes, pressures, 
multiphase fluids, and temperature regimes to test various equipment for the oil and gas sector. 
Originally built by General Electric (GE), as one of its Global Research Centers in 2016 near 
downtown Oklahoma City, the site is now currently owned by Oklahoma State University and is 
shared with The Hamm Institute of American Energy. Baker Hughes operates office and laboratory 
space to carry out research and development, including projects under W2W. Two test wells were 
drilled, and the facility built around them form the laboratory. There are two test wells at the site 
with the deeper one drilled to 400 feet deep, fully cemented, and has a working depth of 354 feet. 
The first 78.5 feet of the well has a 30-inch welded conductor and is fully cemented. The remaining 
portions of the well have a 20-inch casing surrounded by API Class C Cement. This allows for the 
proper sealing against any local aquifers and with local environmental compliance. 
 
The main goal of ACL testing with an ORC is to understand the dependency of downhole thermal 
transfer efficiency and power generation capabilities. The data collected during the tests will 
support the modeling of the system and field scale up of the technology for future deployment at 
various reservoir conditions. The foundation of the laboratory under W2W will support 
advancements for ACL technology to further improve both cost and thermal efficiency through 
design improvements, materials, or advanced working fluids and power conversion technology.  

2. Motivation 
Rystad Energy (2022) reported that the oil and gas industry drills ~50,000 wells per year and 
repurposing them for geothermal energy production may help unlock an installed capacity of 34 
Gigawatt-electric (GWe) by 2030. The amount of energy that could be produced through only 
repurposing efforts would provide an installed capacity that is a magnitude more than what the 
U.S. produces today in geothermal and will result in a growth like wind and solar over the past 
decade. The W2W consortium was formed to solve the challenges to repurpose these wells 
including how to leverage existing infrastructure, better utilize existing brownfields (instead of 
investing in greenfield exploration and development) and support the development of new 
technologies in the geothermal market. The support of using existing infrastructure will be 
advantageous to cut life cycle emissions while reducing capital costs to generate baseload 
renewable power through geothermal.  
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In addition, some 196 nations agreed to cut global emissions by 45% by 2027 to stop earth from 
irreversible warming levels based on the 2016 Paris Climate Agreement (Credit Suisse, 2020). The 
demand for renewable energy to curb global emissions could be fulfilled in part by geothermal 
energy development, which today supplies less than one percent of our energy consumption. 
However, advancements in geothermal technology are necessary to scale, for de-risked project 
development, and was a key motivation to form W2W. Beyond the effort to curb global emissions, 
the motivation can be summarized as 1) The development of geothermal resources has stagnated 
over the past decade outside of Nevada and California in the U.S., and in historically producing 
regions such as Asia Pacific, Iceland, Italy, Turkey, Kenya and Central America. 2) Energy 
providers and subsurface developers (e.g. oil and gas operating companies) have yet to develop 
geothermal resources using their applied skillsets in exploration, drilling, and production to 
facilitate a transition, and 3) Enhanced Geothermal Systems (EGS) and ACL technologies have 
both been around for decades, but have yet to commercialize within existing infrastructure from 
the oil and gas industry and/or leverage development knowledge from producing sedimentary 
basins. 

Overall, W2W brings together a unique partnership for traditional oil and gas developers to test 
and demonstrate geothermal technologies and an opportunity for deployment of those technologies 
using their existing infrastructure. Although the first project of the consortium is focused on ACL 
technology, there is no exclusion on the types of technologies to be tested in the future, including 
EGS. The testing capabilities of the well flow loop can also be used to understand the efficiency 
of working fluids, which can be applicable to any geothermal development scenario, such as AGS 
or EGS. The types of projects and technologies decided by the management steering committee 
will generally be directed to develop geothermal at scale and improve the overall economics to 
compete in the market. Future projects may target well construction needs for high pressure and 
high temperature downhole technologies and its application to overall cost reduction. 

3. Advanced Closed Loop Technology 
The first project of W2W is centered on GreenFire Energy’s ACL technology called 
GreenLoop™. This ACL technology is very advantageous and a flexible option for retrofitting 
existing O&G or geothermal wells to produce power. The advantages of GreenLoop™ compared 
to traditional injection/production scenarios includes: 

• The extraction of heat, instead of mass, from the resource. Deploying this technology will 
conserve water and maintain pressure in the reservoir and ensure the long-term 
sustainability of the geothermal resource. 

• Lower risk solution utilizing a single well and optimized/predictable flow for heat 
extraction. 

• Elimination of water production from the reservoir and the handling of brine or minerals 
at the surface. 

• Integration with the power generation system using various working fluids (ORC fluids 
or CO2) to extract heat. 

• Reduced upfront exploration costs through a flexible single well system compared to 
other ACL technologies or injection/production scenarios. 
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Current analysis by GFE indicate that repurposing oil and gas wells for geothermal energy 
production using GreenLoop™ can be a practical solution (Golla et al. 2023). Figure 1 shows the 
estimated power from retrofitting a typical oil and gas well with GreenLoop™ at a reservoir 
temperature of 100°C. However, many O&G reservoirs have higher temperatures, and some 
instances exceed 150°C. In this analysis, the power output from production liners of two different 
sizes, i.e., 5-½” (with 3-½” VIT) and 9-⅝” (with 5-½” VIT), is compared using water as the working 
fluid. As expected, the bigger production liner with a bigger VIT has a higher volume of produced 
hot fluids and, consequently, higher power output. In an oil and gas field with hundreds to 
thousands of wells, installing the GreenLoop™ closed-loop system can result in a significant 
thermal power (MWth) output that is suitable for electricity production. The efforts performed as 
part of this demonstration will support validation of these models and practicality in the field. 

 

 
Figure 1: Charts showing power potential of retrofitting oil and gas wells with GreenLoop™.  

 

3.1 GreenFire GreenLoop Technology  

GreenLoop™ is a downbore heat exchanger (DBHX) consisting of a tube-in-tube assembly 
installed into an existing well. The DBHX consists of a liner with a plugged end at the bottom of 
the assembly to keep the working fluid from escaping into the wellbore.  The plugged liner contains 
a vacuum insulated tube (VIT) that extends nearly to the bottom of the liner (Figure 2). The 
simplicity of this technology and its ready-for-application status makes GreenLoop™ easy to 
deploy in existing wells. 

A working fluid is circulated from the surface through the DBHX. The flow direction of the 
working fluid can be selected depending on the characteristics of the working fluid. Usually, the 
working fluid is injected inside the annular region of the coaxial DBHX and the plugged liner to 
enhance the heat transfer process from the resource to the cold working fluid. The heated working 
fluid is then returned to the surface via the insulated VIT.  Hot fluids from the reservoir are in 
contact with the outer liner of GreenLoop™ and transfer heat to the working fluid inside the 
DBHX. Working fluids can either be water, supercritical carbon dioxide (sCO2), or other 
refrigerants (Chandrasekar et al., 2023).  
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The hot working fluid returns through the VIT to the surface where the thermal energy can be 
utilized. Utilization pathways include conversion to electrical energy through either steam 
condensing turbines or a heat exchanger coupled with an Organic Rankine Cycle (ORC) power 
generation unit or direct heat use applications (district heating/cooling). During operation, 
condensation occurs on the outer surface of the plugged liner. This condensate descends towards 
the bottom of the well where, together with other fluid in the wellbore, as applicable, it builds up 
to produce the hydrostatic head required to force the liquid deep back into the reservoir. The 
DBHX is hung from the existing wellhead and modifications to the wellhead are required so that 
the working fluid can be introduced into the DBHX (Figure 2).  

 
Figure 2: Schematic of a GreenLoop™ system showing the processes that occur within the DBHX and the 
near-wellbore region of the reservoir. Typically, a cold working fluid is pumped into the annulus between the 
insulated VIT and a plugged (at the bottom) outer liner. As the working fluid descends, it is heated by the 
geothermal fluids that enter the wellbore and hot fluid flows to the surface through the VIT. Condensation 
occurs outside the plugged liner and the condensate flows downward in the well (see black arrows). The 
condensate is then heated by the reservoir rocks and recycled back into the reservoir to gain heat and provides 
recharge to the DBHX and other nearby wells (Figure adapted from Higgins et al., 2022). 

3.2 Test Well Overview for GreenLoop  

The Baker Hughes laboratory provides a unique opportunity to test the GFE DBHX Technology 
and its application for O&G wells. The purpose for building the test well as an ACL laboratory is 
to validate functionality of closed loop systems in a relative low enthalpy geothermal environment 
and further validate modeling and simulation capabilities.This will support and address scale-up 
and implementation in the field for existing O&G wells. To test the DBHX technology, 
modifications to the original test well need to be completed. These upgrades include the addition 
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of heating elements, wellhead modifications, pressure vessels, flow controllers, additional casings 
suspended on hangers, Vallourec’s THERMOCASE® VIT, a heat control system, a temperature 
monitoring system, and temperature sensing throughout the well. The addition of the heating 
elements will allow for 750kW of resistive heating to be supplied to the downhole system which 
will in turn allow temperatures in the 300-foot section to reach 450ºF and enable circulation 
through the DBHX of up to 200 gpm (Figure 3). The heating elements chosen for this testing were 
wire heaters that allowed for flexible mounting, higher reliability, and higher heat density. This 
also resulted in fewer heaters needed and reduced costs.  Additionally, a vacuum will be pulled on 
the outside casing, which will minimize heat loss to the local subsurface and maintain reservoir 
like conditions for the DBHX. 

 
Figure 3: High-level schematic of the DBHX in the test well for demonstration 

4. Test Well Design  
The test well modifications for the GreenLoop were designed around some key constraints 
including the limited area to run cables downhole for the installed heaters as the wellhead is critical 
pass through point. Additional design considerations include the creation of a custom flange spacer 
and wellhead hanger that supports multiple casing configurations. Furthermore, sealing systems 
were designed to maintain saturation pressure for the working fluid around the heated section, and 
the removal of any atomosphere around the heated section to reduce heat transfer to the 
surrounding groundwater.   
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The main installation component in the test well design and customization was the heater coils 
deployed in the well. This included the selection of commercial band or tube heaters into the design 
around the the 9 5/8” casing. Premade band heaters are more expensive, higher profile, and 
considered a consumable item. While, tube heaters are cheaper, have a higher heat density, and are 
more durable. The final design used the tube heaters and a heat transfer grout to increase surface 
contact between heaters and casing. Steel wrapped around the heater to contain the grout also helps 
with  reducing radiant heat transfer. 

To provide the necessary control of the downhole system, five zones of heaters were designed to 
vary the heat energy across the entire 300 ft, with redundant thermocouples to provide feedback 
to the control system for each zone. The system was set up for three control varables to be used 
for test creation, which includes 1) flow rate, 2)electrical energy input to heaters and  3) fluid 
temperature into the DBHX. All inputs to the sytem are recorded, as well as many different process 
variables to support the modeling and simulation efforts. 

4.1 ACL and VIT Technology 

The GreenLoop™ DBHX installed in the well will use a vacuum insulated tubing (VIT) to provide 
protection and minimize heat losses between the annulus and working fluid. The VIT provides 
insulation primarily through a sealed vacuum chamber between an inner and outer pipe, drastically 
minimizing the convection and conduction impact. Further heat transfer is avoided by a multi-
layer insulation between the two pipes, reducing radiation transfer. Vacuum performance is 
maintained using getters, which absorb impurities that can make their way into the sealed vacuum. 
These components combine to form an extremely effective method for maximizing power gains 
for geothermal applications. Thermal insulation is vastly improved when compared to standard 
carbon steel pipe, allowing working fluid heated downhole to retain much of its heat upon reaching 
the surface.  

4.2 Heat to Power Technology 

ICE’s heat to power system will be connected to the well and GreenLoop™ DBHX. Unlike 
traditional Rankine Cycle machines (steam turbines) used to capture heat, an Organic Rankine 
Cycle (ORC) relies on the expansion of an organic working fluid (e.g., isobutane, pentane, 
propane, carbon dioxide, R245fa, etc.) instead of water vapor to drive the turbine. The use of the 
organic working fluid allows the cycle to operate efficiently at much lower temperatures than 
traditional steam cycles (as low as 170 degrees Fahrenheit).   Overall, pairing with the DBHX will 
allow for better understanding and optimization of flow rates at different subsurface temperatures 
that would be encountered in various reservoirs. 

The Organic Rankine Cycle provides an excellent basis for use in distributed geothermal projects, 
as the operating costs are lower than conventional steam turbines and other generation methods 
due to several factors including: 

• ORC is a closed loop process which relies only on heat exchanged across a barrier 
for fuel, which eliminates the need for a continuous fuel source to be attained. 

• Since there is no combustion in the generation process, there is no maintenance 
associated with combustion within an engine. Hermetically sealed power 
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generating mechanism requires very minimal maintenance during operation.  The 
assumed operating expense is $0.01/kWh. 

• The ORC system is designed to be operated remotely and autonomously, with no 
personnel required on site to operate.  This is an important distinction as the cost of 
on-site personnel can make economics unattractive for power generating facilities 
below 10MW output. 

• ORC also provides operational flexibility, exhibiting turn-down capability such that 
power will continue to be generated as heat loads may change over time. 

Key challenges to the wider adoption of ORC technology have been the “balance of plant” design 
and procurement work required to access and covert heat to a form that is usable by the ORC 
generator.  ICE’s system to be tested acts as a mini, modular process plant which eliminates the 
EPC efforts historically required to integrate existing ORC technologies into a process.  Overall, 
this provides rapid deployment which can be mobilized easily between sites and optimizes, and 
controls heat flows to the ORC generator portion of the system to maximize power output given 
various process parameter inputs.   

In addition, ICE’s proprietary automation system provides flexibility regarding how much heat is 
pulled from any process and can aggregate heat flows from multiple heat inputs; gas, liquid, and 
mixed phase fluids are able to be handled simultaneously. The integration of the DBHX and ORC 
will provide a fully tested system to validate performance and applicability at the well site. 

4.3 Data Collection and Modeling & Simulation 

The data collected during the testing phase will allow for a full acquisition of flow rate, pressure, 
and temperature from the ACL and ORC systems. Instrumentation and temperature measurements 
will include top and bottom of the VIT and radially inside the annular space of flow to outside the 
casing and heated sections (Figure 4). In addition to the flow monitoring and data acquisition of 
the ORC unit we will have a comprehensive data set to evaluate the performance and overall 
thermal transfer of the closed loop system. The resulting data will be used validate modeling and 
simulation to efforts in preparation for further design of the field and pilot testing. Given the range 
of the design of experiments the results will provide an understanding of the thermal efficiency of 
the system. This includes the thermal heat extracted as a function of DBHX flow at various 
temperatures and the electric power converted as a function of the DBHX flow in the ORC.  

Data is collected for various components within the entire loop, which includes the Down Bore 
Heat Exchanger (DBHX), Pump, Organic Rankine Cycle (ORC), and cooling heat exchanger. The 
specific parameters recorded for each component are as follows: 

• DBHX: The data collection for the DBHX involves measuring the injection temperature, 
outlet temperature, inlet pressure, outlet pressure, jacketed heater temperature, and the 
Coriolis flow rate. 

• Pump: Data collection for the pump focuses on the injection temperature and pressure 
applied to the pump. 

• ORC expander: The data collection for the ORC expander would include the injection 
temperature, outlet temperature, inlet pressure, outlet pressure. 
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• Cooling Heat Exchanger: The cooling heat exchanger requires collecting the injection 
temperature and outlet temperature, as well as the pressure of the cooling fluid system. 

The modeling approach comprises a series of well-defined steps to accurately represent the ACL 
and ORC system. These steps include: 

• DBHX Model: The DBHX model is developed based on the fundamental thermodynamic 
laws and energy conservation equations. It incorporates the principles of mass, energy, and 
momentum balance, as well as the thermodynamic equation of states (EOS). Additionally, 
the model considers heat conduction and convection mechanisms, utilizing the 
GreenLoop™ Model (for detailed insights, refer to Higgins et al. 2019 and Amaya et al. 
2020), and integrating the heat source analysis. In addition, the analysis of flow regimes is 
also conducted. For more details and application of this technology in steam dominated 
geothermal systems see the patent by Higgins et al, 2022. 

• Surface System Modeling: The surface system modeling focuses on the entire system, 
including the ORC unit, pump, DBHX, and air cooling. It takes into account the intricate 
details of process flow diagrams and utilizes the ORC surface system modeling approach, 
as elaborated in Chandrasekar et al. 2023. 

• The Numerical Model: Through the careful collection of data, the numerical model is 
subjected to history matching. This process involves comparing and adjusting the model's 
parameters to closely align with the experimental conditions described in the data 
collection section. This calibration ensures the accuracy and reliability of the numerical 
model, thereby enhancing its ability to simulate and predict commercial operational 
behavior of the system. 
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Figure 4: Cross-section of the heated areas and DBHX including locations (in green) of where temperature data 
will be collected and used for analysis. 

5. Pilot Scale Up and Future Testing 
The outcomes from the testing and demonstration will provide a better understanding of ACL 
technology efficiency for deployment in low enthalpy reservoirs whether in an existing oil and gas 
well or for greenfield development. This inculdes data to appropriately history match the models 
for futher scale up.The advantages of the data sets will provide a comprehensive analysis of 
working temperatures of typical sedimentary basins where oil and gas resources are developed 
today.  

5.1 Pilot Scaleup 

Current techno-economic evaluations are being completed for candidate wells where temperatures 
are amenable for geothermal development and ACL applications using existing oil and gas 
infrastructure. The benefit of using existing oil and gas infrastructure is the reduced capital costs 
for deploying the system. Key properties to assess the techno-economics for a pilot include those 
outlined in Table 1. These parameters have various sensitivities that can be optimized by flow rate 
to maximize thermal energy for the specific candidate wells. Anticipated results for a pilot well 
using the ACL system will generate between 100 kWh – 500kWh depending on the reservoir 
temperature, flow rate, and well diameter for the pilot scenarios being investigated It is anticipated 
for a field pilot to commence in 2024, once a candidate well is identified and tests are successfully 
completed. 
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Table 1. Wellbore & reservoir properties that are considered to model thermal output using the 
DBHX system and identify field-testing scenarios. 

5.2 Future Testing 

In summary, the test well was designed and configured based on various customers feedback and 
to mimic future testing opportunities gained from knowledge in the field from pilot testing. 
Foundationally it is set up to understand the heat loss or efficiency of the system and its pressure 
drop. The robustness of the well and its flexibility will further allow the simulation of various flow 
conditions, mimic reservoir temperatures and have the ability to see how several fluid types 
(supercritical CO2, refrigerants, hydrocarbon based fluids, etc.) can be coupled with various heat 
to power technologies in the future. 

Key learnings during the install of the system (in August of 2023) focused on the durability of the 
equipment that was installed downhole, and it was a key factor in the selection of all equipment. 
To make room for the new equipment, all prior equipment and components were removed from 
the wellbore, and the four new casing/tubing strings were installed. This larger wellbore design 
allowed for multiple configurations of casing and tubing, as well as the ability to change out 
equipment for chemical compatibility and pressure changes. The ability to pass cables and 
instruemtnation through the constrained spaces of the well head drove a large number of the desing 
decisions including using the the highest voltage the manufactures allowed on heaters to allow for 
the smallest diameter power cable possible. This project utilized solid core Electric Submersible 
Pump (ESP) cable to aid in installation and keep a minimum diameter for the passthrough ports 
on equipment. 

Once a pilot is deployed in the field, the lab will be used iteratively to replicate certain field 
scenarios observed. The goal is to make the economics of ACL more attractive and deploy 
geothermal at scale.  This includes gains in efficiency and overall capital cost reductions including 
a compatible working fluid for full subsurface to surface system integration. By doing so would 
eliminate the need for additional heat exchange equipment at the surface and improve overall 
performance. This would validate the work by Chandrasekar, 2022, which simulated and compared 
the performance of the ACL with different working fluids. Their studies compared different 
working fluids including water + n-butane, sCO2, and n-pentane with the scenario of water + n-
butane having the highest net power, followed by n-pentane and sCO2. However, it is important to 
note that the scenario with water and n-butane requires an additional surface heat exchanger 
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leading to increased capital and maintenance costs, unlike the scenarios with sCO2 and n-pentane. 
Since surface footprint increases with extra equipment, n-pentane is preferable. 

As efficiencies aim to improve thermal output of the ACL system, additional opportunities for cost 
reductions remain. Additional testing with current and future technology partners in W2W aim to 
bring additional advances in non-metallics, additive manufacturing, integration with the power 
generation system, and deployment to improve costs and performance. Overall, the goal is to 
establish this laboratory to speed up innovation and bring the technology to the field. Future field 
pilots and a controlled lab space will help iteratively identify ways for advanced testing to enable 
cost out and scale up of the technology. 
 
Acknowledgement  

We would like to thank Wells2Watts executive members Continental Resources, Chesapeake 
Energy, and INPEX for supporting this initiative to create an ACL laboratory and publication of 
this paper. 

 

REFERENCES 

Credit Suisse, 2020. Energy transition and climate change: A simple goal but a complex problem, 
Energy transition and climate change – Credit Suisse (credit-suisse.com). 

Golla, G., Chandra, I., McCarthy K., Scherer, J., Chin, H., and Klenner, R., 2023, Repurposing oil 
and gas wells to produce electricity using GreenLoop closed-loop geothermal technology, 
47th Annual Indonesian Petroleum Association Proceedings.  

Rystad Energy, 2022. Can geothermal secure revenues from vast numbers of idle wells? 
Geothermal Service Analytics, May 18, 2022. 

Higgins B., Muir J. R., Scherer J. A., and Amaya A. J., “GreenFire Energy Closed-Loop 
Geothermal Demonstration at the Coso Geothermal Field,” Geothermal Resources Council 
Transactions, Vol. 43 (2019). 

Amaya, A. J., Scherer J. A., Muir J. R., Patel M., and Higgins B., “GreenFire Energy Closed-Loop 
Geothermal Demonstration using Supercritical Carbon Dioxide as Working Fluid,” 
Proceedings of the 45th Workshop on Geothermal Reservoir Engineering, Stanford 
University, Stanford, California, February 10-12 (2020). 

Higgins, B. S., Scherer, J. A. &amp; Hoyer, D., 2022. U.S. Patent No. 11,255,576. Washington, 
DC: U.S. Patent and Trademark Office, (2022). 

Chandrasekar, H., Amaya, A., Molina, S., Alvarado, R., Scherer, J. and Golla, G., Comparison of 
Water, sCO2, and Organic Hydrocarbons as Working Fluids for the GreenLoop System 
and ORC Unit, PROCEEDINGS, 48th Workshop on Geothermal Reservoir (2023). 

ABBREVIATIONS  
BHP = Bottom-hole-pressure 

2496

https://www.credit-suisse.com/about-us-news/en/articles/news-and-expertise/energy-transition-and-climate-change-202006.html


Klenner et. al. 

 
 

BHT = Bottom-hole-temperature 
EGS = Enhanced geothermal system 
ACL = Advanced closed loop 
DBHX = Downbore Heat Exchanger 
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ABSTRACT 

The U.S. Department of Energy estimates that an annual average of 25 billion barrels of hot water 
are produced from oil and gas wells within the United States. The thermal energy available in the 
co-produced water stream is usually discarded, as the produced waters are considered an 
inconvenience by the operators and are disposed of using injection wells. However, utilizing 
organic Rankine cycle (ORC) generators, a vast amount of thermal energy can be captured and 
converted into electricity (albeit at relatively low efficiency due to the low temperatures). The 
National Renewable Energy Laboratory (NREL), in collaboration with Transitional Energy and 
Grant Canyon Oil & Gas, evaluated the feasibility of geothermal co-production of electricity by 
utilizing existing oil wells in Blackburn oil field in Nevada. The once prolific Blackburn oil field 
is located in Pine Valley, approximately 45 miles east-southeast of Elko, Nevada. Currently, the 
wells targeting the highly fractured Devonian Nevada dolomite reservoir are operating at a water 
cut ratio of more than 99%, with individual fluid (oil and water) production rates reaching 7.4 L/s 
(4,021 BBL/day). Analysis of publicly available data showed that the combination of the suitable 
wells’ maximum historical production rates reached 22.90 L/s. The production from these wells 
occurs naturally and the wells are choked (and even shut down) by the operator to mitigate 
excessive water production, indicating a strong reservoir recharge and future opportunity to 
increase the water production for geothermal electricity generation. The main goal of this study 
was to evaluate the productivity of the existing wells, the performance of the reservoir, the surface 
network, and the operational constraints in order to achieve 1 MWe of electricity production from 
the field’s water production. Utilizing the GEOPHIRES tool, we have determined that a twofold 
to threefold increase in the total fluid production, compared to the historical production under 
artificial restraint (choke), is required to reach a 1-MWe net target output for a low-temperature 
ORC system with air-cooled condensers. Lower flow rates would be required when utilizing water-
based condensers instead of air-cooled condensers. However, that would require a constant supply 
of cold water, which may be challenging given the arid environment of the project site. 
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1. Introduction 
Blackburn Field is an oil field located within Sections 7 and 8 of Township 27N Range 52E of 
northern Eureka County, Nevada. Geographically the field is in Pine Valley, 45 miles east-
southeast of Elko, Nevada. The field location is shown in Figure 1. 

 

Figure 1: Geological map showing the location of the Blackburn Field. Adapted from Scott and Chamberlain 
(1988). 

 

The first exploration well in the Blackburn Field, Blackburn 1, was completed August 16, 1980, 
and was followed by Blackburn 2, completed March 6, 1981. Both wells were dry holes. The 
Blackburn 3 well, completed April 6, 1982, encountered oil pay in Tertiary Indian Well formation, 
Mississippian Antler Basin sandstones, and fractured Nevada Formation dolomite. A drill stem 
test (DST) in Blackburn 3 showed flowing oil (Scott and Chamberlain, 1988) in the Nevada 
Formation. The well had a relatively high water cut of 78% (200 BO and 700 BW). 

According to the Nevada Division of Minerals (NDOM), a total of 17 wells with the “Blackburn” 
name designation were drilled in the field (2023). Additionally, on the west-northwest edge of the 
field, two wells named “Mary Kay Federal 1”, and “Stream 1-7” were drilled. Most of the drilling 
operations occurred during the 1980s and early 1990s. The last addition to the field was Blackburn 
22, which was completed March 1, 2017. 

The historical production data (NDOM, 2023) shows that the Blackburn Field produced 4,356,115 
barrels of oil and 43,547,058 barrels of water between 1982 and 2022 (inclusive), resulting in an 
overall cumulative water cut of 90.91%. In 2022, the annual water cut was 98.98%. The cumulative 
oil production and the annual water cut history of the field is shown in Figure 2. The steep increase 
in the water cut is characteristic of the naturally fractured reservoir with a strong water drive 
(hydraulic recharge). In fact, the wells penetrating the fractured Nevada dolomite pay zone were 
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historically completed in the shallowest (top) portion to avoid water encroachment from the 
bottom. 

 

Figure 2: Cumulative oil production and annual averaged water cut for Blackburn Field. Prepared using the 
data gathered from the NDOM database. Gaps in the calculated water cut are due to the gaps in the 
water production data, mainly from ’00 to ’04 (inclusive), having missing entries in the database. 

 

2. Blackburn Field Data Analysis 
We gathered a plethora of publicly available data and documentation in preparation for the future 
reservoir modeling studies in the subsequent project tasks. This dataset includes but is not limited 
to well logs, completion reports, well locations, well deviation surveys, annual production going 
back to 1982, monthly production going back to 2016, scientific papers, satellite imagery, and 
surface digital elevation model (DEM) for the Blackburn Field location. 

2.1 Overview of the Blackburn Field Wells 

We identified 17 wells with the “Blackburn” name designation and 2 proximal wells (Stream 1-7 
and Mary Kay Federal 1) in and around the Blackburn Field location. Table 1 presents the 
completion dates, usage designations, and the operational status specified in the NDOM database. 
Out of the 19 wells, 10 were reported as plugged. Initial analysis of the drilling reports of the 
plugged wells indicated that they were dry holes when considering oil production potential. We 
decided to eliminate the plugged wells from the list of candidate wells for geothermal production 
and reinjection as the field operations required for re-activating these wells would be costly, even 
if they are connected to the hydrothermal system. However, stratigraphic, structural, and drilling 
data acquired from these wells’ records were implemented in the overall analysis. 
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Table 1: Table summarizing the Blackburn Field and proximal well entries in the NDOM database. Active (not 
plugged) wells are highlighted in tan. The last column represents the current operational state reported 
within the project proposal document (Transitional Energy, 2022). 

Well Name Completion Date API No. 
Original 
NDOM 

Classification 

Current State 

NDOM 
Transitional 

Energy 
Data 

Blackburn 1 8/16/1980 27-011-05205 Production Plugged - 
Blackburn 2 3/6/1981 27-011-05207 Production Plugged - 
Blackburn 3 4/6/1982 27-011-05210 Injection In Use Shut-In 
Blackburn 4 8/18/1982 27-011-05212 Production Plugged - 
Blackburn 6 9/15/1982 27-011-05214 Production Plugged - 
Blackburn 10 7/6/1983 27-011-05216 Production In Use Producer 
Blackburn 5 10/11/1983 27-011-05213 Production Plugged - 
Blackburn 12 12/28/1983 27-011-05218 Injection In Use Injector 
Blackburn 14 7/10/1985 27-011-05230 Production In Use Producer 
Blackburn 15 11/18/1985 27-011-05231 Production Plugged - 
Blackburn 16 12/21/1985 27-011-05232 Production In Use Producer 
Mary Kay Federal 1 5/14/1987 27-011-05233 Production Plugged - 
Blackburn 17 7/12/1987 27-011-05234 Production Plugged - 
Blackburn 18 11/20/1992 27-011-05269 Production In Use Producer 
Blackburn 19 5/20/1994 27-011-05285 Production In Use Shut-In 
Blackburn 20 5/20/1996 27-011-05289 Production Plugged - 
Blackburn 21 9/7/1997 27-011-05292 Injection In Use Producer 
Stream 1-7 9/27/2001 27-011-05301 Production Plugged - 
Blackburn 22 3/1/2017 27-011-05315 Production Shut-In Shut-In 

 

Figure 3 presents the locations of wells of interest in the Blackburn Field. The two earlier 
exploration wells, Blackburn 1 and Blackburn 2, are not shown in this figure as they reside away 
from the active part of the field to the south and east, respectively. A quick glance at this figure 
shows that the active (not plugged) wells are centralized around the section line separating Sections 
7 and 8 of Township 27N Range 52E. 

 

2501



Kutun et. al. 

 

Figure 3: Map showing the location of the Blackburn Field and proximal wells. The orange lines and green line 
represent the section and range borders, respectively. 
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2.2 Historical Production Data Analysis 

The nine active wells listed in Table 1 and shown in Figure 3 are Blackburn 3, 10, 12, 14, 16, 18, 
19, 21, and 22. The yearly fluid (oil and water) production history for these wells, excepting 
Blackburn 12, which has likely been an injection well since its completion, is shown in Figure 4. 
Considering the production data after 2006, we observed that some wells were more prolific 
(Blackburn 18, 19, 21) as they produced at much higher rates compared to other low-energy wells 
(Blackburn 10, 14, 16). The annual production volume difference among these could be explained 
by the low-energy well set extracting fluids from:  

i) compartmentalized sections within the Nevada dolomite, or  
ii) the overlying relatively low permeability Chainman and/or Indian Wells 

formations. 

 

 
Figure 4: Historic total annual fluid (oil and water) production at the Blackburn Field. It should be noted that 

the dataset had missing production volume entries for some years. The production volumes reported in 
the NDOM database between 2000 and 2004 likely included oil production only; it is estimated that the 
total fluid production for these years was in the range of 1.9 to 2.1 million barrels. 

 

Using satellite imagery, we determined that the prolific wells (Blackburn 18, 19, 21) are likely to 
be producing naturally (without pumping assistance), as no wellhead pumping equipment, i.e., 
pumpjacks, was visible. In contrast, all low-energy wells (Blackburn 10, 14, 16) had pumpjacks 
visible. This observation led us to conclude that these two sets of wells are producing from 
different intervals (or formations) with no pressure communication in between. This conclusion 
was also later confirmed by Transitional Energy. 

Figure 5 presents the average monthly production rates for the wells of interest. The data for this 
figure was obtained from the monthly production reports published by NDOM and allowed us to 
examine the recent flow behavior at a higher resolution compared to annual reports. The difference 
in the production rates between the prolific and the low-energy wells can be observed more clearly. 
The low-energy wells produce at most 0.2 L/s, whereas the prolific wells can reach 3 to 7 L/s. 
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Figure 5: Average monthly production rate for selected wells between July 2016 and November 2022. 

Blackburn 21’s rate data was estimated from annual production, as monthly production rate was 
unavailable. 

 

Flow rate analysis of the prolific wells (Blackburn 18, 19, and 21) led us to conclude that there is 
a strong recharge present within the Nevada dolomite reservoir, given that a distinct and 
characteristic natural flow rate decline was not observed in the production data. Transitional 
Energy staff stated that during a site visit on May 4, 2021, they observed that Blackburn 18 and 
21 were flowing naturally on 26/64 and 20/64 chokes, respectively (Transitional Energy, 2022). 
While there is no direct evidence in the gathered data, we concluded that any reduction in the flow 
of the prolific Nevada dolomite wells is artificial and not due to a natural decline in the reservoir 
pressure energy. In other words, these wells were choked to slow down the flow rate or were shut 
in completely to mitigate against excessive water production.  

Examining the annual production data before the year 2000 (Figure 4), we determined that 
Blackburn 3 can also be considered a prolific well for geothermal production. This well is currently 
shut in (Transitional Energy, 2022). However, it was historically produced at rates feasible for 
geothermal production until 1996. 

Table 2 summarizes the maximum observed production rates, and Figure 6 presents the annual 
production profiles for the wells with geothermal production potential. If these wells can operate 
simultaneously at their historically observed maximum capacity, there is potential for up to 22.90 
L/s of total fluid production. However, the following technical points should be noted: 
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• The publicly available production datasets do not contain pressure and operational (choke 
and pump configurations) data. Flow capacity analysis without these parameters is only 
preliminary. 

• The fluid volume handling capacities of the surface facilities and injection wells are not 
known. These capacities may be exceeded if all prolific wells are operated at the same time. 

• Productivity of the prolific wells did not show a distinct natural decline, and thus we 
estimated that the Nevada dolomite reservoir had enough permeability and hydraulic 
recharge to support the historical production. For instance, between 2005 and 2022, the 
prolific wells’ (excepting Blackburn 3) total production averaged 7.47 L/s, with no 
observable decline in productivity. Because the determined historical total capacity of 
22.90 L/s poses a threefold increase in the total flow rate, additional reservoir modeling is 
required to determine whether the reservoir can support the increased production demand. 

 

Table 2: Historical maximum flow rates observed for wells of interest. The rates, calculated from the annual 
production, do not include non-productive time. The actual values for these entries are likely higher. 

Well Name 
Maximum 

Observed Flow 
Rate, L/s 

Water Cut, % Data Source Date 

Blackburn 3 6.07 96.95 Annual 
Production 1992 

Blackburn 18 5.34 98.67 Annual 
Production 2005 

Blackburn 18 7.26 99.77 Monthly 
Production Nov. 2021 

Blackburn 18 4.81 99.42 
Transitional 
Energy Field 
Observation 

May 2021 

Blackburn 19 5.57 98.86 Annual 
Production 2017 

Blackburn 19 6.43 99.00 Monthly 
Production May 2017 

Blackburn 21 3.14 99.65 
Transitional 
Energy Field 
Observation 

May 2021 

Blackburn 21 3.03 99.52 Annual 
Production 2019 
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Figure 6: Annual averaged production rates of the identified prolific wells Blackburn 3, 18, 19, and 21. The 
fluid production rate was calculated from the annual production and does not include non-productive 
time. The flow rates between 2000 and 2005 represent the oil flow rate only, as the water production for 
this time interval was unavailable in the database. 
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2.3 Temperature Data Analysis 

We acquired four well logs of temperature for Blackburn 3, 4, 6, and 10 from the public database 
(NDOM, 2023). These well logs were then digitized for plotting, as shown in Figure 7 alongside 
the drill stem test (DST) temperature results from seven Blackburn wells. DSTs are more reliable 
records of temperature because they sample the temperature of reservoir fluids. Conversely, the 
well logs are affected by the drilling induced cooling, which varies in magnitude depending on the 
seasonal surface ambient temperature. 

The DST documents for Blackburn 3, 18, and 21 report temperatures of 246.3°F, 250°F, and 
251°F, respectively. The DST temperature for Blackburn 19 was significantly lower than the rest 
of the prolific wells at 222°F; however, other records (well log headers) indicated a maximum 
measured temperature of 259°F for this well. While the reason behind this discrepancy is unknown, 
we have decided to use the higher temperature for Blackburn 19 for further calculations. 

 

 

Figure 7: Digitized temperature logs (solid lines) and reported drill stem test temperatures of various 
Blackburn wells. DSTs of the prolific wells identified earlier are shown using red markers. Additionally, 
the maximum log header temperature for Blackburn 19 is shown with a yellow square marker. 

 

Using an average ambient surface temperature of 44.6°F (7.0°C) for Elko County, Nevada 
(National Oceanic and Atmospheric Administration, 2023), we estimated the average geothermal 
gradient for the prolific wells as 30.0°F / 1,000 ft (54.7°C/km). 

On their visit to the Blackburn Field site, Transitional Energy staff observed wellhead producing 
temperatures of 244°F for Blackburn 18 and 219°F for Blackburn 21 under sunny conditions and 
an ambient temperature of 72°F (Transitional Energy, 2022). We completed a wellbore heat 
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transfer modeling study to compare the original bottomhole temperature of these wells to the 
reported observations and concluded that the Blackburn 18 did not cool down significantly during 
its operational lifetime. However, the observed wellhead temperature for the Blackburn 21 well 
indicates that this well has undergone cooling.  

Determining the cause of the cooling in Blackburn 21, and whether it indicates cooling of the 
Nevada dolomite reservoir, requires a more detailed analysis of the operational conditions of this 
well and the wellhead producing temperatures. Our literature and public database review on field-
wide historical wellhead producing temperatures was not fruitful. Additional field temperature 
testing is planned for late Fall 2023 to determine the production temperatures of the prolific wells. 

3. GEOPHIRES Power Production Simulations 
In order to predict the power co-production alongside the existing oil production operations, we 
completed a preliminary GEOPHIRES (Beckers and McCabe, 2019) simulation study. We 
prepared and analyzed two cases. The first case uses the recently measured wellhead production 
temperature of Blackburn 18 at 244°F as fluid inlet temperature. The second case imposes a 
temperature drop at the surface network and utilizes a fluid inlet temperature of 210°F. Both cases 
utilized a flow rate of 22.9 L/s, which was the sum of the individual historically observed 
maximum rates of the prolific wells. 

Table 3 presents the results of the two simulation cases. The higher, or “base,” geofluid 
temperature case analysis showed that power co-production up to 393.6 kWe is possible. The case 
with the reduced geofluid temperature resulted in 214.8 kWe. In order to reach 1 MWe net power 
co-production (with air-cooled condensers), the total geofluid production rate will have to be 
increased to 58.2 L/s (154% increase) and 106.6 L/s (366% increase) for the base and the reduced 
temperature GEOPHIRES cases, respectively. 

Table 3: GEOPHIRES simulation results for power co-production at Blackburn Field 

 Base Temperature Reduced Temperature 
Geofluid Inlet Temperature, °F 244 210 
Fluid Inlet Rate, L/s 22.9 22.9 
ORC Efficiency 6.03 4.58 
Power Production, kW 393.6 214.8 
Flow Rate Needed to Reach 1 MWe, L/s 58.2 106.6 

 

Historically, the Blackburn Field wells were choked to reduce excessive water production and 
optimize oil production. At the time of writing, the maximum unchoked productivity of the prolific 
wells is unknown. We expect a significant increase if these wells are allowed to flow with less 
restraining choke settings. Field testing (nodal analysis and well testing) at the Blackburn site is 
currently being planned by Grant Canyon Oil & Gas and Transitional Energy for late Fall 2023 to 
determine the productivity and absolute open flow properties of the targeted wells.  

The organic Rankine cycle (ORC) efficiencies for the GEOPHIRES runs were determined by the 
built-in functions of GEOPHIRES, and they are in good agreement with the efficiencies published 
by Augustine (2009). However, if favorable wet-bulb temperature and ambient temperature 
conditions exist, intermittent ORC efficiencies as high as 9% can be expected. If encountered, this 
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high, albeit intermittent, efficiency can provide 49% to 196% of the increase required (154% to 
366%) to reach the 1-MWe power co-production for the base and reduced temperature cases, 
respectively. 

4. Preliminary Geological and Reservoir Performance Analysis 
During our literature survey, we were able to locate two publications discussing the geology of the 
Blackburn Field (Hulen et. al, 1990; Scott and Chamberlain, 1988). According to Scott and 
Chamberlain (1988), Devonian units were superimposed over Mississippian source rocks, which 
conceivably occurred during the Devonian-Mississippian Antler orogeny, indicating an ancient 
structural past of thrust faulting in the older formations of the system. As a result of the Antler 
orogeny, the Nevada dolomite reservoir is sealed by the overlying Chainman shale. The field is 
divided by complex, extensional NNE-striking normal faults and at least one ENE-striking fault; 
both NNE-striking and ENE-striking faults could be induced by historic extension in the Great 
Basin and oblique-slip faulting in the Humboldt Structural Zone, respectively, as similar 
extensional fault structures are present in these regions (Faulds et al., 2006). Figure 8 presents a 
geological map and two cross sections of the Blackburn Field. To the east of the Blackburn Field 
is the Sulphur Spring Range. This range most importantly contains surface expressions of 
Devonian to Mississippian-age formations. Units expressed in the mountain range include the 
Nevada dolomite formation and the Chainman shale (Figure 9). A gas seep is located close to the 
dolomitic formations. The exposed units in the mountain range are located approximately 4 miles 
from the Blackburn Field.  

From a reservoir performance perspective, two aspects of the geological setting were determined 
as critical for the success of the project. The first is the sealing properties of the faults, for instance, 
the fault separating the injection well Blackburn 12 from the rest of the productive wells to the 
south. If this fault is sealing, then it is likely that the reinjection fluids are diverted away from the 
reservoir. Conversely, if it is non-sealing, the reinjected fluids can short-circuit to the production 
wells, which especially can become a detriment if the field-wide production rate (and therefore the 
cold-water reinjection rate) is increased to reach the 1-MWe target, which would amplify the short-
circuit cooling of the produced fluids. Field sampling and testing of naturally occurring and 
artificial tracers are currently being planned. These tests will indicate the magnitude of flow 
feedback from the injection well to the production zone. 
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Figure 8: Map showing the Blackburn Field and its wells in relation to the subsurface geology (left). Two cross 
sections of the conceptualized geology prepared in approximately east-west (top right) and north-south 
(bottom right) directions. The legend is given in the bottom figure. Adapted from Hulen et. al., 1990. 

 

The second geological aspect critical to project success is the hydraulic recharge of the Nevada 
dolomite. As discussed earlier, there is evidence in the public production data that the wells 
targeting this reservoir are not undergoing natural decline and the reservoir has strong hydraulic 
recharge. Hulen et. al. (1990) discuss the hydrothermal system and mention that because there are 
no young magmatic heat sources in the vicinity of the field, the relatively high temperature gradient 
reaching to 60°C/km is likely due to the upward flow of geothermal waters through the faults at 
the western margin of the Sulphur Spring Range (Figure 8), hinting at the likelihood of a bottom-
drive water recharge in the Nevada dolomite reservoir. Planned tracer testing will also aid in 
determining the magnitude of hydraulic recharge of the Nevada dolomite reservoir. The Bruffey 
gas seep and exposed Nevada dolomite formation in the Sulphur Spring Range may be indirectly 
connected to the Blackburn Field through a system of complex normal faults and fractures, 
indicating recharge to the system from the east.  
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Figure 9: Regional geological map around the project area. Approximate locations of Blackburn Field wells 1 

and 6 (B1 & B6, respectively) and the local Bruffey gas seep (BGS) are highlighted. Adapted from 
Carlisle and Nelson, 1990.  

 

To address the thermal short circuiting and the hydraulic recharge uncertainties of the Nevada 
reservoir, a static conceptual geological model has been developed in Leapfrog. Publicly available 
well data has been utilized to suggest surface contacts between the formations present in the system 
(Figure 10; Nevada Bureau of Mines and Geology, 2023). Faults from the interpretive subsurface 
structure from the cross sections in Hulen et al. (1990) and fault trends in the basement structure 
proposed in Scott and Chamberlain (1988) have been imported to provide a basic 3D 
understanding of the east and west fault boundaries. The general trend of the intrusive basement 
layer has been assumed based on two downhole well log surfaces and cross sections from Hulen 
et al. (1990). The modeled subsurface expression is more accurate where wells are centralized; in 
areas where downhole well data is not available, Leapfrog superimposes the subsurface expression 
by extrapolating trends generated by clusters of wells. Therefore, some contacts may not be 
accurately represented in areas where no downhole well data is available. In the future, a numerical 
reservoir model will be constructed. This work is currently in progress, and the results will be 
published in subsequent publications. The model will incorporate the field flow and tracer testing 
results. Furthermore, commercially available legacy 3D seismic survey data was recently acquired 
by Transitional Energy. This dataset will be reprocessed using contemporary processing 
techniques and then implemented in the models to determine the geometry of reservoir contacts 
and faults. 
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Figure 10: (Top) Conceptual Leapfrog model (looking NE) created with public data of the Blackburn Field 

subsurface with a focus on the structure bounded by faults at depth in the Chainman and Nevada 
formations (Qt – quaternary; T – tertiary, primarily alluvial; QtzMontz – quartz monzonite). (Bottom) 
Isolated focus (looking SE) on simplified structural interpretation of the Chainman shale and Nevada 
dolomite resting on the QtzMontz bedrock. The modeled subsurface expression is more accurate where 
wells are centralized; some contacts may not be accurately represented where no wells are present.  
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5. Conclusions 
In collaboration with Transitional Energy and Grant Canyon Oil & Gas, the National Renewable 
Energy Laboratory prepared a preliminary resource characterization and evaluation. The data used 
in this study was primarily obtained from publicly available sources. Analysis of the historical 
production data showed that the Blackburn Field may possess field-wide aggregate production 
rates as high as 23 L/s. The most recent production temperature measurements indicated that 
flowing temperatures as high as 244°F can be expected. GEOPHIRES power production modeling, 
based on the historical performance of the reservoir, indicated that net power co-production up to 
394 kWe can be possible with air-cooled condensers. We are investigating pathways to increase 
the electricity output to ~1 MWe (gross), including increasing the field-wide production rate 
beyond 23 L/s and considering condensers based on evaporative cooling instead of air-cooled 
condensers. Additional field flow and tracer testing is planned, and results will be implemented in 
numerical reservoir simulations to determine the ultimate power co-production potential at the 
Blackburn Field. 
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ABSTRACT 

Oil and gas (O&G) wells often encounter co-produced hot water, possibly suitable for geothermal 
direct-use applications. The City of Tuttle is located on the eastern part of the Anadarko 
sedimentary basin in Oklahoma with high heat-in-place potential and recovery capability at depth. 
This study aims at demonstrating the potential of geothermal energy production for direct-use 
applications in two public schools and 250 nearby houses in Tuttle via repurposing existing O&G 
wells.  In this scope, geochemistry, geology, and borehole log data were collected and incorporated 
into a 3D conceptual subsurface model. A digital elevation model (DEM) was used to represent 
the study area topography with four O&G wells. In addition, hydrogeochemical characteristics of 
the geothermal fluid and scaling potential were analyzed using ternary diagrams and chemical 
ratios to develop mixing models. The subsurface geology model indicated that the study area 
primarily consists of Permian to Mississippian Sandstone and Limestone formations, implying a 
porosity ranging between 12% and 22%, and a permeability up to 3.90E-14 m2 in certain reservoir 
levels. The reservoir temperature is expected to be ranging between 80°C to 95°C around 3 km 
depth with an average temperature gradient of 22.8 °C/km. Chemical geothermometers also 
estimated the reservoir temperature as 90°C. Findings of the chemical model demonstrated that 
the geothermal fluid is Sodium-Potassium-Chloride-Sulfate type and possibly mixed with shallow 
groundwater resulting in higher Ca and Mg concentrations and lower Na/K ratio implying lower 
calcite scaling. These results comprehensively characterize the potential of geothermal resources 
in the study area and imply that geothermal energy production by repurposing existing O&G wells 
is suitable for low-temperature direct-use applications. 
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1. Introduction 
According to the U.S. Energy Information Administration (EIA), the Oklahoma hydrocarbon field, 
including the Anadarko basin, has been exploited for over a century to produce oil and gas (O&G), 
and Oklahoma was the nation’s fifth-largest producer of marketed natural gas and the sixth-largest 
producer of crude oil in 2021 (EIA, 2022). The EIA also reported about 40,000 natural gas 
producing wells in Oklahoma in 2020. In addition to the EIA’s report, O&G Conservation at 
Oklahoma Corporation Commission (OCC) identified that Oklahoma has more than 443,000 O&G 
wells, including plugged, temporarily abandoned, and terminated wells, at a broad range of depths. 
Due to the Earth’s internal heat (e.g., heat generated from decay of naturally occurring radioactive 
elements, magma chamber, and latent heat from crystallization of molten outer core) and crustal 
heat flow, ground temperature increases with depth, and thus the O&G wells often encounter co-
produced hot water possibly suitable for various geothermal direct-use applications, such as 
heating and cooling in residential and commercial buildings, schools, and greenhouses. Previous 
studies (e.g., Bu et al., 2012; Caulk and Tomac, 2017; Nian and Cheng, 2018; Kurnia et al., 2021) 
described that repurposing of existing O&G wells for geothermal energy production is feasible, 
without drillings, at lower cost and seismic risk than conventional enhanced geothermal system 
(EGS) and borehole heat exchanger (BHE). Particularly, deep sedimentary layers at depths of 2.5 
km to 4 km with normal geothermal temperature gradients (e.g., 30 °C/km) can be exploited for 
low-temperature energy conversion systems without hydraulic fracturing (DiPippo, 2012). 

As O&G wells have been drilled, regardless of the subsurface temperature, mostly into 
sedimentary basins where geothermal resources may be limited (e.g., hot rocks at accessible 
depths), certain conditions are needed to convert existing O&G wells to geothermal wells. For 
example, the Department of Energy (DOE)’s GeoVision study described that the geothermal 
reservoir requires a large volume with distributed fractures for the geothermal energy production 
over long periods (i.e., relatively lower energy density of hot water), while the O&G reservoir 
volume is limited around the boreholes for O&G production in relatively shorter periods (i.e., high 
energy density of hydrocarbons) (DOE, 2019). In addition, the wellbores repurposed for 
geothermal energy production should have sufficient depths, specifically with a minimum depth 
of 2.4 km to 3 km depending on the geothermal gradient and geological formations (Bu et al., 
2012; Cheng et al., 2014). To ensure high outlet temperature from the O&G wells for heating 
applications, additional top boiler and insulations are also suggested by Kujawa et al. (2005) and 
Gharibi et al. (2018), respectively. Furthermore, the repurposed geothermal wells should be close 
to the end users to minimize heat losses from the distribution pipes (Kurnia et al., 2021). 

The OCC Oil and Gas Conservation demonstrated that there are more than 100 O&G wells in 
Tuttle, Oklahoma, with bottomhole depths approximately from 1 km to 3.5 km. In other words, 
the O&G wells in the Tuttle area may have the potential of geothermal energy production from 
relatively deeper bottomhole depths to possible end-users at a close distance, as well as economic 
benefits from ‘no drilling’. In this study, subsurface geochemistry, formation, and temperature 
distribution in southern Tuttle were characterized to demonstrate the feasibility of geothermal 
energy production from existing O&G wells for direct-use applications in nearby primary and 
secondary schools and 250 houses. Four wells with bottomhole depths from about 3.3 km to 3.6 
km and a close distance approximately one mile away from the elementary school were selected 
for this study (Figure 1). 
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Figure 1. Study area with four oil and gas wells and two schools (modified from USGS topography map) 

 

 

2. Literature Review for Subsurface Geology and Temperature in the Study Area 
The study area, including the targeted four wells, two schools, and houses, is in the eastern part of 
the Anadarko basin (Figure 2). Anadarko basin is a sedimentary basin, which extends along 
Oklahoma, Texas, Kansas, and Colorado. Geological formations in the study area specifically 
include Permian red shales and sandstones that are relatively younger formations around 1 km to 
1.5 km depth and Pennsylvanian and Mississippian sandstones and limestones that are relatively 
older formations around 1.5 km to 3 km depth and below 3 km, respectively. Crystalline basement 
is expected below 5 km depth (Johnson and Luza 2008; Clement 1991). According to Clement 
(1991), most of the oil and gas wells in the Anadarko basin had penetrated Lower Pennsylvanian 
Springer or the underlying Mississippian Chester. Similarly, borehole logs obtained from the four 
targeted wells demonstrated a wide range of formations from Tonkawa sandstone around 2 km in 
depth to Hunton limestone around 3.5 km in depth where oil and gas have been mainly produced.  
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(a) 

 

(b)  
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Figure 2. Geological characteristics in the study area: (a) geological map, (b) Anadarko basin cross-section 
(modified from Johnson and Luza 2008), and (c) generalized stratigraphic column and producing fields 
of Anadarko basin (Clement 1991). The depths of 1) Permian, 2) Pennsylvanian, 3) Mississippian, 
Devonian, and Silurian, 4) Ordovician and Cambrian, and 5) pre-Cambrian systems in the study area 
are approximately 3,000 ft (914.4 m), 10,000 ft (3,048 m), 13,000 ft (3962.4 m), and 17,000 ft (5181.6 m), 
respectively. 
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Porro et al. (2012) estimated geothermal resources in 15 major sedimentary basins in the United 
States, including the Anadarko basin, based on the volume of rocks for each 10 °C temperature 
interval. The analysis results demonstrated that the Anadarko basin has a strong hydrothermal 
recharge rate directly addressing the recovery capability of geothermal resources and has the 
second highest total heat among the 15 sedimentary basins with a large rock volume of more than 
20,000 km3. Moreover, Anadarko basin contains geothermal energy potential at temperatures 
greater than 220 °C, while most of the sedimentary basins have relatively low thermal energy at 
temperatures between 100 °C to 150 °C (Figure 3(a)). With a geothermal gradient of 34 °C/km, 
Tuttle area is expected to have geothermal energy resources ranging from 150 °C to 200 °C 
temperature around 5 km to 6 km below the ground surface (Figure 3(b)). 

 

 

 
(a) 
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(b) 

Figure 3. Estimated geothermal energy resource in Anadarko basin (modified from Porro et al. 2012): (a) total 
heat in place for 15 major sedimentary basins in the United States and (b) Anadarko basin map where 
ground temperatures are greater than 100 °C 

Similarly, bottom hole temperatures (BHTs) can be used with ambient temperature to estimate the 
geothermal gradient and subsurface temperature at depth. Southern Methodist University (SMU) 
Geothermal Lab collected national-scale BHT database, and the database included 19 BHTs 
approximately 2 to 4 miles (3 km to 6 km) away from Tuttle. The 19 BHTs were obtained at the 
depth ranging from 3.75 km to 4.18 km (4.03 km on average) and the BHTs ranged from 72.8 °C 
to 102.2 °C (92.5 °C on average), which is approximately aligned with Porro et al. (2012). The 
corresponding geothermal gradient with an average ambient temperature of 15 °C ranged from 
15.4 °C/km to 20.9 °C/km (19.2 °C/km on average). 

3. Hydrogeochemical Characteristics of Geothermal Fluid 
Geochemistry is important in the exploration, development, and utilization of geothermal 
resources. In the exploration phase, for example, the geothermal reservoir temperature is estimated 
using a chemical geothermometer characterizing chemical equilibrium, which is a function of 
temperature (Ármannsson and Fridriksson, 2009; Flóvenz et al., 2012). The chemistry of 
geothermal fluid (e.g., hot springs, fumaroles) is also analyzed to predict operational issues 
including scaling of different components, by comparing the water chemistry to empirical database 
for mineral solubility. In this section, the reservoir temperature and scaling potential in the study 
area were evaluated through chemical geothermometer and piper diagram analysis, respectively. 
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The produced water chemistry was collected from USGS National produced waters geochemical 
database (v2.3) and groundwater chemistry data was collected from Oklahoma Geological Survey. 
Water chemistry in the targeted four wells was also incorporated in the analysis using the data 
obtained from the operator, Blue Cedar Energy LLC. 

Various geothermometers have been developed by previous researchers and particularly silica and 
cation geothermometers have been widely used to estimate the reservoir temperature. Silica 
geothermometers (e.g., quartz) are based on experimental measurements for silica solubility (e.g., 
Fournier, 1991) and relatively quickly respond to interactions between rock types and reservoir 
conditions (Harvey, 2014). Similarly, cation geothermometers characterize cation ratios (e.g., Na-
K) at a chemical equilibrium between the geothermal solution and geochemistry as a function of 
temperature. While the silica geothermometers can be invalidated due to mixing and dilution with 
groundwater (near surface non-geothermal water), cation geothermometers are less affected by the 
dilution (Harvey, 2014). The relatively slow equilibrium of cation geothermometers also can be 
used as an indication of the cooling or heating history of the geothermal fluid (Flóvenz et al., 
2012). Fournier (1979), Giggenbach (1988) and Nieva and Nieva (1987) are some examples of the 
well-known cation geothermometers. Another commonly used cation geothermometer is the Na-
K-Ca geothermometer of Fournier and Truesdell (1973), which is widely used and has frequently 
provided excellent agreement with measured reservoir temperatures. The charts and 
geothermometer equations for calculating reservoir temperature are based on the spreadsheet 
which is described in Powell and Cumming (2010). The cation concentrations are in parts per 
million (ppm). 

Table 1 summarizes cation geothermometer results for three produced water samples (PW-1, PW-
2, and PW-3) in Grady County where Tuttle city is located and one water sample from the Tuttle 
well. The geothermometer results showed that the reservoir temperature ranges from 61 °C to 109 
°C with an average of 85 °C. The results also indicated that produced water samples from south 
Grady County wells have much higher reservoir temperatures, up to 162°C with an average of 117 
°C.  

Table 1 Summary of cation geothermometer results for the Tuttle and Grady County samples (Temperature 
units are in °C, PW: produced water, GW: ground water). 

Sample Na-K-Ca1 Na/K2 Na/K3 Na/K4               K/Mg5 

PW-1 145 105 125 94 117 

PW-2 162 128 148 117 137 

PW-3 121 82 103 72 103 

Tuttle Well 109 70 92 61 91 
1Fournier and Truesdell (1973), 2Fournier (1979), 3Giggenbach (1988), 4Nieva and Nieva (1987), 5Giggenbach (1986) 

Figure 4(a) shows the triangular plot of Giggenbach (1988) for the selected water samples. The 
sample from the Tuttle well fell very close to the equilibrium line indicating a medium water 
temperature (over 90 °C). Samples from South Grady County wells (PW-1, PW-2, and PW-3) fell 
within the partially equilibrated waters field and the equilibration temperature ranged between 120 
°C and 140 °C. This is interpreted as cooling of thermal water upon migration toward the surface 
and its Mg enrichment during water-rock interaction.  
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Relationship between log (K2/Mg) and log (K2/Ca) was also plotted for the five samples to estimate 
the temperature at water-rock equilibrium and partial pressure of carbon dioxide (pCO2) of 
geothermal liquids (Figure 4(b)). Tuttle-well sample was in a partial equilibrium condition at 
temperature around 90°C. All produced water samples (PW-1, PW-2, and PW3) were in immature 
conditions. Immature water is mainly controlled by water–rock interaction and requires short 
residence time to gain temperature at depth (or more time to reach the surface). In such 
hydrogeological conditions, it is unlikely that waters could attain chemical equilibria with host 
rocks. 

 

(a) 

 

(b) 

Figure 4. Cation geothermometers for estimating the geothermal resource temperature: (a) K-Mg-Na ternary 
diagram (modified from Giggenbach, 1988) for the four selected water samples in the area Tuttle and 
Grady County and (b) relationship between log (K2/Mg) and log (K2/Ca) for Tuttle well sample, selected 
produced and ground water samples from South Grady County wells 
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In addition to the reservoir temperature estimation, geothermal fluid type and scaling potential 
were analyzed using the fluid chemistry data. For produced water chemical analysis, 15 samples 
from wellhead and 32 samples from separator were collected from oil and gas wells in Grady 
County. Similarly, for chemical analysis of groundwater 22 samples were collected from nearby 
water wells penetrating sandstone aquifers. The collected data was then plotted on a Piper diagram, 
which graphically represents major cations and anions of water analyses expressed in percentage 
of parts per million (% ppm) or milligrams per liter (mg/L) in three diagram panels shaped by a 
mesh of equal-sized triangular cells, two triangular and one rhomboidal (Figure 5). Cations (Ca2+, 
Mg2+, Na++K+) and anions (SO4

2−, CO3
2− + HCO3

−, Cl−) were represented in the triangular panels 
and then projected onto the central rhomboidal panel for cationic-anionic facies identification. The 
results showed that the geothermal brine is expected to be Sodium-Potassium-Chloride-Sulfate 
type. Such water may be a mixture of alkali chloride water and acid sulphate water, or it can arise 
from the oxidation in alkali-chloride water or dissolution of S from rock followed by oxidation. 
The chemistry of produced water samples from the separator was very similar to the groundwater 
chemistry. As Bicarbonate (HCO3) concentrations were low (~200 mg/L) and the expected 
production temperature was moderate (~ 70 °C), calcite scaling is not expected within the wellbore 
and production pipeline. The chemistry results of samples taken from the separator were very 
similar to the chemistry of groundwater sample; thus, mixing of groundwater and produced water 
would not be expected to change the chemical characteristics of the geothermal brine as a heat 
transfer fluid. 

 

Figure 5. Piper diagram representing the geochemical characteristics and brine types of produced water and 
groundwater in Grady County, Oklahoma 
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4. 3D Subsurface Geology and Temperature Distribution Modeling 
In addition to the reservoir characterization using geochemistry, subsurface geology and 
temperature distribution are important for demonstrating geothermal resource potential. The 
temperature distribution directly addresses the potential of geothermal energy at desired depth, 
while subsurface formations and lithologies are more closely related to fundamental backgrounds 
on performance and efficiency of the geothermal system in terms of the resources’ hydraulic and 
thermal properties (e.g., permeable rock or impermeable rock). An accurate model of geological 
and geothermal variables such as lithology, temperature, pressure, porosity, and permeability, is 
important to understand the geothermal resource potential (Akar et al, 2011).  In this section, 
subsurface geology and temperature distribution in southern Tuttle area were three-dimensionally 
modeled using Leapfrog Geothermal, which is a commercial software for building and analyzing 
conceptual models in 3D. 

The Oklahoma Geological Survey has been compiling an interpreted fault map based on oil and 
gas industry data and published literature (Johnson and Luza 2008; Marsh and Holland 2016). 
Although Johnson and Luza (2008) indicated no major fault exists in the study area (Figure 2(a)), 
the Oklahoma Geological Survey’s comprehensive fault database (Marsh and Holland 2016) 
demonstrated there are two faults near the study area (Figure 6(a)). However, due to limited 
information (e.g., fault type, strike, and dip), the faults were excluded in the modeling assuming 
lateral continuity. Instead, four boreholes were added to the four targeted wells (total eight wells) 
to extend the modeling region from the geothermal energy production area (i.e., four targeted 
wells) to the end users (i.e., two schools and nearby houses). For the eight wells, well logging that 
includes location, elevation, bottomhole depth, formations, and lithologies was collected from 
OCC Oil and Gas Conservation database and the operator of the four targeted wells. Since the 
eight O&G wells have been operated mainly in relatively older geological formations around 3 km 
in depth, the formation and lithology information were limited for younger formation between 0 
km and 1.5 km (e.g., Permian in Figure 2(c)). For a full range of subsurface modeling from 0 km 
to 3.5 km, the eight borehole logs were thus combined with the information additionally obtained 
from nearby O&G wells (within 1 mile distance) where the information on young formations is 
available as well as previous studies (e.g., stratigraphic column in Figure 2(c)), assuming the lateral 
continuity. 

For the surface topography, digital elevation model (DEM), which is a 3D graphical representation 
of ground topography, was generated for the study area using the National Geospatial Program 
tool of United States Geological Survey (USGS) (Figure 6(b)). Then, the DEM was processed 
(e.g., resizing, coordinates) in QGIS, which is a geographic information system (GIS) software, 
and imported as 3D topography combined with USGS Topo surface map in Leapfrog Geothermal 
(Figure 6(b)). For temperature distribution modeling, geothermal gradient near the study area, 
approximately 2.7 miles away from the targeted wells, was also incorporated with ambient 
temperature and the borehole logs. 
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(a) 

 

(b) 

Figure 6 Study area used in the subsurface conceptual modeling: (a) location of four additional wells and two 
faults in the study area, (b) four targeted wells in digital elevation model (DEM), and (c) USGS Topo 
map overlaid on the DEM 
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The 3D conceptual subsurface model is representing the geological formations tops and 
temperature profiles incorporated with the eight borehole logs (Figure 7). Similar to the regional 
formation and lithology described in the literature review section, the 3D geological modeling 
results represented the study area consists of sedimentary formations and lithologies, including 
Tonkawa, Oswego, Layton, and Cottage Grove sandstones represented by dark blue, green, hot 
pink, and blue colors, respectively (relatively younger formations) and Mississippian and Hunton 
limestones represented by orange and light blue colors, respectively (relatively older formations). 
This result implies that the reservoir has relatively higher porosity approximately ranging between 
12% and 22% and higher permeability approximately ranging from 7.63E-20 m2 for fine sandstone 
to 3.90E-14 m2 for coarse sandstone (Wang and Park 2002; Tanikawa and Shimamoto 2009; Zhang 
et al. 2016). That is, conventional hydrothermal geothermal systems may be thus suitable in the 
study area, instead of enhanced geothermal system (EGS) or closed-loop geothermal system. 

Although the subsurface temperature was estimated using cation geothermometers and regional 
geothermal gradient without actual temperature measurements in the targeted wells, the subsurface 
temperature distribution visually showed geothermal energy is available at around 90 °C 
temperature at 3 km depth where geothermal energy production is targeted (Figure 7(c)). This 
result implies that the geothermal resources may be exploited for direct-use applications, including 
heating and cooling systems in the targeted two schools and nearby houses. For example, the 
geothermal fluid around 80 °C can be used for both space heating and cooling using radiators and 
absorption chillers where the geothermal energy can be used to drive the cooling cycle. 

      

(a)        (b) 
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(c) 

Figure 7. 3D subsurface modeling: (a) lithology and formation logs in eight boreholes, (b) subsurface geological 
modeling, and (c) deposit contact surfaces with the wellbore temperature distribution 

5. Summary and Conclusion 
In this study, subsurface geochemistry, geology, and temperature were characterized to 
demonstrate the potential of geothermal energy production from four existing oil and gas wells in 
Tuttle, Oklahoma. The subsurface geology model indicated that the study area primarily consists 
of Permian to Mississippian sandstone and limestone formations, implying a porosity up to ranging 
between 12% and 22% and a permeability up to 3.90E-14 m2 (≈ 40 millidarcy) in certain levels of 
the reservoir. The reservoir temperature is expected between 80 °C to 95 °C at 3.3 km depth, which 
was aligned with the regional temperature gradient of 22.8 °C/km. Chemical geothermometers 
also estimated the reservoir temperature at 3 km depth around 90 °C. The geochemistry analysis 
indicated the geothermal fluid mainly consists of Sodium-Potassium-Chloride-Sulfate with higher 
Ca and Mg concentrations and lower Na/K ratio possibly due to mixing and intrusion of 
groundwater, implying lower calcite scaling expected within the wellbore and production pipeline. 
The 3D subsurface geological model represented the expected geological formation and 
temperature at depth. Investigation of subsurface geology and geochemistry provided essential 
information for the geothermal energy production potential in the study area. By repurposing 
existing oil and gas wells for the geothermal energy production, the new system will bring 
environmental and economic benefits to the community, including new job opportunities. Detailed 
techno-economic performance of the repurposed energy system will be further discussed in a 
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separate article at 47th Geothermal Rising Conference. This study will be also extended with the 
system techno-economic analysis for a full feasibility study. 
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ABSTRACT 

The increasing demand for clean and renewable energy sources has sparked interest in exploring 
unconventional ways to harness the Earth's natural heat energy. One such approach is repurposing 
inactive oil and gas wells for geothermal energy production, which presents a promising 
opportunity to achieve sustainable and cost-effective energy solutions. This research focuses on 
the feasibility study of repurposing oil and gas wells to extract geothermal energy in Oklahoma. 
The study starts with analyzing petrophysical data from electric logs to evaluate the geothermal 
potential of selected wells. A 3D reservoir grid was generated with heterogeneous petrophysical 
data. Then, numerical simulations were conducted to assess the reservoir's production 
performance, enthalpy production, temperature, and pressure decline. The simulations provide 
valuable insight into the feasibility of utilizing inactive wells for geothermal energy production. 
The heat energy extracted from the reservoir is intended to be used for providing geothermal direct 
use to public schools in Oklahoma. The potential economic and environmental benefits of the 
proposed approach are also evaluated. The findings suggest that repurposing inactive oil and gas 
wells for geothermal energy production is technically feasible and increase its financial viability 
in a low enthalpy region like Oklahoma. The results of this study can serve as a valuable reference 
for future research and development of sustainable energy solutions that utilize existing oil and 
gas infrastructure for geothermal energy production. 

1. Introduction 
Geothermal energy is considered a valuable renewable and clean energy source. Geothermal 
energy is generated by drilling wells in high-temperature formations and transferring the Earth's 
heat using a circulation of fluid produced from the geothermal reservoirs or injected from the 
surface (Finger and Blankenship, 2010). There are many uses for geothermal energy, such as 
electricity generation and direct-use applications. Direct-use applications in the geothermal 
industry aim to extract the Earth's heat and use it directly for heating/cooling residential and 
commercial buildings and other purposes. According to the recent Residential Energy 
Consumption Survey (RECS, 2011; 2012), 48% of the energy in U.S. homes was consumed for 
heating and cooling. This high percentage creates a high potential for geothermal heating and 
cooling applications. Unlike other renewable and clean energy sources, geothermal energy 
provides sustainable baseload power throughout the day and year.  
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With the growing environmental concerns, the number of geothermal exploration and drilling 
projects to access geothermal reservoirs has significantly increased in the last decades (De Angelis 
et al., 2011; Khankishiyev et al., 2023; Kiran and Salehi, 2020; Reinsch et al., 2015). Oil and gas 
wells no longer producing put additional stress on oil companies in that they must be plugged 
entirely. Plugging non-producing wells is extremely important to prevent hydrocarbon leakage, 
which is a significant environmental threat if well abandonment is not adequately achieved 
(Groom, 2020). The plugging process requires a workover rig and a mechanical plug or cement 
pumped into the wellbore. Depending on the number of plugs to be set in the well, the plugging 
process usually takes two days to a week, costing oil companies huge time and resources with no 
return on the investment. The cost of drilling operations ranges between 40-60% of the total cost 
of geothermal projects, putting more burden on the geothermal industry (Bavadiya et al., 2019; 
Randeberg et al., 2012; Vivas et al., 2020; Vollmar et al., 2013). Therefore, utilizing the abandoned 
oil and gas wells for geothermal applications would save considerable time, effort, and resources 
usually spent on drilling operations in geothermal projects, making the geothermal projects more 
feasible and profitable. 

This paper presents an example of deep direct-use applications in Oklahoma, where oil and gas 
wells are being utilized for energy generation. The main concept of this project is to repurpose oil 
and gas wells to extract geothermal energy for heating and cooling three public schools in Tuttle, 
Oklahoma. The selected wells are inactive wells. The geothermal resources in the area are 
characterized in this paper using a preliminary reservoir simulation study to select the optimal 
energy extraction scenario.  

2. Field Description and Geological Setting  
Tuttle is located twenty-seven miles southwest Oklahoma City, and lies over the Grady county, 
Oklahoma (Figure 2.1), Anadarko basin. 

 

 
Figure 2.1 Map of counties in Oklahoma (modified from Northcutt and Campbell. 1995) 
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The area of our study comprises the Tuttle elementary, middle and high schools, buildings to which 
we aim to provide energy with our project. Four wells were identified within the site location, and 
the well will be identified as Well 1, Well 2, Well 3 and Well 4 (Figure 2.2). These wells have 
been drilled to an average of 11,000 feet in MD with an average temperature of 130°F in the target 
zone at 6,500 ft, which makes geothermal direct-use projects viable. Detailed information related 
to these wells was retrieved from the ENVERUS platform (Table 1). 

 

 
Figure 2.2 Site location (courtesy Google Earth) 

 

Table 1 : Well information 

Well 
Name 

Operator Profile Primary 
objective 

Spud 
Date 

Completion 
Date 

MD 
[ft] 

TVD 
[ft] 

Casing 
Size 

Completion 
Formations 

Well-1 Blue 
Cedar 
Energy 

Vertical Gas 1/26/85 6/25/85 10700 10700 5.5" Skinner 
Osborn 

Well-2 Vertical Oil 9/24/04 4/10/05 11180 10950 5.5" Skinner 
Mississippia
n 
Hunton 

Well-3 Directional Oil 3/7/02 9/6/02 12737 12603 3.5" Mayes 
Hunton 
Simpson 
Viola 

Well-4 Vertical Oil 3/19/03 3/19/03 10981 10981 5.5" Mayes 
Hunton 
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Regional geology and reservoir properties 
The Anadarko basin is one of the deepest (40,000ft of sedimentary rock) and most prolific 
hydrocarbon producers (5.1 billion bbl. of liquids and 135 trillion cubic feet, total gas, ultimately 
recoverable) in the continental United States (Ball, 1991). It is bounded by on the east by the 
Nemaha uplift; on the southeast by the Arbuckle Mountains and Ardmore basin; and on the south 
by the Wichita Mountains and Amarillo uplift. 

In the Anadarko basin, the Southern Oklahoma province is a mature petroleum-rich province of 
Paleozoic age located in south-central Oklahoma (Ball, 1991). The geological evolution of the 
Paleozoic rocks that underlie the interest area is presented in Figure 2.3. The oldest (and deepest) 
formation is the Viola, an Ordovician unit composed mainly by Limestones deposited in Shallow 
and deep marine environments. A similar unit in the composition is the Hunton, deposited after 
the Viola in the Silurian-Devonian age. Upper in the section, we find the Mississippian units like 
Springer (sandstone) and the Mississippi (limestone, siltstone). Younger units considered for the 
study belong to the Pennsylvanian time (Skinner, Prue, Osborne-a.k.a. fifth Deese) composed of 
sandstones and shale. These formations are the typical hydrocarbon objectives; however, younger 
and shallower formations, the Haskell group, are the primary objective of this project. 

 

 

Figure 2.3 Anadarko basin cross section (from miracosta.edu, 2017) 

 

The formations that are potential targets for the present project include the Haskell Lime, Haskell 
Sandy Lime, Haskell Sand, Hoxbar Lime, Boyd Sand and Belle City Lime. The mentioned 
formations will be included in the reservoir characterization model. Table 2 summarizes the 
reservoir properties of the primary objectives selected for the present project. 
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Table 2: Reservoir Properties 

Property Haskell Lime FM Haskell Sandstone-Lime 
FM 

Lithology Limestone, ~6500’ MD Sandstone and Limestone, 
~6600’ MD 

Expected Formation 
Temperature 

130°F 130°F 

Structure Excellent lateral continuity Less consistency in lateral 
continuity 

Reservoir Description 30’ connected, blocky, 
porous and permeable zone 

12’ – 35’ partially connected, 
laminated, porous and 
permeable sands and sandy-
lime sequences. 

Porosity Expected 8% porosity 12% - 17% porosity (better 
porosity than Haskell Lime 
above) 

Permeability Expected Very good permeability from 
microlog and res curves 

Very good permeability from 
microlog and res curves 

Formation Top Marker 190+’ above Top of Hoxbar 
Lime 

100+’ above Top of Hoxbar 
Lime 

 

Geothermal Gradient 

Geothermal gradient is the rate at which the temperature increases as a factor of depth in the Earth. 
Previous studies in Oklahoma, mostly map-based reflect a general trend of increasing geothermal 
gradients from SW (14°-20°C km) to NE (26°-42° km). After the map elaborated by the Oklahoma 
Geological Survey in 1984 (Figure 2.4), a zoomed-in view is provided to show how the 
geothermal gradient for the study area is between 22.6°C/ km and 22.8° C /km. These gradients 
were determined from reliable temperature data at different depths according to the map legend. 
In the work performed by Kwong-Shun (1975), the study area lies on the 1.2 ̊ F/100km geothermal 
gradient area. Additionally, Cranganu et al. (1998) pointed out that heat flow is a better indicator 
of the thermal state of the crust and upper mantle. They used well measurements and corrected for 
anisotropy, temperature, and porosity. Their results show a range for in situ thermal conductivity 
estimates of 70-80 m W m-2.  
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Figure 2.4. Geothermal gradient of central Oklahoma (Modified after The Oklahoma Geological Survey 
(1984). Study area represented by a red dot. 

 

To perform the case simulations, it is important to know the subsurface temperature, the 
geothermal gradient, and the surface average temperature in the area. Figure 2.5 shows the 
average monthly surface temperature in Tuttle, Oklahoma which is around 89.5˚F in the hot 
season and 53˚F in the cold season.  

 

Figure 2.5.   Average surface temperature in Tuttle- Oklahoma per month. Source: © WeatherSpark.com 
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3. Reservoir Characterization and Modeling   
Reservoir characterization and modeling involve understanding petrophysical properties, thermal 
properties, reservoir fluids, and geothermal gradient. Besides geology, hydrogeology also plays an 
essential role in determining the feasibility of geothermal applications. Geological characteristics 
significantly affect the energy extraction and well integrity, while pertinent knowledge of 
hydrology is required to provide water resources for the system and should be considered in the 
project environmental impact. 

Description of software applications selected for modeling and workflow 
For this project, the workflow with software applications selected for modeling the existing wells 
is presented in Figure 3.1. The well logs were obtained from the Enverus (Drilling info, 2022) 
database. The software for generating the petrophysical models are commonly used and widely 
accepted. The reservoir simulation will be performed in CMG using the module STARS. This 
module uses an equation of state to model the heat transfer through porous media and simulates 
fluid production, enthalpy production, and heat depletion.   

 

 

 
Figure 3.1 Reservoir modeling workflow 
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Petrophysical Analysis 
In this study, well logs from 4 wells, the Well-1, Well-2 Well-3 and Well-4, were utilized to 
analyze and constrain the localized property distributions. First, wells needed to meet a minimum 
requirement; open hole wireline and triple combination log suite. The wells contained a 
combination of logs that were used to generate petrophysical properties. Well logs include gamma-
ray log (GR-GAPI), caliper log (CALI-inches), spontaneous potential log (SP-mV), resistivity logs 
(RDEEP-ohms), bulk density logs (RHOB- g/cc), neutron porosity log (NPHI- v/v) and 
photoelectric factor (PE- b/e). Not all wells contained the same logs, but for the analysis, it was 
evaluated logs that are present in at least 3 of the four wells, to interpolate and extrapolate the 
properties throughout the model. 

For reservoir porosity determination, a combination of the gamma-ray (GR_GAPI) and bulk 
density (g/cc) -to neutron porosity (NPHI_ft3v/ft3v) separation were utilized. Density, neutron, 
and neutron density porosities were used to compare with GR-GAPI, photoelectric (PE) and SP-
mV to perform an initial quality check. Permeability was calculated using the Wyllie-Rose method 
and is shown in Figure 3.2. Permeability was corrected by negative values before building the 3D 
models. Bulk density log (RHOB- g/cc) variation was used to evaluate the total porosity in the 
following equation, where the fluid density is assumed to be 1 g/cc (since we are targeting the 
water zone): 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙)− 𝜌𝜌𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑣𝑣𝑣𝑣𝑏𝑏𝑏𝑏𝑚𝑚𝑣𝑣 (𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙)
𝜌𝜌𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙)− 𝜌𝜌𝑓𝑓𝑏𝑏𝑏𝑏𝑚𝑚𝑓𝑓 (𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑙𝑙𝑙𝑙𝑙𝑙)

            (1) 

 
Permeability was calculated using the Wyllie-Rose method using the calculated porosity and the 
calculated irreducible water saturation, and the Morris-Biggs coefficients (kw, d and e) using the 
following equation: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝐾𝐾𝐾𝐾 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑓𝑓

𝑆𝑆𝑆𝑆𝑖𝑖𝑣𝑣
            (2) 

Permeability was corrected by negative values before building the 3D models. Petrophysical 
properties calculated for the Well-2 is shown in Figure 3.2. The same process were conducted 
with the rest of the wells to be added into the reservoir model.  
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Figure 3.3 Petrophysical analysis for Well-2 from Techlog software. 

 

Model Formation Tops and Surfaces 
Formation tops were defined by the geology team from Blue Cedar. They were interpreted based 
on the geological knowledge of the area, using the regional geological model and well logs. Using 
the Converge Interpolation algorithm in Petrel, there were generated the surfaces of the 5,900 ft 
marker, Hoxbar (HXBR), Haskell Sand (HSKL SD), Haskell Sandy Lime (HSKL SDLM), Haskell 
Lime (HSKL), Boyd Sand (BOYD), and Belle City Lime (BLCT). The color map of surfaces show 
deep section in purple to warmer colors in shallow sections, showing that the surfaces are dipping 
from east to west (Figure 3.4).   
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Figure 3.4 Reservoir model surfaces. 

Model Grid 
8 grid zones representing each formation were generated from 9 horizons. The grid was generated 
with cell in 50 ft x50 ft in the x-y axis, considering that the wells are relatively close each other. 
For the zones considered reservoir, the layering in z-direction was generated every 2 ft. For the 
non-reservoir the interval the layering was generated every 10 ft. In the Figure 3.5 the model grid 
is shown. In the left image of Figure 3.5, it the difference of refining in cell layering is visualized.  
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Figure 3.5 Reservoir gridding details 

Cross-sections and lithology upscaling 
Figure 3.6 depicts a cross-section of the 4 wells, and how the lithology changes between the 
surfaces of interest. The lithology model was generated based on GR logs, establishing a cut-off 
between shale and non-shale (sand and limestones) readings. The Sequential Indicator Simulation 
(SIS) algorithm in Petrel was used to upscale the logs. The SIS algorithm is a geostatistical method 
used to generate multiple realizations of a geological property, such as porosity or permeability, 
that honors the known data and spatial correlation of the property. The algorithm works by 
breaking down the data into indicator variables, which represent the presence or absence of the 
geological property in each cell of the model. These indicator variables are then simulated using a 
sequential approach, where each cell is simulated one at a time based on its spatial relationship 
with neighboring cells. To use the SIS algorithm to upscale well logs, the logs are first imported 
into Petrel and assigned to the appropriate wells in the project. The logs are then used to build a 
geological model, which represents the distribution of the well log property in three dimensions. 
The model is constructed by dividing the subsurface into a grid of cells, with each cell representing 
a small volume of the subsurface. 
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Figure 3.6 Cross-section of the Tuttle project wells, including the lithology log upscaled. 

Due to the fine layering, as seen in Figure 3.6, and the stochastic approach of the SIS algorithm, 
the proportions of shale and the proportions of sand-limestone are honored as presented in 
Figure 3.7. The formation of better proportions of potential rock reservoirs are the Haskell Lime 
(HSKL), and the Haskell Sandstone-Limes (HSKL SDLM). 

 
Figure 3.7.   Proportions of shale and sand-limestone per zones. 
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Lithology Model 
Once the lithology log was transferred to the grid cells, SIS was used to transfer the data into the 
3D grid. In Figure 3.8, the 3D lithology model is depicted. The 8 zones of the model are 
presented, where the zone of interest (HSKL and HSKL SDLM) is bounded by shale intervals.  

   
Figure 3.8.   3D Lithology model. 

Figure 3.9 shows transversal images around the center of the 3D model from the south and the 
east. In red rectangles and red arrows, the productive interval is highlighted. Having the formation 
of interest bounded by shales benefits the water circulation process. In the same way, the cold front 
of the water reinjection can potentially move faster. In that case, numerical simulation will provide 
an initial perspective about the breakthrough time, and how this is going to affect the performance 
of the system.  

 
Figure 3.9.   3D Lithology model in symbox view [top images in black background], and a 3x vertical 

exaggeration [low images in light gray background]. 
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4. Heat Production Modelling  

The model was simulated in the CMG-STARS software to model the enthalpy production over 3 
years (potential lifespan of the project). The enthalpy production is calculated in CMG-STARS by 
solving the energy balance equation for each grid block in the reservoir. The energy balance 
equation takes into account the heat transfer between the grid blocks, the heat exchange due to 
fluid flow, the heat exchange due to phase changes, and the heat exchange due to chemical 
reactions. The heat exchange due to fluid flow is calculated using Darcy's law, which relates the 
fluid velocity to the pressure gradient in the reservoir. The heat exchange due to phase changes is 
calculated using thermodynamic relationships that describe the phase behavior of the fluids in the 
reservoir.  

Once the enthalpy production is calculated for each grid block, the temperature distribution in the 
reservoir can be determined by solving the heat conduction equation. The temperature distribution 
is then used to calculate the viscosity, density, and other thermodynamic properties of the fluids in 
the reservoir, which are needed for further simulation of the fluid flow and heat transfer in the 
reservoir. The grid targeted the specific area of interest to reduce the computational time of the 
simulation. The CMG model includes the four wells of the project  (Figure 4.1). Multiple 
simulations were run to obtain the enthalpy production from the reservoir at a rates of 2000 
bbl./day for the injector and the producer. 

      

Figure 4.1.   CMG Grid. 

To de-risk the uncertainty of the heat transfer restrictions due to the short distance between wells, 
the cold front evolution was modeled for 3 years. In Figure 4.2 it is observed that the cold front 
that moves from the injection well will not affect the enthalpy production during 3 years.  
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Figure 4.2.   Cold front plume after 3 years of cycling. 

 

Without any secondary recovery system or well stimulation, injection at a rate of 2000 BPD, allows 
an enthalpy production of 26 MMBTU/day. 

 

 

 

 Figure 4.3.   Enthalpy production during 3 years of cycling. 
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5. Future Work 

The calibration of the geothermal cycling model will be performed based on the outcomes obtained 
from pressure transient tests, ensuring a reliable representation of the reservoir behavior. Given 
the continuous injection nature of geothermal cycling, the model will be further enhanced by 
migrating it into a comprehensive 3D model using the advanced JewelSuite modeling software. 
This software integrates real-time reservoir data with dynamic 3D geomechanics, enabling a more 
comprehensive understanding of the system's behavior. 

A key objective of this integrated approach is to closely monitor the potential occurrence of 
induced seismicity, a phenomenon associated with geothermal operations. By incorporating real-
time data into the model, it becomes possible to actively observe and mitigate geohazards 
associated with seismic activity. This includes monitoring parameters such as pressure changes, 
temperature variations, and fluid flow rates, which are crucial for early detection and prevention 
of potential geohazards. The integration of real-time data into the geothermal cycling model not 
only enhances the understanding of the reservoir dynamics but also enables proactive measures to 
be taken in response to any observed changes or anomalies. This approach empowers operators to 
implement timely mitigation strategies, such as adjusting injection rates or modifying operational 
parameters, to ensure the safe and sustainable operation of the geothermal system.   

Conclusions 
This study evaluated the viability of repurposing abandoned oil and gas wells for geothermal 
applications. The study utilized well logs from four wells to analyze and constrain localized 
property distributions, and formation tops were defined based on the geological knowledge of the 
area. The lithology model was generated using the Sequential Indicator Simulation (SIS) algorithm 
to upscale the logs, and a 3D lithology model was created to simulate the enthalpy production over 
three years. The study found that the geothermal resources within the project area are sufficient to 
supply the targeted end-users, and a water production rate of 2,000 bbl./day can provide adequate 
energy (26 MMBTU/day) to heat/cool the targeted end-users. The study also found that the 
produced energy can be controlled by adjusting the water injection/production rate. Overall, the 
study demonstrated that repurposing abandoned oil and gas wells for geothermal applications is a 
promising approach for sustainable and renewable energy production. 
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ABSTRACT  

Geothermal electric power has the potential to contribute significantly to a sustainable energy 
future as the world transitions from fossil fuels to renewable energy sources. Conventional 
geothermal power operations access hot fluids in permeable rocks, but the concept for “energy 
everywhere enhanced geothermal system (EGS)” is to drill deep enough to reach high temperatures 
that exist in deep, impermeable, crystalline rocks. An EGS extracts heat from hot rocks at depth 
and moves it in a fluid to the surface where it can be converted to electrical power. There are no 
producible fluids in those rocks, and creating an effective fluid transport system requires the 
drilling of injection and production wells and connecting them using fracture stimulation. Heat 
extraction occurs by conduction from the fracture surfaces into the fluid as it moves through the 
fracture network, and the amount of heat that can be extracted is a function of the surface area in 
contact with the fluid and the fluid volume that can pass through the fracture network. The current 
challenge to EGS is to prevent the channeling of fluids into large aperture fractures and diminish 
the life of the system. In this study, we aim to improve the sweep efficacy by using a bio-polymer 
blocking agent to selectively reduce the unfavorable flow capacity of fractures that cause the most 
severe channeling. The concept is that the bio-polymer blocking agent can reduce or eliminate 
channeling through the most conductive fractures while diverting aqueous fluids through less 
conductive fracture pathways.  

1. Introduction 
Cement and mechanical devices often work well for problems that occur directly at the wellbore 
if the developed fracture orientations unexpectedly jeopardize the fluid’s flow path; however, 
specialized methods are needed when the problem’s source is beyond the well. A few sweep-
improvement methods for geothermal energy recovery have been recently reported: steam 
injection using insulated tubing method for heavy oil wells and geothermal wells (Brown et al. 
1980), mixed CO2-water injection for simultaneous geothermal energy production and subsurface 
carbon dioxide storage (Wahanik et al. 2010), and well placement optimization using permeability 
anisotropy analysis (Talebian et al. 2020). Several methods have been studied and employed in 
field applications to improve the sweep efficiency of oil/gas fossil energy reservoirs. The primary 
methods include: (1) polymer floods (Seright et al. 2003; Sydansk and Romero-Zeron, 2011) and 
(2) gel treatments (Seright and Brattekas, 2021). However, for a geothermal reservoir with low (< 
10 md) permeability oil/gas reservoirs where there is geothermal potential development, the 
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aforementioned methods may not be feasible if the reservoir condition is different; for instance, if 
light oil is present. 

This paper is suggesting a new method of improving geothermal sweep efficiency using four 
scenarios for low permeable geothermal formations (10-md rock), including:  

(1) Geothermal reservoir fracture system characterization.  

    (2) Long-term stability of potential gels formulations identification that will be sufficiently 
stable for reservoir temperatures. 

    (3) Flow behavior study of promising gels in severe fractures and porous media under the 
described conditions. 

(4) Geological and numerical model building to determine the optimal means for applying 
polymer treatments for heat flowing.  

More detailed studies will be reported as each scenario progresses in the future by research 
participants from multiple disciplines.  

2. Mythologies and Theoretical Expectations 
2.1 Fracture System Characterization 

Several techniques to detect fractures in subsurface formations have been summarized by Tiab and 
Donalson (2012) using core sample descriptions, well-logging, borehole electrical images, and 
mud invasion loss through rock porosity and permeability changes, especially based on pressure 
change vs. time.  In this paper, a specific geothermal reservoir from Deadwood Formation will be 
our primary target for fracture distribution evaluation based on the outcrop rock observation and 
production well analysis.  

The method to assess the significance of fractures using fluid production analysis is to compare 
the actual injectivity or productivity index for a well (q/Δp) to the value calculated using Darcy’s 
equation for radial flow around a wellbore (Wang et al., 2008).  

     ∑=∆ )]/ln(/[/ we rrkhpq µ
                                                                                                                                       (1) 

If the left side of Eq. 1 is substantially greater than the right side, a fracture or fracture-like feature 
probably intersects the well. On the other hand, if the left side of Eq. 1 is less than or equal to the 
right side, fractures may not contribute significantly to the well’s flow capacity.  

For those wells where fractures are present, injectivity or productivity indices can be used to 
estimate fracture widths (wf). 

     2/)]}/ln(/[)]/({[ fwemfff Lrrkphqwk −∆= µ
                                                                                                  (2) 

     
3/1)(49.1)( fff wkmmw =

                                                                                                                                              (3) 

Where, kf is the effective fracture permeability, md; wf is fracture width, mm; q is the total fluid 
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injection or production rate, bbl/day; µ is the fluid viscosity, cp, Δp is the well-formation pressure 
difference , ft; hf is the fracture height, mm; Lf is the fracture half-length, mm; km is the effective 
permeability of the porous rock, md; re and rw are the external drainage radius and the wellbore 
radius, m, respectively. We assume that fractures with widths greater than 1 mm may qualify as 
severe fractures 

2.2 Bio-polymer Development and Stability  

Polymer properties, especially their stability and ability to penetrate porous rock, are important for 
sweep improvement and conformance methods. Polymer flooding and conformance improvement 
using polymeric gels are some of the few effective methods to improve sweep efficiency in 
unfractured reservoirs with unfavorable displacing/displaced phases, assuming the polymer 
solution is the displacing phase and hot water is the displaced phase, mobility ratios, and some 
degree of heterogeneity (Willhite and Seright, 2011). However, polymer floods have challenges 
that must be overcome before they are applicable to hot, low-permeability reservoirs. The first 
challenge is that the polymer must be sufficiently stable.  

Biomass-derived bio-polymers can be an excellent option for energy storage applications. Lignin, 
a naturally occurring aromatic heteropolymer, is one of the main building blocks of lignocellulosic 
biomass, providing structural integrity to plant cell walls (Ragauskas et al. 2014). In this paper, 
polymerization by grafting of the polymer is employed using ammonium persulfate as the initiator 
to produce polymeric radicals. The propagation reaction is carried out with acrylamide to produce 
a modified gel. This reaction can be terminated by reacting to the modified gel with a formulated 
crosslinker to enhance the chemical property of the modified gel for the application process. The 
following bio-polymers are under-developed and will be tested for the goal of this study, including 
cornstarch, hydroxyethyl cellulose, methyl cellulose, scleroglucan, and diuta, as shown in Figure 
1. 

 

Figure 1: Bio-polymer materials illustration for gel-forming 
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The fluid transit time through a geothermal reservoir is projected to be hours to years for water 
breakthrough (Kocabas and Horne, 1990). Therefore, there is hope that bio-polymer gels, which 
are being developed and tested at the University of North Dakota (UND), will be sufficiently 
stable for geothermal applications.  

2.3 Fluid-Flow Behaviors in Low-Permeability Rocks 

For the goal of bio-polymer treatment, the polymer gel must be able to readily penetrate low 
permeable formation rock to provide an effective polymer gel treatment. The large hydrodynamic 
volume of high-molecular-weight polymers makes them effective viscosifiers; however, it can also 
limit the pore-throat size through which a polymer can penetrate (Vela et al. 1976; Dann et al. 
1982; Wang et al. 2008; Seright, 2010.). Information on the bio-polymer properties, including 
plugging characteristics, rheology in porous media, and retention for a low-permeability rock as 
well as elevated temperature, will be obtained using core floods at temperatures of up to 130°C or 
higher.   

The bio-polymer treatment efficiency can be tested using the schematic of Figure 2.  Bio-polymer 
solutions will be injected into a fractured rock sample, which represents the characters of a 
geothermal reservoir and observe the pressure change. We are expecting the gelation to occur 
during the bio-polymer formulation passes through the porous media a with severe fracture 
present. Bio-polymer efficiency can be calculated by Darcy’s Law (Eq. 4). The increased pressure 
gradient indicates a positive potential of bio-polymer effectiveness.  

AP
Lquk p

•∆=
                                                                                                                                                               (4) 

Where, q is the flow rate, cm3/s; k is the effective permeability, Darcy (0.986923 µm2); A is the 
cross-sectional area of the core sample, cm2; ΔP is the pressure gradient, N/cm2; μp is the bio-
polymer viscosity, NS/cm2; and L is the length of the core sample, cm.    

 
Figure 2: Schematic of fluid-flow behavior using bio-polymer 

2553



Wang, Ji, Gosnold, Alamooti, Namie, Oni 

 
 

2.4 Geological and Numerical Modelling 

Geological models based on the potential of severe fracture profiles of geothermal reservoirs and 
structural geology in the target formation, then upscale them to numerical reservoir simulation 
models for geothermal sweep efficiency predictions using the outcomes from the laboratory tests. 
The well geometries and fracture orientations and distributions will be characterized using models. 
Bottom-hole-pressure (BHP) information will be measured or provided from previous oil/gas well 
records. A high-performance tool, JewelSuite, was developed by Baker Hughes. The models will 
focus on two goals based on the geothermal reservoir’s geological features: 

(1) How the displacement front is affected by the mixing zone during the migration of the polymer 
gels in various permeability reservoirs, especially for the low permeability zones. 

(2) Well spacing and well configurations optimization on hot water flow path streamlines based 
on the fracture distributions, including length and width of the existing system of natural or 
hydraulic fractures associated with a lateral/vertical well sourced from micro-seismic or well-logs.  

3. Preliminary and Anticipate Results 
The Deadwood is one of the several formations currently being evaluated by the Geothermal 
Consortium of UND for geothermal potential reservoir development. It is the deepest sedimentary 
unit with the Williston Basin, which overlies the Precambrian sequence, and was deposited during 
the Late Cambrian to early Ordovician. The average depth is over 5000 m, and temperature is 
ranged 120°C to 150°C. The major rock classifications are sandstone, limestone, dolomite, and 
conglomerate with six members as described in Figure 3. The average permeability ranges from 
10 md to 100 md.  

3.1 Preliminary Naturally Fractured Profile Observation 

Figure 3 illustrates the six members of Deadwood Formation, which has been produced in 
Deadwood Formation in North Dakota based on Well log analysis. Before core sample assessment 
from the Wilson M. Laird Core and Sample Library, rocks were collected from the outcrop of 
Deadwood Formation in South Dakota, as shown in Figures 4 to 9. Based on the observations 
during coring from these rocks, apparent natural fractures can be observed, especially from the 
Member E (Figures 5 and 6), were predominant by sandstone. As observed, the fracture width is 
about 1 mm and distributes across about the formation dip direction of 100⁰ degree to Northwest. 
The black material (Figure 5, left) indicates a pyrolucite mineral intrusion. As mentioned earlier 
in this paper, the existing fracture is our primary goal for sweep efficiency improvement.  
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Figure 3: Well log (#16376) illustration of Deadwood Formation 

 
Figure 4: Core   sample illustration of Member F of Deadwood Formation 

 

Figure 5: Core Sample illustration of Member E of Deadwood Formation 
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Figure 6: Fracture illustration of Member E of Deadwood Formation 

 

Figure 7: Core sample illustration of Member C/D of Deadwood Formation 

 

Figure 8: Core sample illustration of Member B of Deadwood Formation 
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Figure 9: Core sample illustration of Member A of Deadwood Formation 

 

3.2 Bottom-Hole-Temperature (BHT) Correction 

Thermostratigraphy method (TSTRAT) has been widely used to assess geothermal resources in 
sedimentary basins and create geothermal maps (Gosnold et al, 2010). This equation allows 
temperature calculation at a specific depth based on the known values of heat flow, formation 
thickness, thermal conductivity, and surface temperature. Thermostratigraphy relies on the 
assumption of conductivity and constant heat flow 𝑞𝑞, where the temperature gradient,  𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
   varies 

inversely with the thermal conductivity 𝜆𝜆 of the rocks using Fourier’s law, as described in Eq.5.  

           
λ

dz
dTq =

                                                                                                                                                                        (5) 

The temperature at a given depth can be calculated using the Eq.6: 
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                                                                                                                                                  (6) 

Where, T0 represents the surface temperature in °C, q represents the heat flow in mW/m², zi denotes 
the thickness of the formation in m, λi represents the thermal conductivity of the formation in 
W/(m·K). The summation (∑) encompasses the contributions of each formation layer. The 
temperature gradient (dT/dz) is implied in the equation. 

To address this issue in the Deadwood Formation, thermostratigraphy (TSTRAT) is employed to 
calculate the temperature distribution. The results are then compared with bottom-hole temperature 
(BHT) correction introduced by McDonald (McDonald et al, 2015) for further analysis. A new 
temperature profile correction of Well # 8005, which has been produced in Deadwood Formation, 
is illustrated in Figure 10.  

Based on Figure 10, we found that McDonald’s downhole temperature measurements is more 
inclined to be fit for the shallow depths compared to Deadwood and the Precambrian BHT. The 
mud circulation in the shallow formation correlates with McDonald's equilibrium temperatures 
based on well log analysis. Furthermore, for an equation development for the geological conditions 
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of Williston Basin, the upper and lower formations will require two different correction methods 
to accommodate the temperature profile difference. Therefore, TSTRAT will be employed for our 
continuing research on Deadwood and Precambrian BHT correction. This method will be validated 
against the work previously conducted by McDonald aiming to enhance the accuracy and 
reliability of temperature estimates in these geological formations. 

 
Figure 10: Bottom-Hold-Temperature (BHT) correction for Well #8005 

 

Further fracture width estimation will be conducted by the production index for the goal of 
treatment. The detailed temperature profile characterization and geochemistry analysis for the 
basis of bio-polymer stability application can be refer to the studies recently published by 
Alamooties and Namie (Alamooti et al, 2023; Namie et al, 2023). 

3.3 Initiation and Polymerization by Grafting 

The initiation process involves the production of radicals in preparation for graft polymerization 
with another monomer to achieve the stability of the polymer gels. The initiators of the reaction of 
potassium persulfate or ammonium persulfate. These initiators will produce the radical in which 
the Acrylamide /AM will be grafted. The polymers selected from Figure 1 are expected to be 
soluble in water. The procedures are considered for the synthesis and formulation of the polymer 
gel as illustrated in Figure 11. 

Bio-polymer gel gelation time and stability which contact with brine and at high temperatures 
(>120°C) will be presented in the future.  
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Step 1: Radical formation 

 

                                                                            Reaction One 

Step 2: Preparation of crosslinker 

 

                 Resorcinol         Trioxane 

Step 3: Polymer gel formulation 

 
Figure 11: Initiation and Grafting (Reaction one) and cross-linking formulating (Reaction Two) 
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3.4 Anticipated result 

As illustrated in Figure 12 by the numerical simulation conceptual model, aqueous polymer 
solutions can expand the heat flow streamlines to increase heat extraction without excessive 
pressure depletion in a sedimentary crystalline formation with heterogeneous strata and 
appropriate permeable zones. Blocking agents can reduce or eliminate channeling through the most 
conductive fractures while diverting aqueous fluids through less conductive fracture pathways. 
The subsurface pathway would be quickly cooled if cold water is injected into a formation, and it 
follows the most direct fracture pathway. Water can be diverted to contact hotter rock and sweep 
the hot-water reservoir better by selectively plugging part of the fracture pathway. We anticipate 
that the sweep efficiency of hot water production or heat recovery incremental factor will be 
enhanced by at least 5 to 10% for permeability zones greater than 100 md and 2 to 5% for the low 
permeable zones (<10 md) by using the proposed technology.  

 
Figure 12: Bio-polymer treatment illustration and water saturation changes before and after treatment 

 

4. Conclusion 

• Our technology will apply to any low-temperature geothermal reservoir where polymers or 
gels may improve sweep efficiency.  

• The results will lead to a substantially improved sweep in geothermal formations combined 
with the oil wells employed.  

• Recovery factors are less than 10% using existing approaches for current geothermal 
reservoirs. Increases in recovery factor in the range of 5-10% of the original geothermal energy 
in place or more are expected with our proposed technology, and a potential 6% efficiency 
increase of approximately 3 to 4 MW in a low temperature (120 – 150°C) geothermal 
formation. 

• Our technology should be beneficial to any hot reservoir where sweep efficiency is a problem. 
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ABSTRACT 

The Renewable Energy Potential (reV) model is a geospatial platform for estimating technical 
potential and developing renewable energy supply curves, initially developed for wind and solar 
technologies. The model evaluates deployment constraints, considering land use, environmental, 
and cultural factors, and estimates the distance to existing grid features to connect future plants 
(Maclaurin et al., 2021). A pressing deficiency in the reV model, however, is representation of 
geothermal electricity generation technologies. 

To address this gap, we developed a novel geothermal generation module for reV that allows for 
representation and analysis at the same level of detail as other renewable technologies. This paper 
describes our process for evaluating data sources for the modeling, and presents five preliminary 
reV geothermal results. More specifically, we present two sets of resource data that represent upper 
and lower bounds for geothermal potential. We then present several sensitivity runs using the upper 
bound resource data; the results are encouraging that levelized cost of electricity (LCOE) can be 
reduced by optimizing the location and estimated capacity of the spatially diverse geothermal 
resource while considering the distance to existing grid infrastructure.  

Our preliminary supply curves and levelized cost of electricity (LCOE) results should be 
considered with care due to the highly uncertainty in geothermal resource potential data. We 
present median LCOE values for the conterminous U.S. for five scenarios: four hydrothermal 
(3.5km depth) and one EGS (4.5km depth). The capital and operating costs for each respective 
technology are modeled. We also compare results using two different resource data sources. 
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1. Introduction  

Modeling the potential future deployment of renewable energy generation across the United States 
is a complex techno-economic equation that minimizes costs and maximizes power production, 
while abstracting considerations of siting constraints, environmental and ecological impacts, and 
social acceptance from local communities. This is a challenging optimization that has many 
potential solutions depending on the assumptions and scenarios in the model representation. In 
power system modeling at the National Renewable Energy Laboratory (NREL), these deployment 
considerations are represented between two models: The Renewable Energy Potential (reV) model 
and the Regional Energy Deployment System (ReEDS). The reV model is a geospatial platform 
for estimating technical potential and levelized cost of energy (LCOE) and for producing supply 
curves for renewable energy resources (initially wind and solar). The model evaluates land access 
constraints that represent siting considerations for plant development and estimate the distance to 
existing grid infrastructure. ReEDS is NREL’s flagship capacity expansion model, which models 
the future evolution of the bulk power system. ReEDS is a forward-looking model that optimizes 
future build-out and retirements of generators given a set of technology cost assumptions and 
electricity demand projections. ReEDS takes the reV supply curves as inputs to represent the 
available capacity, and associated plant performance and interconnection costs, to optimize the 
least-cost power mix that meets the scenarios constraints and operating requirements of the bulk 
power system (Ho et al., 2021). 

A pressing deficiency in the reV model is representation of geothermal electricity generation 
technologies to evaluate the potential at spatial parity with wind and solar. Because of this, the 
ReEDS model cannot represent geothermal technologies with an appropriate spatial fidelity 
compared to wind and solar. 

Since the U.S. transmission system was initially built to connect load with central fossil fuel power 
plants, access to transmission for renewable resources, which are spatially dependent, is an ever-
growing constraint. Geothermal resources are highly site dependent and, in some cases, developing 
new plants will require long and costly spur lines (or generation tie lines). Adequately capturing 
the potential investment costs is needed to evaluate geothermal generation potential against other 
technologies. The reV model simulates generation tie line routing and costs to connect hypothetical 
new plants to the existing transmission infrastructure (lines and substations). The reV model is the 
underlying geospatial engine that affords ReEDS the implicit high-fidelity representation of siting 
constraints and transmission access. This common framework will enable direct comparison and 
cost optimization for potential geothermal plants. 

1.1 reV Background 

The reV model couples directly with NREL’s System Advisor Model (SAM) to batch simulations 
of power production and costs for photovoltaic (PV), concentrating solar power (CSP), and land-
based and offshore wind energy technologies (Buster et al., 2023). The reV model is state-of-the-
art in technical potential and supply curve modeling and is an integral component of NREL’s 
capabilities to model the future evolution of the U.S. bulk power system, along with ReEDS and 
production cost and power flow models (Figure 1). Modules in the reV framework function at 
different spatial and temporal resolutions, allowing for assessment of resource potential, technical 
potential, and supply curves at varying levels of detail. The model was initially designed to focus 
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on spatially continuous and temporally variable renewable energy, such as wind and solar. 
However, the strengths of the model, particularly transmission access and land use considerations, 
also apply to other renewable energy technologies and the spatial and temporal characteristics of 
a generator do not preclude the representation in reV. 

NREL’s power systems models (including reV and ReEDS) are used to inform the deployment 
pathways for renewable technologies to meet clean energy targets set at the municipal, state, and 
federal levels. Additionally, many private and public utilities, system operators, and energy 
consortiums rely on NREL’s modeling capabilities to inform their strategic energy planning. 

 
Figure 1: reV workstreams. The first workstream uses resource data to calculate generation and LCOE; the 

second applies technical exclusions according to different land type and ecological features. 

The platform runs on NREL’s high-performance computing system, providing scalable and 
efficient performance from a single location up to a continent, for a single year or decades of time-
series resource data. The model is also configured to run on the cloud, specifically on Amazon 
Web Services. Coupled with NREL’s SAM, reV supports the analysis of long-term variability of 
renewable generation (e.g., interannual variability and exceedance probabilities), which is 
important for wind and solar, but less so for geothermal. 

1.2 New Capabilities 

This project brings representation of geothermal electricity generation closer to parity with wind 
and solar technologies in reV, and thus in downstream bulk power system models. The principal 
focus on abstracting real-world siting constraints and transmission interconnection costs for utility-
scale geothermal electricity plants is of high importance for developers, utilities, public land 
managers, and energy planners. The new geothermal module in reV relies on the U.S. Department 
of Energy’s Geothermal Electricity Technology Evaluation Model (GETEM) implemented in 
SAM (Blair et al., 2018). Modeling approaches are implemented for hydrothermal reservoir 
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systems and enhanced geothermal systems (EGS). We have developed the module to be flexible 
and extensible such that geothermal supply curves can rely on different geothermal resource 
datasets, support a wide range of deployment assumptions, and accommodate future improvements 
to data and modeling approaches. 

The reV model is designed at its core to be flexible, extensible, and easy to use. The model was 
open-sourced in 2020 and has since seen broad adoption and use across the private and public 
sectors. External collaborators help establish new research directions and priorities for model 
development. 

The U.S. energy sector currently lacks a national-scale technical potential and supply curve tool 
to evaluate the opportunities and barriers for utility-scale geothermal power production on a level 
playing field with wind and solar. Understanding the relative technical potential for geothermal 
will better inform policy and planning for a high penetration of renewable energy. 

1.3 Geothermal Technical Potential 

Initially, technical potential was only represented in reV for wind and solar, utilizing information 
about the available land and corresponding weather data (Maclaurin et al., 2021). The National 
Solar Radiation Database (NSRDB) (Sengupta et al., 2018) and the Wind Integration National 
Dataset (WIND) Toolkit (Draxl et al., 2015) provide high spatial and temporal resolution of the 
solar and wind potential. reV calls SAM—which provides detailed performance and financial 
analysis for renewable energy systems—by representing the supply and costs of different sources 
of energy. This modeling approach is fully compatible with evaluation of geothermal potential. On 
the back end, SAM uses the GETEM model, which requires temperature, depth, and resource 
potential in megawatts (MW) as inputs. The functionality of GETEM within SAM enables 
seamless integration with reV to represent geothermal technologies. 

Technical potential is calculated as a function of the following: The available land area (in km2) 
after applying spatial exclusions that represent siting constraints for plant deployment; the net 
capacity factor (after applying system losses) estimated by the generation module given the site-
specific resource (Section 2.2); and a power density (PD) appropriate for the specific technology, 
which represents the maximum potential capacity for a given unit of area (in MW/km2). The 
technical potential for a year (8,760 hours/year) is calculated as follows:  

Annual technical potential (𝑀𝑀Wh) = area ∗ 𝑃𝑃D ∗ 𝐶𝐶F ∗ 8,760  (1) 

where PD is the power density (MW/km2) and CF is the annual net capacity factor of the generator 
(as a percentage). 

The power density estimation is difficult for geothermal resources as it ideally includes estimates 
of heat, permeability, and fluids (for conventional geothermal) at deep depths, and spatially 
exhaustive observations of these properties do not exist. Thus, many challenges exist in 
representing the geothermal technical potential with certainty. The following sections discuss these 
challenges, within the context of data limitations (Section 1.3.1) and potential solutions (Section 
2.3). 
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1.3.1 Data Sources 

We examined several datasets to evaluate the integration of geothermal resource representation 
into the reV software. We prioritized datasets that had comprehensive spatial coverage to fully 
exploit the capacity of reV to quantify supply curves.  

Table 1: Potential data sources of geothermal resource estimates 

Data Source Spatial Extent Count/Aerial 
Resolution 

Depth 
Resolution 

Units Reference 

USGS Favorability 
2008 Western U.S.  None Undefined (Williams et al., 

2008) 

USGS Heat Flow Great Basin 
Region 

250m x 250m 
= 0.0625km2 

None milliWatts/m2 (DeAngelo et al., 
2022) 

SMU Temperatures Conterminous 
U.S. 

2.5km x 2.5km  
= 6.25 km2 

3.5km – 
10km depth 
increments of 
1km 

Degree C (Blackwell et al., 
2011) 

 

The temperature at depth datasets from Southern Methodist University (SMU) (Blackwell et al., 
2011) were initially selected as the preferred dataset to represent conterminous U.S. geothermal 
resources, as they provided the most comprehensive representation of geothermal data, both 
spatially and in the depth dimension (see Figure 2). The USGS Favorability data (Williams, 2008), 
which had a qualitative nature, did not provide the quantitative temperature, depth, and resource 
potential inputs required by SAM/GETEM. The 2022 USGS heat flow dataset (Figure 3) is an 
update from the SMU heat flow, but only covers the larger Great Basin region and, like the SMU 
heat flow information, does not provide any data regarding the depth of the resource (DeAngelo 
et al., 2022). Depth is a critical quantitative input required by SAM/GETEM. 

 
Figure 2: SMU maps of temperatures at depth 
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Figure 3: USGS heat flow map for the Great Basin region (DeAngelo et al., 2022) 

An essential parameter necessary for conducting a SAM/GETEM simulation at each reV site is 
the nameplate capacity of the plant under consideration. To estimate this value from the SMU 
temperatures, we relied on an exponential relationship formulated by (Wilmarth et al., 2021) 

Resource potential [MW] = 0.408*exp(0.014 Temperature[C]) (2) 

This empirical model relates the reservoir temperature to a power density value for 103 pre-
existing geothermal plants globally (Figure 4). Hence, we computed a corresponding power 
density value for each temperature value in the resource dataset and transformed it into a plant 
capacity value based on the size of our SMU resource cells, which measure 6.25 km2. For the Great 
Basin region, the average power density resulted in approximately 15 MW per 6.25 km2 cell using 
the SMU temperatures in the exponential function. 

 
Figure 4: Exponential relationship used to convert SMU temperatures to megawatts, based on 103 geothermal 

fields (from Wilmarth et al., 2020) 

For the USGS dataset, which was in milliwatts, the power density was obtained by multiplying the 
milliwatts by the area of each cell (0.0625 km2). The average of this dataset is 78.64 mW/m2 
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(0.07864 MW/km2). An important note of this heat flow calculation is that interpolated heat flow 
results were created using a process that sought to remove hydrothermal convective influence from 
predictions of background conductive heat flow. As explained in the documentation of DeAngelo 
et al. (2022), this heat flow map was “constructed using a custom-developed iterative process using 
weighted regression, where convectively influenced outliers were de-emphasized by assigning 
lower weights to measurements with heat flow values further from the estimated local trend (e.g., 
local convective influence).” This indicates that the values will not contain higher outliers or 
anomalies, which are exactly what geothermal prospectors are looking for. Therefore, estimates 
from this map may represent a lower bound of geothermal potential.  

The resource potential (nameplate capacity) serves as a fundamental parameter required by 
SAM/GETEM to compute the number of well replacements over the operational lifespan of a 
geothermal power plant. However, to ensure congruence with modeling approaches adopted for 
other renewable technologies such as solar and wind, which do not consider changes in the plant 
over time, we have decided to exclude the modeling of well replacements in reV. Instead, we have 
simplified the modeling process by setting the resource potential equal to the gross generation 
potential as determined by the nameplate capacity of the geothermal plant. 

1.3.2 Data Format 

The temperature at depth datasets from SMU were transformed into an equal-area raster format, 
with each cell measuring 2.5 km x 2.5 km (6.25 km2). Each depth layer was stored separately 
within a single Hierarchical Data Format version 5 file (HDF5). Users can extract temperatures 
between the depth ranges specified by the original data, which are computed using linear 
interpolation. For each depth layer, a corresponding resource potential layer was computed. USGS 
data were provided in GIS format. 

1.3.3 Data Filters 

Some combinations of temperature and depth values sourced from SMU data fell outside the range 
of assumptions underlying the GETEM model. To alleviate the errors stemming from this input 
data discrepancy, we implemented supplementary filters on the data prior to feeding it into 
SAM/GETEM. Our approach restricts the execution to specific locations where resource 
temperatures fall within the range of 120–325°C and excludes depths greater than 7 km from the 
model. 

1.4 Geothermal Spatial Exclusions 

The users of reV can limit the development by land ownership, terrain, land use/cover, urban areas, 
and custom inputs. . The model allows for spatial exclusion with the input layers or summary of 
outputs by layer (i.e., using the layers for filtering rather than excluding areas). This enables users 
to run different scenarios and evaluate outputs by spatial layers (e.g., to quantify the technical 
potential on public lands). Geothermal shares some of the same sensitivities as solar and wind 
development (e.g., ecological habitats) but has additional leasing considerations that make public 
versus private lands an important consideration when estimating capacity expansion.  
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Table 2: Spatial exclusion layers considered 

Layer Square 
Kilometers 

Type Source Percentage of 
CONUS 

Federal Lands 1,106,975 
 

Land 
Ownership 

ESRI1 13.70 

Military Lands 83,101 
 

Land 
Ownership 

ESRI1 1.02 

Bureau of Land Management 
(BLM) Lands 

614,117 
 

Land 
Ownership 

ESRI1 7.60 

Sage Grouse 239,645 Ecological BLM 3.14 

Dixie Valley Toad 2.3 Ecological U.S. 
Geological 
Survey 

- 

Teihm Buckwheat 0.052 Ecological U.S. Fish and 
Wildlife 
Survey 

- 

2. reV Geothermal Development and Code Repository 

We developed a novel geothermal generation module for reV that provides access to the 
functionalities that were previously ported to SAM from the GETEM module, enabling users to 
execute GETEM effectively and efficiently across a large spatial extent. Moreover, the economic 
evaluation, land availability accounting, land characterization capabilities, and transmission cost 
calculation features of reV are now readily available for geothermal resource analysis, with the 
same extent of application as for other renewable technologies (i.e., wind and solar). 

2.1 Accounting for Depth 

The addition of a depth dimension is a unique feature of geothermal resource data, and one that 
reV had not explicitly handled previously. Nonetheless, the structure of this data is similar to wind 
resource data for various hub heights, and as such, we have handled the depth-dependence of 
geothermal resource data in a manner similar to wind speed data hub height. Specifically, reV has 
the capability to either model all sites at a single depth or to pull temperature data for various 
depths on a site-by-site basis. This approach provides a high degree of flexibility when generating 
geothermal supply curves, enabling users to tailor analyses to suit their specific needs. 

2.2 Generation 

An important note here is that PySAM allows for calling these GETEM calculations for all the 
locations for which we have geothermal resource estimations. A typical reV run begins with the 
generation module. In this module, every point in the geothermal input data is filtered (described 

 
1 https://www.arcgis.com/home/item.html?id=5e92f2e0930848faa40480bcb4fdc44e 
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in Section 1.3.3) and then passed through PySAM/GETEM. At each location based on the 
geothermal resource data (see Sections 1.3.1-1.3.3) reV takes the following inputs: 

• Total resource potential 

• Resource temperature 

• Resource depth 

• Plant output 

The total number of generation points evaluated is dataset dependent and is given in Table 1. For 
each point, the following are output: 

• Total annual energy generated 

• Capacity factor  

• Resource LCOE  

These values are calculated and stored in an output file. 

Most of our geothermal plant technology assumptions align with the default technology values set 
in the SAM software interface (Figure 5). However, as advised by the SAM developers, we 
increased the “Ratio of Injection Wells to Production Wells” from the EGS default value of 0.5 to 
0.75 (0.75 is default for hydrothermal). Therefore, increasing this for EGS may result in higher 
lifetime operation and maintenance costs as it reflects the ratio of injected fluid versus produced 
fluid. The latter value is consistent with earlier versions of GETEM and yields fewer errors when 
running on our resource data. In addition, when executing reV generation for EGS, we set the 
“plant design temperature” to be the lower of 1) the default value (200°C) and 2) the resource 
temperature. This extra step ensures that the EGS plant design temperature never exceeds the 
resource temperature, allowing execution to proceed without any errors. 
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Figure 5: SAM software interface, showing the input parameters needed for one run of SAM/GETEM. This is 

done seamlessly for many locations by the reV geothermal module. 

The LCOE is calculated via user inputs for capital cost, fixed operating cost, variable operating 
cost, and fixed charge rate. For the results presented in this paper, we used cost values from the 
2023 Annual Technology Baseline (ATB) (NREL, 2023). The values are summarized in Table 3. 

Table 3: Financial options used as input for two geothermal technologies (GETEM inputs) 

Scenario ATB  

Capital  

Cost 

($/kW) 
 

Adjusted 
Capital 
Cost* 

($/kW) 

Fixed 
Operating  
Cost 
($/kW) 

Variable 
Operating 
Cost 
($/kW) 

Fixed  
Charge  
Rate 
(%) 

Hydrothermal 
Binary 4,828 4,521.92 129 0 6.348 

EGS Binary 5,791 5,417.59 254 0 6.348 
*Overnight capital cost minus drilling costs for default plant, calculated using GETEM depth-dependent cost curve 

To account for depth-dependent drilling costs, we calculated the drilling costs associated with the 
sample plant assumed by the 2023 ATB using GETEM depth cost curves (NREL, 2023).  
Specifically, we assumed the default (“Ideal”) cost curve with a vertical open hole well type and a 
large well diameter. The drilling costs were subtracted from the base ATB capital costs. reV then 
calculates depth-dependent drilling costs based on the number of wells required at each site. The 
depth-dependent drill costs used in this work are summarized in Table 4. 
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Table 4: “Ideal” Cost curve calculations 
These calculations are done as a preprocessing step until GETEM calculations are exposed in PySAM. 

Depth 
(km) Drilling Cost per Well ($) 

2.5 2,391,703 

3.5 3,130,258 

4.5 3,864,018 

5.5 4,592,983 
 
The number of wells at each site was determined using internal SAM/GETEM calculations. 
Specifically, SAM/GETEM internally determined the number of production wells required to 
obtain the desired nameplate capacity (“Plant Output”) at each location. By default, SAM/GETEM 
allows 50% of confirmation wells to be used as production wells, so the number of production 
wells required to be drilled is typically decreased by 2. We allow reV to override this default 
behavior so that users can set the number of confirmations wells to be recycled into production 
wells. Note that costs for exploration/confirmation wells were not modeled as part of this analysis, 
so the conversion from confirmation to production wells serves purely as a cost reduction. The 
final number of wells per site is the total number of production wells determined by SAM/GETEM 
minus the number of confirmation wells that can be used as production wells (0 or 2) plus the 
number of injection wells. For example, at a site requiring 4 production wells, the total number of 
wells was determined to be 4 (production) – 2 (confirmation) + 3 (injection) = 5 total wells. 

An important note here is that some of the SAM/GETEM functionality has not been completely 
exposed in the PySAM version, thereby limiting the capabilities of this analysis. Once the GETEM 
drilling cost calculator is exposed, results may change slightly over this reV preprocessing that has 
been implemented. 

2.3 Variable Power Density 

In conventional practice, reV capacity potential assessment involves a constant power density 
assumption. However, due to the significant spatial variability of a conventional geothermal 
resource, which is the main factor driving the capacity calculation, we have incorporated spatial 
variability into the geothermal power density estimation. To determine the power density value at 
a particular site, we divide the nameplate capacity by the area of the resource cell.  

For the SMU temperature data (Blackwell et al., 2011), this methodology is analogous to using the 
exponential relationship described in Section 1.3.1 and the resource temperature to estimate the 
power density. The variable power density is used to calculate the capacity potential at each site 
after accounting for the area left over after geothermal technical exclusions. For the USGS heat 
flow data (DeAngelo et al., 2022), it is given in milliWatts/m2, therefore the capacity is calculated 
by multiplying the area represented by the datapoint (250 m x 250 m).  
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2.4 Supply Curve 

reV geothermal supply curves are computed in the same manner as wind or solar supply curves. 
Specifically, 90-m pixels within the exclusion layers, outlined in Section 1.3, are removed from 
consideration before an aggregation is applied to the grid. To be consistent with wind and solar 
supply curves, an aggregation factor of 128 was used for the results presented in this work, yielding 
supply curve cells with a maximum unexcluded area of 132.71 km2. The area left over after 
exclusions is computed for each supply curve cell, which is then used to calculate the total capacity 
for that point using the aggregate variable power density. Other outputs, such as LCOE and mean 
capacity factor, are calculated in a similar manner (aggregated over the non-excluded 90-m pixels). 

2.5 Coupling with Transmission 

After computing the aggregate reV geothermal supply curve points, we compute the cost of 
connecting the resulting capacity to the electrical grid (Lopez et al., 2021). Here, we briefly 
summarize the procedure. We begin by computing the total cost of building a new spur line (or 
generation tie line) from the hypothetical geothermal plant at the center of the supply curve cell to 
the nearest existing substation (within the same state). To do this, we compute the least-cost path 
within a cost layer that accounts for factors such as variable Independent System Operator (ISO) 
costs and terrain slope. The total distance of the spur line path is used to compute the cost of the 
new line, along with any additional overhead costs of connecting the new line to the substation. 
We optimize across three different spur line ratings (69, 138, and 230 kilovolts) and ensure that 
the built-out line has enough capacity to support the generation capacity of the geothermal plant 
represented by the supply curve cell. Multiple parallel spur lines are allowed. The cheapest spur 
line configuration for each supply curve point is determined and recorded.  

Once the cost of building a new spur line from the geothermal plant to the closest existing 
substation is determined, we calculate the associated network upgrade costs for that plant. These 
costs account for the increase in the transmission capacity between the connected substation and 
the main network node in the balancing area. Network upgrade costs are determined by calculating 
the distance along existing transmission lines to the main network node and are assumed to be 50% 
of the cost of a new greenfield transmission of the same voltage as the existing transmission lines 
along the same path. The 50% heuristic represents cost for reconductoring or increasing the 
number of circuits along those lines. The computed network upgrade costs for each supply curve 
point are determined and recorded. 

The spur line and network upgrade costs are added together and converted to a levelized cost of 
transmission (LCOT) value using the fixed charge rate (FCR) and annual generation calculated 
during the generation step (Section 2.2) for each supply curve point. The LCOT is added to the 
aggregated LCOE value (Section 2.4) to obtain a total LCOE value. 

3.0 Proof of Concept Supply Curves 

In this section we present preliminary supply curves in the form of total capacity and LCOE and 
LCOT maps to represent the new functionality built in the reV geothermal module; however, we 
emphasize that the resulting capacity and LCOE values should only be considered relative to the 
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limited sensitivity runs presented here and not as absolute or final estimates. This caveat is due to 
the uncertain and highly uninformed nature of the geothermal resource potential data at the national 
scale. The SMU derived capacity can be thought of as an upper bound capacity estimate (given 
the exponential curve used to convert to power density), and the USGS heat flow can be considered 
a very conservative capacity estimate, given its removal of outliers. 

3.1 Supply Curve Assumptions/Parameters 

Summary of supply curve assumptions and parameters: 

• 128 aggregation factor from 90-m pixels = max area of 132.71 km2 

• Variable power density determined by geothermal resource estimates (Table 1) 

• Military and Ecological exclusions (as shown in Table 2) 

• Two types of drilling cost curves 

o ATB: Flat rate; assumes 1.5-km depth, 175°C resource, and 30-MW plant 

o Preprocessing step to mimic cost curve calculator not yet in PySAM/GETEM 

• Costs include spur line transmission to closest transmission feature and relevant network 
upgrade costs 

• LCOE calculated based on energy production under a 6.348% for both hydrothermal binary 
and EGS binary FCR assumption and includes LCOT 

We present five proof of concept reV geothermal results in Table 5; since comparisons are made 
between the SMU and USGS data, the result columns in blue to the right only compare total 
capacity and LCOE metrics within the same area covered by the USGS heat flow map (Figure 3). 
The first three scenarios use the SMU temperatures at 3.5-km depth with the exponential 
relationship to megawatts. The first scenario uses the ATB well costs (the only available model 
within PySAM/GETEM), while the second utilizes the preprocessing step to include drilling costs 
for 3.5 km. Therefore, the total capacity is the same (1,127.64 GW), but the LCOE is more 
expensive since deeper well costs that match the temperature depth are used ($76.04/MW). The 
third scenario scales the megawatts of the first two scenarios by 10%, as a way of acknowledging 
the potential overestimation of the exponential (Equation 2). Total capacity scales exactly by 10%, 
and LCOE increases by 13% ($86.06/MW) over scenario #2. Scenario #4 uses the USGS heat flow 
and drill costs for 3.5 km (same as scenario #2). The capacity is less than 3% of the SMU derived 
capacity at 29.93 GW, and the most expensive LCOE which 1.47 times greater than scenario 2 
($111.85/MW). Lastly, an EGS scenario is run using the SMU temperatures and cost curve both 
for 4.5-km depth, resulting in both the greatest capacity and an LCOE: 2,005.03 GW and 
$86.14/MW, respectively. A deeper discussion of these results is presented in Section 4. 
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Table 5: Preliminary reV geothermal results including four hydrothermal and one EGS run, and two 
geothermal resource data sources 

Scenario Resource Data Geothermal 
Technology 

Well 
Costs 

Total 
Number of 
Generation 

Points 
Across 

CONUS 

Developable 
Area 

Within 
Great Basin 

(Sq Km) 

Total 
Capacity 
Within 
Great 
Basin 
(GW) 

Median 
LCOE 
Within 
Great 
Basin 

($/MW)* 
#1 

Hydrothermal 
Binary 

SMU 
Exponential 

ATB Cost 

SMU Temp at 
Depth (3.5 km) 

Hydrothermal 
(Binary/3.5 
km 

ATB 1.5 
km  

319,907 396,490 1,127.64  
 

68.94 

#2 
Hydrothermal 

Binary 
SMU 

Exponential 
ATB+Depth 

Cost 

SMU Temp at 
Depth (3.5 km) 

Hydrothermal 
(Binary/3.5 
km) 

GETEM 
Depth 
Cost 
Curve  

319,907 396,490 
 

1,127.64  76.04 
(nconf= 0) 

73.92 
(nconf = 2) 

#3  
Scaled 

Resource of #2 
by 10% 

SMU Temp at 
Depth (3.5 km) 

Hydrothermal 
(Binary/3.5 
km) 

GETEM 
Depth 
Cost 
Curve  

319,907 
 

396,490 
 

112.76 86.06 
 (nconf = 0) 

#4 
Hydrothermal 
Binary USGS 

2022 
ATB+Depth 

Cost 

2022 USGS 
Heat Flow 
[milliWatts/m2] 
(Western U.S.) 

Hydrothermal 
(Binary/3.5 
km) 

GETEM 
Depth 
Cost 
Curve  
 

8,902,434 377,572 29.93  111.85 
(nconf = 0) 
 

#5 
EGS ATB 

SMU Temp at 
Depth (4.5 km) 
 

EGS (4.5 km) GETEM 
Depth 
Cost 
Curve  
 

520,216 417,715 2,005.03  86.14 
(nconf = 0) 
  
85.70 
(nconf = 2) 

* Values reported for nconf =0 confirmation wells converted to production wells and nconf =2 confirmation wells 
converted to production wells (the SAM default) when capacities are large enough. 

For the scenarios in Table 5, we override the default behavior of the confirmation wells being 
reused as production wells, except for scenarios #2 and #5, which have large enough capacities to 
require multiple production wells. In those cases, LCOE value for both 0 and 2 confirmation wells 
converted to production wells are given. As described in Section 2.2, we set the ratio of injection 
to production wells to 75%. 

The spatial results of scenario #2 (hydrothermal at 3.5-km depth) and scenario #5 (EGS at 4.5-km 
depth) are shown in Figure 6. Recall that areas with temperatures less than 120°C were excluded.  
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Figure 6: LCOE maps (inclusive of LCOT). Left: Hydrothermal at 3.5-km depth (scenario #2); 
Right: EGS at 4.5-km depth (scenario #5); note difference in scale (max 90 on left, 95 on right) 

One of the benefits of reV geothermal is its spatially exhaustive calculations of intersections of the 
resource with the grid. Figure 7 shows the LCOT for the same scenarios of Figure 6. LCOT varies 
greatly given geothermal plant capacities and spur line routing constraints (Lopez et al., 2021). 

 

  

Figure 7: LCOT maps. Left: Hydrothermal at 3.5-km depth (scenario #2); Right: EGS at 4.5-km depth 
(scenario #5). Same scale 
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Figure 8: LCOE maps inclusive of LCOT (Left: USGS Binary; Right: SMU Binary) 

Figure 8 compares the LCOE maps for the USGS heat flows (scenario #4, median LCOE 
$111.85/MW) and the SMU temperatures-derived capacity (scenario #2, median LCOE 
$76.04/MW). The USGS heat flows are two orders of magnitude smaller than the calculated 
megawatts from the SMU temperatures. Therefore, we see that the LCOE values are higher 
throughout the Great Basin region versus the SMU-derived values. However, the advantage of 
using reV is seeing spatially where the LCOE is lowest given the location of the grid; in the USGS 
case, we can where the LCOE values are lowest (≤$110), which coincides with interstate 80 and 
the main grid infrastructure in Northern Nevada. 

3.2 Observed Versus Calculated Capacity and Temperature Plots 

To understand and begin to quantify the reliability the geothermal resource data, we plotted co-
located comparisons to illustrate:  

1. The observed nameplate capacity of 25 operating geothermal plants versus co-located: 

A. Exponential of SMU temperatures (Figure 9) [MW] 
B. USGS interpolated heat flow (Figure 10) [MW] 

2. The measured temperatures from 335 locations within the Great Basin versus the SMU-
interpolated temperatures (Figure 11) [°C] 

3. USGS heat flow versus the exponential of SMU temperatures (Figure 12) [MW] 

We recognize these are imperfect comparisons given the scale of the interpolated or calculated 
data and the variable footprint of geothermal plants. However, this can provide insight into 
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potential bias introduced by the exponential function and general patterns of the two geothermal 
resource datasets.  

Figure 9 shows the observed megawatts from 25 geothermal power plants (Muntean et al., 2022) 
versus  calculated megawatts (that are spatially co-located) using the exponential relationship with 
the SMU temperatures at 3.5-km depth. Although we caution that the exponential relationship 
(Equation 2) likely overestimates the resource potential since the relationship is based on only 
successful plants, Figure 9 reveals a different pattern. Most of the observed megawatts are higher 
than the calculated. This is likely because the heat flow (and consequently temperature) is 
relatively ubiquitous in the Great Basin; what differentiates successful fault-based systems are 
permeability and fluids, which are likely a hyper-localized phenomenon and therefore not captured 
in the SMU interpolations of temperature. 

 

Figure 9: Observed versus calculated megawatts: Observed (x-axis) is nameplate capacity of 25 geothermal 
plants, and calculated (y-axis) is exponential of the SMU temperatures at 3.5-km depth.  

We repeat this comparison of the 25 observed nameplate geothermal plant capacities to the co-
located USGS heat flow interpolations in Figure 10. Recall that the intention of the USGS heat 
flow interpolations is to remove outliers, specifically convection-related hotspots. Therefore, it is 
expected that the calculated heat flows are much less than the observed. However, they are also at 
two orders of magnitude less than the SMU-temperature derived calculations, despite summing 
over 100 USGS points to account for the different spatial resolutions of the two data (Table 1). 
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Figure 10: Observed versus calculated megawatts: Observed (x-axis) is nameplate capacity of 25 geothermal 
plants, and calculated is USGS interpolated heat flow.  

 

Next, in Figure 11, we compare the SMU temperatures (interpolated/calculated) to 335 observed 
maximum temperatures measured at geothermal sites in the Basin and Range region (Muntean et 
al., 2022). This comparison can bring insight into the relationship of observed versus calculated 
temperatures without the added influence of the exponential function. The SMU temperatures are 
from the interpolated depth of 3.5 km, while the measured temperatures are at variable depths (and 
depicted by marker size). Not unlike Figure 9, the variability in the observed temperature is much 
greater than the SMU temperatures. Additionally, the median of SMU is much higher (140°C) 
versus the observed temperature (47.95°C), however the observed temperatures have a median 
depth of 236 m, not 3,500 m as are the SMU interpolated temperatures. 
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Figure 11: Max observed temperatures at 335 known geothermal sites versus SMU interpolated temperatures 
(3.5 km); density of measurements is shown in shaded blue. Observed temperatures shown with the circle 
marker and their depth represented by circle size. 

 

Lastly, we compare the SMU temperature-derived megawatt potential against the USGS smoothed 
heat flow in Figure 12. In general, the pattern shows that USGS heat flow increases where the 
exponential of the SMU temperature increases; however, there are two orders of magnitude in the 
difference.  
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Figure 12: SMU-derived resource potential versus USGS heat flow [MW] 

4.0 Discussion and Future Work 

The main objective of this project was to develop functionality for geothermal power production 
in the reV model with a similar level of fidelity as wind and solar. The flexibility and computational 
efficiency of reV enables rapid national-scale evaluation of hydrothermal and EGS technologies 
using different geothermal resource datasets, plant configurations, and cost assumptions. We 
present preliminary geothermal supply curves based on the state-of-the-science geothermal 
resource data and current functionality provided by SAM/GETEM. While these supply curves 
demonstrate the high level of uncertainty underlying national geothermal deployment potential, 
we bound that uncertainty to inform the direction of future resource data modeling needs and 
functionality in SAM/GETEM to reduce these uncertainty bounds and provide more actionable 
insights from reV supply curves. The geothermal resource uncertainty also impacts modeling 
outcomes from ReEDS, thus further necessitating future research into the sensitivity of power 
system models to geothermal resource uncertainty. 

From the scenarios presented in Table 5 and the comparison plots we draw a few important 
takeaways:  
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Using the exponential data with the SMU temperature data is conceptually overoptimistic as it 
assumes temperature will directly convert to megawatts without any inclusion of the need for 
permeability and fluids for the conventional hydrothermal case.  

However, we see in Figure 9 that the calculated megawatts using this exponential is much lower 
than observed megawatts at 25 operating geothermal power plants. For the Great Basin region (see 
results columns of Table 5), the average capacity is calculated to be 15 MW for 6.25 km2 cell size. 
The average of the listed nameplate capacity for the 25 existing geothermal power plants is 30 
MW. For these conventional systems, permeability determines the output, and it varies 
significantly, impacting how the frequency and spacing of conventional geothermal plants within 
the Great Basin.  

This result further emphasizes the need for new data types to be ingested into reV that characterize 
the resource. With proxy information on permeability (e.g., faults, fault age, stress), spatial 
distribution and overlay with critical grid infrastructure will be possible. 

Initially, to address the conceptual bias of using the exponential function, we reduced the 
calculated megawatts by 10% (scenario #3 in Table 5). As expected, the overall capacity is reduced 
precisely by 10%, and LCOE was observed to increase by 13%. With lower capacity, fewer wells 
are built out, resulting in lower capital costs.  

The USGS dataset can be considered an extreme lower bound given its purpose to remove 
convective outliers. We propose using other products from USGS, such as their residuals from the 
same work. The heat flow residuals represent the mismatch of observed/measured heat flows to 
their interpolated model (calculated and used in this report). Therefore, the positive residuals 
(where the measured is much greater than what was calculated/interpolated) can represent likely 
convective hotspots that could represent geothermal potential. The downside is that these residuals 
only exist where heat flow measurements have been made. 

As mentioned previously, the PySAM/GETEM version does not have all functionalities of 
SAM/GETEM incorporated. The reV geothermal development team imposed preprocessing steps 
in order to include drilling costs beyond 1.5-km depth. Currently only the ATB cost curve is 
functional, which assumes 1.5-km depth (scenario #1 in Table 5), resulting in overly optimistic 
results for larger depths. The results in Table 5 may change once these drilling calculations are 
fully exposed in PySAM. 

These observations lead directly to the proposed future work. The wide variability in the calculated 
capacities presented here demonstrates how the geothermal resource estimates have a high degree 
of uncertainty. Uncertainty could be represented within the reV geothermal module through 
additional resource variables and statistical modeling to quantify and bound the range of resource 
potential. For example, hydrothermal relies on permeability, and different data types such as fault 
and stress measurements could be used to inform this variable in conjunction with heat flow. 
Previous studies, have shown that national estimates of temperature at depth are lower than 
regional estimates (Augustine et al., 2023); we will consider how to incorporate these types of 
analyses. 

Future work of the reV geothermal module will continue to incorporate PySAM/GETEM. The 
principal focus will be on improving the representation of geothermal resource and reexamining 
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the assumptions around technology and connection costs that influence the final supply curves. 
This focus represents the novelty of the project, as it is the first time that resource uncertainty will 
be modeled in reV. 
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ABSTRACT 

Tucked away in the Northeast corner of British Columbia’s most resource-rich part of the province 
is a renewable energy project being led primarily by Indigenous women. The Tu Deh-Kah 
Geothermal (TDKG) project is one project of many in the growing clean energy field that are 
emerging with Indigenous ownership and women-led operations; proving the need for both. In 
Indigenous communities' women have embraced their roles as life givers and teachers to guide 
their Nations and the future generations. A connector of the past and trailblazers for the future, 
Indigenous women continually show up for the betterment of all. 

Although the renewable energy sector seems to fare better than the oil and gas sector when it comes 
to the number of women working and leading in the industry, we know that Indigenous women 
continue to face barriers when entering the field. The ongoing impacts of colonization, ‘old boys 
club’ mentality and the pressing gender-based violence epidemic Indigenous women face has 
certainly made it a challenge to see Indigenous women in leadership positions. 

A story from two young Indigenous women in the field is providing hope that Indigenous women 
are overcoming those challenges and asserting their rightful place in their communities and within 
leadership. Globally the energy transition is being expedited with pressures from governments, 
industry partners and the biggest catalyst of all, climate change and the demand to decarbonize. 
The need to build capacity and opportunities for women to meaningfully participate in the 
transition is evident and TDKG is showing us how it is done.  

 
1. The Story  
1.1 Tu Deh-Kah Geothermal  
The Fort Nelson First Nation (FNFN) is 100% owners of Tu Deh-Kah Geothermal (TDKG). The 
TDKG project is located approximately 17km from the FNFN reserve #2 in Canada’s northeast 
British Columbia (BC), traditional territory of Treaty 8 First Nations. The people of FNFN assert 
aboriginal rights to ownership and jurisdiction in their traditional territory and their rights are 
confirmed by The Royal Proclamation of 1763, The Canadian Constitution Act (1867), Treaty No. 
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8 of 1899, Sections 15, 25 and 35 of the Constitution Act (1982) and Articles 33 and 35 of the 
United Nations Declaration on the Rights of Indigenous Peoples (UNDRIP). 

Through the advocacy of FNFN Chief-Councillor Sharleen Gale geothermal exploration on a 
once-dwindling gas field was kickstarted and started to gain traction for what would become 
support from provincial and federal governments. Leveraging the rich reservoir data curated 
through the stewardship of the BC Energy Regulator and the experiences of the oil and gas 
industry, the project slashes the costs and risks typically associated with nascent geothermal 
initiatives. A notable milestone was achieved in 2021 through the completion of a full-scale 
geothermal production well, penetrating through the Precambrian and Devonian carbonate 
reservoir and into the Precambrian granite basement. Additionally, an existing gas well was 
repurposed into an injection well. This marks the inception of a geothermal well field, anticipated 
to encompass multiple production and injection wells.  

As we situate ourselves in the story of TDKG we must emphasize the leadership that FNFN has 
asserted in gaining full ownership of this project. With the history of resource extraction in their 
traditional territory we are reminded that Indigenous ownership of projects is crucial for ensuring 
cultural protocols are followed and proper land management practices are in place and informed 
by elders and land guardians to ensure the next seven generations are benefitting from this 
endeavor. Once operational, TDKG will produce 7-15 MW of power with many opportunities to 
develop value-added projects that address social inequalities like food security and health and 
wellness. 

1.2 The Women of TDKG 
Allow me to introduce myself - I am Andrea Warren. My roots trace back to the Mi'kmaq nation 
originating from the Qalipu Mi'kmaq First Nation in Newfoundland on Canada’s east coast. My 
journey has led me to the treaty 8 territory in Fort Nelson BC, where I have spent 24 of my 27 
years. My three children are all proud members of the Fort Nelson First Nation Community. 
Having previously worked in the Oil and Gas Sector, I made a conscious decision to change my 
trajectory, engaging actively in our local geothermal project. This decision is fueled by my deep 
commitment to crafting a cleaner energy future, one that is better suited for both my children and 
the generations that follow. 

 
Figure 1: Andrea Warren 

My name is Taylor Behn-Tsakoza, I’m a proud Dene woman from the Fort Nelson First Nation. 
My education is in health and recreation, and I have extensive experience working with Indigenous 
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youth and communities. I now find myself immersed in the realm of clean energy - an uncharted 
yet invigorating domain. Currently I am serving as the Community Liaison and Research 
Coordinator for the Tu Deh-Kah Geothermal project, my enthusiasm is sparked by the potential 
revolution in repurposing the Clarke Lake gas field into a sustainable geothermal venture. I 
envision this transformation as a catalyst for revolutionizing the northern landscape, ushering in 
not only energy security but also the promise of sustenance. 

I grew up as a young girl in this community witnessing the destruction and exploitation of my land 
and resources. It was hard. As someone who was brought up with the teachings of our ways of 
being and doing, protecting our land for the future generations was never a question. There's this 
teaching we receive that essentially says, “we borrow this land from our children”. With that frame 
of thinking we must do everything we can to preserve what we have for the future generations. As 
I grew up being an actively engaged young person within my community I was honestly hesitant 
to work for this project because I wasn’t entirely sure what geothermal was, how it was used and 
how the energy was harnessed. The more I learned about the technology and system I felt 
comfortable enough that this project and its goals aligned with my values and teachings. From 
repurposing oil and gas assets to addressing major social and economic issues in the community 
to having my Nations’ voice at the forefront of every decision was the turning point for me in 
joining the team. 

Over the last 2 years of working for TDKG and bringing the voices of my community to this 
project has been very fulfilling. I feel good, now, about the work that’s being done. I have tried my 
best to engage with my community to ensure they are guiding every aspect of the project. I never 
want to see history repeat itself in our region. The days of meaningless ‘consultation’ by 
government and industry is over, and any work that is done in our territory has to be led by us at 
FNFN and an ownership agreement in place. I come to this work with not only a health background 
but an obligation to my people, land, ancestors and future generations to protect our precious lands 
and waters. Being gifted the role of a life-giver my duty is to pass along the stories, teachings, 
language and culture to those babies coming up behind me. Renewable energy has provided me 
that role of doing just that. One example from this project of our women-leadership is the naming 
of the project in our Dene language. That assertion of culture and language is what sets us apart 
from other renewable energy projects and adds value beyond measure to this work.  

 

 
Figure 2: Taylor Behn-Tsakoza 
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1.3 Our Commitment 
Our commitment runs deep, centered around assisting our communities in nurturing sustainable 
energy sources and cultivating resilience against the backdrop of climate change. As Indigenous 
women, we possess a profound connection to the land and its traditional wisdom, providing us the 
means to impart knowledge to our communities. We strive to illuminate the multifaceted 
advantages of geothermal power, from its economic prospects to its capacity for environmental 
preservation. Furthermore, we aspire to usher in food sovereignty, leveraging the geothermal 
resource lying beneath our feet to fortify our homes. 

 
Figure 3: Tu Deh-Kah Geothermal test wells 

 
Discussion 
2.1 Paving a New Path 
In a time where First Nations people are asserting their sovereignty in their territories renewable 
energy has provided a pathway for that leadership to really shine. In most regions renewable energy 
is a new and emerging industry so the opportunity for Nations to really guide and build these 
projects is there. With older industries that are so engrained with a way of doing things it could be 
hard to change those systems from the inside out; not that it's impossible but it takes a lot of work 
and dedication to see the slow-moving process of change happen. As policies and good practices 
are being developed in this field the ability for First Nations to influence this work is there and is 
very much being welcomed. 

One example of this work of inclusivity and influence being asserted is through the work that 
Indigenous Clean Energy (ICE) is doing. ICE plays a pivotal role in promoting Indigenous 
inclusion in Canada’s energy futures economy and centers Indigenous leadership and broad-based 
collaboration in every facet of the industry (Indigenous Clean Energy, About ICE, 2022). Serving 
a national audience isn’t easy but ICE provides programs that build capacity in Indigenous 
communities where then they are able to assert their leadership. Throughout the organization over 
half of their staff are women (Indigenous Clean Energy, Our Staff, 2022) and proves that women 
are interested, capable and eager to be part of the transition. 

When we think of how renewable energy is providing this space for Indigenous women to be seen 
we must acknowledge the great harm that industries have caused to Indigenous women and 
communities. The RCMP have 1,181 cases of Indigenous women and girls going missing or 
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murdered from the years 1980-2012 (National Inquiry into Missing and Murdered Indigenous 
Women and Girls, 2019, pg. 54). With Indigenous women and girls 12 times more likely to be 
murdered or go missing than any other woman in Canada (pg. 55) the time to act is now and 
recognizing that the destruction of land is directly related to this epidemic needs to be at the 
forefront of our consciousness. The opportunity to do better and to protect our women and land is 
here for us to grasp and to embrace. One big example that comes up with resource-based projects 
is the implanting of mostly men to the territory and the potential harm it has for women who may 
already be vulnerable to violence. Providing resources to our community is part of our prevention 
strategy and enforcing mandatory training for all workers and contractors around this issue. We 
need to do better and when Indigenous people are leading the way we can ensure that we are. 

 
Figure 4: TDKG team supporting missing and murdered Indigenous women and girls by wearing red on May 
5th, Red Dress Day 

 
3. Conclusion  
As Indigenous women, we raise our voices in challenging Federal and Provincial governments to 
invest in the realm of clean energy, safeguarding our lands for the generations yet to come. This 
collective effort positions Indigenous women as vanguards of a sustainable and vibrant future 
powered by clean energy. Tackling some of our most precedented issues in our communities is a 
major driving factor for our participation. The ability for Indigenous people to contribute to this 
bigger global vision of being net-zero is not only motivating but empowers us to be good stewards 
and caretakers of our territories. The path to clean energy is through Indigenous lands so let's let 
them lead the way and show us how it's done. 
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ABSTRACT 

Long-duration energy storage can provide key economic, grid, and environmental benefits. Excess 
energy from variable renewable energy sources can be delivered to Geologic Thermal Energy 
Storage (GeoTES) systems utilizing permeable shallow reservoirs and associated vast formation 
storage capacities and heat storage efficiencies. GeoTES systems utilizing shallow aquifers are 
abundant in Europe.  However, there is a general lack of awareness and knowledge of the viability 
of GeoTES in aquifers in the United States. Through this study, we identify a path forward for 
investigating many of these systems throughout the country to provide needed energy security and 
resiliency. GeoTES offers a means to shift power/heat generation from the summer to the winter 
and vice versa, as well as shorter durations (diurnal, weekly, etc.). In 2022, the U.S. DOE 
Geothermal Technologies Office (GTO) Data, Modeling, and Analysis (DMA) Program released 
a call for Geothermal Hybrid Power Analysis. This paper describes the initial stages of a project 
led by the National Renewable Energy Laboratory and supported by Idaho National Laboratory 
and Lawrence Berkeley National Laboratory which focuses on the technoeconomic analysis (TEA) 
and market potential of GeoTES using solar thermal and heat pumps as the thermal source. By 
investigating how shallow aquifers can be coupled with concentrating solar power (CSP) and 
renewable electricity using heat pumps, the understanding of these types of systems is growing 
and the possibilities they offer to the deployment of geothermal-type technologies in non-
traditional regions are expanding. Because Texas and California are experiencing increasing 
energy demands, fluctuations, and crises, we focus on aquifers in those states for storing heat/cold 
energy. 

In the initial stages of the project, we have performed preliminary characterization of subsurface 
formations and their associated thermo-hydrogeologic parameters to understand the suitability of 
storing excess energy in aquifers to provide building/industrial heating and cooling. Datasets from 
state, national, and private entities have been compiled into a shallow aquifer database for 
subsequent thermo-hydrologic (TH) and TEA modeling. Fifteen shallow non-potable (saline 
and/or brackish) aquifers in Texas and numerous in central California have been identified as 
potential locations for investigating GeoTES suitability in aquifers. Potable water sources are 
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being excluded from this study for regulatory and water availability concerns. Generated datasets 
including aquifer porosity, permeability, temperature, depths, chemistry, lithology, mineralogy, 
among others are being incorporated into reactive transport models to show long-term suitability 
of GeoTES operations linked to CSP and renewable energy generation systems.  

1. Introduction 
The world is experiencing energy challenges in many forms as we move to a decarbonized energy 
future. Variable renewable energy (VRE) generation technologies such as wind and solar provide 
ample amounts of electricity but only in certain geographic locations and when resources are 
present. This has led to the famous duck curve described by many authors (Denholm, et al., 2008, 
Denholm et al., 2015, CAISO, 2013) In order to bridge the gap and provide energy when and 
where it is needed, energy storage is not just essential but imperative. The U.S. Department of 
Energy (DOE) has established the Energy Storage Grand Challenge (US DOE, 2020) that defines 
a set of solutions guided by an overarching goal to develop and domestically manufacture energy 
storage technologies that can meet all U.S. market demands by 2030.  In this challenge, the DOE 
identifies and is interested in advancing the market in areas such as electrochemical batteries, as 
well as magnetic, mechanical, and thermal energy storage.  These options all vary in form, fit, and 
function and have wide ranges of storage duration, capacities, and costs.   

One potential solution to providing long-duration, large-scale energy storage to the grid is 
GeoTES. Other names for this technology include Reservoir Thermal Energy Storage (RTES) and 
Aquifer Thermal Energy Storage (ATES) depending on the depths and formations involved.  For 
the purposes of this study, we use GeoTES to include both shallow and deep reservoirs of 
subsurface fluids. Throughout recent years, a wealth of knowledge has been gained in 
understanding GeoTES challenges, benefits, successes, and failures of a variety of systems 
throughout Europe (McLing et al., 2022, Fleuchaus et al., 2020, Bloemendal et al., 2021, Wendt 
et al., 2019, Holstenkamp et al., 2017, Jin et al., 2022). The concept is relatively simple in that 
naturally occurring subsurface fluids are 1) produced from a suitable (porous and permeable) 
geologic formation, 2) passed through a heat exchange system at the surface utilizing either 
industrial waste heat or heat generated by renewable sources, and 3) reinjected into the subsurface 
for storage until it is needed (i.e., winter, diurnal, seasonal) (Figure 1). This heat is then used in 
either power generation or in a direct-use heating and cooling system. Essentially, a temporary and 
cyclic geothermal system is created and utilized for a variety of benefits including assisting with 
peak demand ramping, lessening grid transmission stress, and increasing grid stabilization and 
flexibility.   
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Figure 1: A conceptual model of a Geologic Thermal Energy Storage (GeoTES) system (US DOE, 2020). 

Although thousands of these systems exist throughout Europe (Fleuchaus et al., 2018) as Aquifer 
Thermal Energy Storage (ATES), there are none in the U.S. and only a few exist that operate at 
high temperatures (>40 C). However, an active area of research among industry and the national 
labs is in deep, high-temperature formations (McLing et al., 2019, Wendt et al., 2020, McLing et 
al., 2022, Sheldon et al., 2021, Jin et al., 2022, Holstenkamp et al., 2017, Stricker et al., 2020, 
Koorneef et al., 2019, Bremer, 2022, Flechaus et al., 2020).  

The following research activities aim to understand the viability of utilizing this concept in 
shallower, low water quality aquifers of the United States focusing on areas with increasing energy 
demand, renewable energy curtailment and GeoTES potential. This project is in its initial stages 
and the presented material below is an approach to achieve the objectives mentioned above. 

2. Methods 
2.1 Aquifer Identification 

To understand which aquifers could hold the greatest potential for GeoTES development, we 
conducted a high-level investigation of major U.S aquifers and reservoirs. The United States 
Geological Survey (USGS) has published literature regarding the many sedimentary basins and 
other reservoirs that exist across the country (Coleman and Cahan, 2012, Stanton et al., 2017, 
Miller et al., 2000). These reservoirs and aquifers could hold potential for increasing energy 
storage through GeoTES.  Additionally, the National Energy Technology Laboratory maintains 
the National Carbon (NATCARB) Sequestration Database, a geographic information system that 
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identifies suitable formations and areas for geologic sequestration of CO2 (Gray 2015). Although 
the NATCARB maps are focused on carbon sequestration suitability, many of the same formations 
studied and identified could potentially be suitable for GeoTES under the right thermal-
hydrogeological-chemical and operational parameters. More recently, and directly applicable to 
this study, the USGS has conducted preliminary investigations identifying the potential for RTES 
in major brackish groundwater regions across the U.S. (Figure 2, Pepin et al., 2021).  

 

Figure 2: Map of the eight cities used in USGS analysis in seven brackish groundwater regions throughout the 
conterminous United States (Pepin et al., 2021). 

Due to a variety of issues related to state and local regulations, the lack of laws governing heat 
storage and recovery, the potential for potable groundwater mixing, and unanswered water rights 
questions (Fleuchaus, 2018, Fleuchaus, 2020, Bloemendal et al., 2014, Bloemendal et al., 2021) 
we have focused our efforts on low-quality groundwater reservoirs that underlie and are isolated 
from more utilized aquifers. The hosting formations contain brackish to saline fluids and are not 
currently being utilized for drinking water purposes. This does not, however, mean that major 
aquifers will be excluded in the analysis because oftentimes brackish or more saline zones exist 
within the same formations as the freshwater but occur at greater depths. But the deeper formations 
are often widespread and have potentially suitable temperatures and hydrologic parameters 
(porosity and permeability) for the storage and extraction of fluids.  The main focus of this research 
is currently on Texas and California. 
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2.2 Parameter Selection 

When determining the suitability of an aquifer or reservoir for GeoTES, it is common to gather 
important hydrogeologic parameters such as:  

1. Lithology 
2. Mineralogy 
3. Temperature of aquifer fluids 
4. Formation depth and thickness 
5. Porosity 
6. Permeability or hydraulic conductivity 
7. Fluid geochemistry (sulfate, salinity, TDS, etc.) 

These parameters were chosen to understand how certain formations might receive, store, and later 
produce fluids for power or heat production.  Additionally, these parameters help to understand 
potential thermochemical reactions that might take place upon heating and cooling of native fluids. 
The parameters listed above will serve as a baseline to compare various aquifers and eventually 
down select to more specific areas for case studies. Further geomechanical and geochemical 
parameters will be investigated in future phases of this work.  Subsequent thermo-hydrogeological-
mechanical-chemical modeling and TEA work will depend on the data collected from the data 
sources discussed below. It is important to note here that although certain areas may overlap with 
oil and gas fields, we are avoiding any reservoirs that contain hydrocarbons to simplify the reactive 
transport modeling and TEA work.  

2.3 Data Sources 

By interrogating databases from federal, state, and local entities, we gathered important 
information regarding each aquifer under question.  Major subsurface data sources include Federal, 
State, and local agencies and organizations listed below: 

1. USGS-Produced Water Database (Blondes et al., 2018) - 
https://www.sciencebase.gov/catalog/item/59d25d63e4b05fe04cc235f9  

2. USGS National Water Information System (NWIS) - https://waterdata.usgs.gov/nwis  
3. Texas Water Development Board-Brackish Resources Aquifer Characterization System 

(BRACS) - https://www.twdb.texas.gov/groundwater/bracs/index.asp  
4. Texas Commission on Environmental Quality (https://www.tceq.texas.gov/)  
5. Railroad Commission of Texas - https://www.rrc.texas.gov/  
6. WellDatabase - https://welldatabase.com/  
7. California Water Board Groundwater Ambient Monitoring and Assessment Program - 

https://www.waterboards.ca.gov/gama/  
8. California Department of Water Resources - https://water.ca.gov/  
9. Geotracker - https://geotracker.waterboards.ca.gov/  
10. California Department of Conservation Geologic Energy Management - 

https://www.conservation.ca.gov/calgem  

Other public reports published by federal and state agencies as well as industry have been utilized 
to gather the necessary data included in this work. Oftentimes, data has been collected for 
alternative purposes rendering data collection and interpretation time consuming. Care has been 
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taken to organize and source data appropriately for the purposes of this study. Industry partners 
for this project also have provided key information on the specific sites undertaken to understand 
the subsurface. 

3. Results 
California and Texas are two of the largest states in the U.S. and are home to many groundwater 
basins that supply fresh groundwater to residents (Figure 3). This freshwater is highly protected 
and regulated due to increasing demand and water use in these states.  In addition to those reasons 
mentioned above, we have focused our efforts on the identification of low water quality aquifers 
(brackish and saline) that can be utilized for heat storage and recovery.  Some major aquifers within 
these regions containing potable groundwater were added to our analysis due to a portion of them 
having suitable characteristics at depth.  These unconfined aquifers can be problematic though in 
that the potential for mixing between fresh and brackish water will likely hold great implications 
for developing regulations around these types of projects. The following two sections will provide 
background on the various aquifers in Texas and California that are under investigation as well as 
preliminary results on the various hydrogeologic parameters of the aquifer and formations. 

 

Figure 3: Left - Major aquifers in Texas (Texas Water Development Board) and principal aquifers in California 
(USGS, Reilly 2008).  Right - California deep aquifer groundwater study units (CA Water Board GAMA 
Program).  

3.1 Texas Brackish Aquifers 

In 2009, the Texas Water Development Board (TWDB) implemented and has continued to operate 
the Brackish Resources Aquifer Characterization System (BRACS) program to study various 
aquifers throughout the state to estimate potential volumes and to provide a more thorough 
characterization of these aquifers that could potentially have a beneficial use. The goals of the 
program are to “map and characterize the brackish aquifers of the state in greater detail using 
existing water well reports, geophysical well logs and available aquifer data and 2) to build datasets 
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that can be used for groundwater exploration and replicable numerical groundwater flow models 
to estimate aquifer productivity.” To date, there have been 19 studies either completed or ongoing 
(Figure 4).  As a part of this program, a database was generated and is maintained by the BRACS 
staff. We refer the reader to the BRACS website 
(https://www.twdb.texas.gov/groundwater/bracs/index.asp) for specific data sources and reports. 
Note that due to the size of the datasets many of these numbers are either averaged (*) or are 
provided as ranges.  Data given without an * represent values gathered and directly published in 
BRACS reports. 

  

Figure 4: The TWDB Brackish Resources Aquifer Characterization System (BRACS) Program study areas 
and status as of September 2022. 

Formations studied as part of the BRACS program range from marine alluvial sediments including 
various rock types including those found in coastal and marine depositional environments such as 
sandstone, siltstone, shale, gravel, mudstone, dolomite, limestone, gypsum, conglomerate, etc.  
These all vary in terms of compaction, cementation, alteration, induration, and other hydrogeologic 
parameters. The data presented below in Table 1 show 15 of the brackish aquifers identified as 
well as the data that was gathered from the BRACS database to include in our future analyses. 
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Table 1: BRACS aquifers and selected datasets used to evaluate GeoTES feasibility. Averages and ranges taken 
from the BRACS database and other values taken from BRACS reports. 

BRACS 
Aquifer 

Depth to 
top (ft 
bgs)* 

Average 
Thickness 

(ft) 

Formation 
Temperature 

(°F) 

Average 
Porosity 

(%) 

Hydraulic 
Conductivity 

(ft/day) 

Total 
Dissolved 

Solids 
(mg/L) 

Blaine 136 225*  35** 101 385-7356 
Blossum 863 256 46-116 37 10.8 881 
Carrizo-
Wilcox 

2448 528* 26-254 37.5 251 925-C 
836-W 

Gulf Coast-
Chicot 

401 239* 68-114 35 94 1337 

Gulf Coast-
Evangeline 

1439 411* 69-172 35 18 1659 

Lipan 1147 257* 68-132 35** 4 1252 
Nacatoch 935 338* 64-110 34 4.98 1009 

Pecos 
Valley 

319 319* 65-74 35** 8.6 2757 

Queen City 1706 509* 57-176 34  1342 
Sparta 1859 197 42-178 36  1355 
Rustler 1068 450 64-98 35**  2765 

Dockum 482 713* 70-72 35**  2758 
Edwards-

Trinity 
Plateau 

30 307* 66-332 24** 10  

Trinity 272 206* 66-332 35**   
Yegua 

Jackson 
3297 749* 64-154 31 1200 (mD) 926 

*Indicates an average was taken from the BRACS Database. **Indicates an average porosity between the rest 
of all aquifers presented due to lack of data available. 

3.2 California Shallow Aquifers 

Numerous shallow aquifers in California have potential to be considered for GeoTES 
development. This study includes three major aquifers (Figure 5): California Coastal Basin, Basin 
& Range basin-fill, and Central Valley aquifers. A large percentage of saline groundwater (oil field 
brines and irrigation waters) and sea water intrusions are present in California Coastal Basin 
aquifers. Several researchers (Clark 1924, Poland et al., 1959, Durham 1974) reported geology, 
groundwater characteristics in the Santa Clara Valley, Torrance-Santa Monica area, and southern 
Salinas Valley area of the California Coastal Basin aquifers. Basin & Range basin-fill aquifers 
have shallow brackish groundwater in closed basins/playas above the confining units, or near 
streams (Anderson 1995, and Anning et al., 2007).  

The major aquifer with significant GeoTES potential is the Central Valley aquifer. This major 
aquifer system covers approximately 20,278 square miles located in the Central Valley in 
California and is three miles deep in San Joaquin Valley and six miles deep in Sacramento Valley. 
The formations are composed mainly of late cretaceous to quaternary marine and alluvial 
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sediments. The aquifer system is both unconfined and confined depending on location and depth. 
At depths less than 500 ft represent the upper parts of the unconfined system, whereas below 500 
to 3000 ft is a saline connate water in marine sediments. Bertoldi et al., (1991) provided a summary 
report for the ground water in the central valley of California. Similarly, Faunt (2009) provided a 
detailed assessment of groundwater availability of the Central Valley aquifer. Burow and others 
(2004) hydrologically characterized the Modesto Area, San Joaquin Valley. Scheirer (2007), 
Schierer and Magoon (2007) developed the petroleum systems and geologic assessments along 
with age, distribution, and stratigraphic relationship of rock units of the San Joaquin basin province 
in California. This current study will focus on three prime regions of the Central Valley (San 
Joaquin Basin, Tulare Basin, and Delta). Some of the important parameters identified from San 
Joaquin basins are reported in Table 2. 

 

Figure 5: Major Aquifers of California (Stanton and others, 2017). 
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Table 2: San Joaquin Basin (Data taken from WESTCARB Topical Report) 

Parameters Notes  
Location Southern half of Great Valley province  

Geologic Age Marine Cretaceous and Cenozoic clastic 
sedimentary rocks  

Thickness 
(San Joaquin 
Formation) 

680 m (2232 ft) 

Largely brackish water 
sandstone and mudstone 
derived from Sierran arc, 
the Coast Ranges, and the 

Gabilan Range 

Average 
Porosity 

(14-16%) to 20% Gatchell sandstone 
20-38% Point of Rocks sandstone 
28-34% Shallow sands 

Permeability 
(6.4×10-14 m2 - 7.4×10-14 m2) to 4.2×10-13 m2 Gatchell sandstone 

3.9×10-14 m2 - 4.9×10-12 m2 Point of Rocks sandstone 
4.2×10-13 m2 Shallow sands 

 

4. Texas Case Study - Yegua Jackson Aquifer 
In collaboration with EarthBridge Energy, a geothermal energy storage company, we are 
examining a specific site for GeoTES potential north of Houston, Texas. Here, EarthBridge and 
their partners are planning a MW-scale, commercial demonstration of their GeoTES technology 
referred to as the GeoBatteryTM. The site is well-characterized due to the >60 test wells drilled to 
date. Target storage reservoirs of the Yegua Formation and Jackson Group at the site exist at 
moderate depths of 2,000-3,000 ft. (~600-1000 m) and temperatures ~50-60 C. These widespread 
quartz-rich sandstone reservoirs were deposited in a fluvio-deltaic environment of the Texas Gulf 
Coast during the Middle to Upper Eocene. Individual reservoir flow units range in thickness from 
250-350 ft (75-110m) and exhibit high porosity and permeability (>30% and >1000 mD, 
respectively). In situ fluids have high dissolved solids content and are unsuitable for drinking water 
or agricultural use in the local area.  Also importantly, no hydrocarbons have been discovered in 
any previous well drilled at the site to at least 11,000 ft depth (3350 m).  

The planned GeoTES system will provide energy storage to the site using a combination of on-
site solar and grid electricity to charge the system. Existing site infrastructure will accelerate grid-
interconnection and project timelines to meet the renewable energy demands of the facility. 
EarthBridge will leverage operational and performance learnings from this smaller-scale 
demonstration to optimize their larger-scale GeoBattery systems planned for deployments in West 
and Central Texas. Researchers at the national labs are working closely with Earthbridge to 
evaluate site data, develop various models, and evaluate different operational scenarios to 
understand the technoeconomic feasibility for GeoTES in this part of Texas.  

5. Conclusion and Next Steps 
The work to date on this portion of the project has focused on the subsurface technical feasibility 
and the subsurface component of the TEA. We have focused our work on understanding what 
aquifers exist geospatially and what characterization has been done.  Data from Texas and 
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California indicate that many aquifers may be suitable for GeoTES development with favorable 
porosity and permeability at fairly shallow depths.  Brackish aquifers and depleted oil and gas 
reservoirs throughout these states provide ample opportunity to investigate how GeoTES may be 
coupled with renewable energy sources.  Next steps for this project include performing a screening 
of the various aquifers to only include the most favorable for further analyses.  Another next step 
is to deliver key data to the TEA team to understand the costs and technical feasibility of installing 
an GeoTES system under a variety of conditions and operational scenarios. Oftentimes these 
commercial considerations, (offtake analyses, grid interconnection, electricity pricing, power 
purchase agreements, etc.) require a significant amount of effort and will be performed by the joint 
NREL-LBNL-INL team. For this portion of the project, major product of this study will be a 
complete database of aquifers throughout Texas and California that could be investigated further 
for GeoTES development. Additionally, a few specific case studies will be generated to provide a 
basis for how to start such investigation. 
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ABSTRACT 

Recent policy developments in New York State have created special conditions for geothermal 
and geoexchange systems to flourish. A carbon tax on building emissions is set to begin in 2024 
with owners reporting in 2025. The Utility Thermal Energy Networks and Jobs Act of 2022 
(UTENJA) promotes the development of non-gas alternatives like geothermal district energy. 
Initiatives by the New York State Energy Research and Development Authority (NYSERDA) 
provide grant awards to building owners with a portfolio of structures for connection to district-
scale heating and cooling networks.  

While the geology of New York State presents a challenge for conventional geothermal 
exploitation, alternatives such as enhanced geothermal systems (EGS) and aquifer thermal energy 
storage (ATES) are possible in many areas. This case study discusses the ongoing efforts to 
implement a 55MWth thermal energy network (TEN) for a group of building owners in the Chelsea 
Neighborhood of Manhattan, New York. The TEN is under study with a combination of ATES, 
river water exchange, dewatering heat exchange, and wastewater energy transfer (WET) being 
considered to meet peak demands. Much of the northern portion of Manhattan is unsuitable for 
ATES, but the geology of the southern portion of the island is such that glacial till thickens into a 
competent aquifer fed by fractured flow from the bedrock. This aquifer has a history of saltwater 
intrusion from a period of heavy industrial pumpage, basement, and subway dewatering. ATES 
may mitigate further saltwater intrusion while providing a bountiful seasonal energy storage 
medium for the TEN.  

Challenges for the coupled system include space limitations for well separation, in-street pipe sizes 
for low-temperature distribution systems, building retrofit requirements, among others. Despite 
these challenges, decarbonizing the building stock across the service area without a baseload water 
source like ATES is not possible without building an additional 30 MWe in electric infrastructure.  
New York cannot responsibly meet the challenges of the carbon tax and UTENJA without 
geothermal, geoexchange, and variants of underground thermal energy storage (UTES). 
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1. Introduction 
Geothermal and geoexchange systems for heating and cooling are increasingly recognized as the 
most efficient decarbonization application for buildings. Building heating and cooling makes up 
in excess of 50% of community emissions in many locales throughout the world. This is also true 
of places like New York City where importation of fuel oil for building heating seasons causes a 
high concentration of emissions for the metro area.  

Geoexchange systems have a storied history that dates back to about 1946 with the advent of the 
reversible heat pump for the exploitation of city water and water from wells. Professor Emory 
Kemler of New York University filed for a patent with the intent to manufacture through Muncie 
Gear Works in Indiana  (Patent # 2432316, 1947; E. N. Kemler, 1947). He went on to describe 
many methods of subsurface exploitation that could contribute to home heating and cooling.  

The New York State Utility Thermal Energy Networks and Jobs Act of 2022 (UTENJA) continues 
to make a significant impact. While conventional gas and electric utilities are now proposing 
demonstration projects for geothermal and geoexchange district energy, other organizations are 
taking notice. To comply with Climate Mobilization Act, passed by the New York City Council in 
2019, building portfolio managers are turning to engineering firms specializing in subsurface 
energy exploitation. One such building portfolio manager is Penn South, also known as Mutual 
Redevelopment Houses Incorporated.  

Penn South has roots in the labor movement, with affordable housing as a cornerstone. By 1962 
members of the International Ladies Garment Workers Union (ILGWU) were moving into the first 
22-story cooperative structures in Manhattan, with a dedication ceremony attended by President 
John F. Kennedy and Governor Nelson A. Rockefeller (Figure 1). More than 2,800 apartments 
were eventually constructed, and today Penn South is widely known as a success story in 
affordable housing (Mutual Development Houses Inc., 2017).  

 

Figure 1: President Kennedy attending the Penn South dedication in Chelsea, Manhattan, New York City. 
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Like all buildings, Penn South must decarbonize their heating and cooling, fed by a 7MWe 
combined heat and power plant (CHP). To stop the combustion of fuels on-site, Penn South 
sponsored a community-based geoexchange district energy investigation. Neighboring building 
owners, including Amtrak’s Penn Station, the State University of New York’s Fashion Institute of 
Technology, Tishman Speyer’s historic Morgan North Postal Facility, and community faith groups 
sent in supporting letters. With a groundswell of community engagement, grants became available 
from the New York State Energy Research and Development Authority. The contributions of the 
investigation led by Egg Geo LLC will provide lessons learned and guide future industry best 
practices for wide-scale building stock decarbonization in the challenging urban environment. 

Challenges for the neighborhood geoexchange district energy system include space limitations, 
retrofit costs, equipment, capitalization policies, among others. Usually geothermal and 
geoexchange is touted as having smaller footprints than the typical power plant, for example. In 
Manhattan’s dense urban setting, even the small drill rig footprint can be difficult to permit and 
deploy. Equipment in place varies widely across organizations involved. There are more than 30 
structures and 6 million square feet of conditioned floorspace that would be affected by HVAC 
conversions. Some partner building operators face organizational capitalization policies that will 
force them to use combustion equipment in place, even as the TEN becomes a connection option 
across the neighborhood. As part of the effort to maximize the use of space available for drilling, 
aquifer thermal energy storage (ATES) is being considered. 

ATES is a method of storing thermal energy in the subsurface on a seasonal basis. Rejected heat 
for cooling or fluid that has undergone heat exchange for heating may be injected into highly 
permeable zones for storage. The system, typically operated in a doublet configuration, is 
reversible. This allows for the expansion and contraction of the thermal plume on an as needed 
basis. This project requires more than 34,262,000 kWhth (116,816 mmBtu) of subsurface thermal 
storage to achieve the goals of decarbonizing participating buildings in Chelsea. 

2. Background 
New York City’s Manhattan Island has both bedrock and glacial till aquifers. Characteristically 
the bedrock is near surface along the northern portion of the Island, with a notable addition of 
glacial till near surface on the southern portion. This section addresses some existing geologic 
understanding and system characteristics that need to come together in order for subsurface 
exploitation to be successful in a Chelsea TEN. 

2.1 Chelsea Neighborhood 

Chelsea is a neighborhood on the West Side of Manhattan, New York City. The neighborhood’s 
boundaries are roughly 30th Street to the north, Sixth Avenue to the east, 14th Street to the south, 
and the Hudson River/West Street to the west (Figure 2). Notable buildings in this area include 
Penn South (15 housing buildings), Amtrak Penn Station (1 building), Patrick Moynihan Train 
Hall (1 building), SUNY Fashion Institute of Technology (9 buildings), Tishman Speyer’s Morgan 
North (1 building), Saint Eleftherios (1 building), Holy Apostles (3 buildings), among others.   
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Figure 2: Chelsea neighborhood with early project participant buildings shown. 

2.2 Subsurface 

The southern portion of Manhattan Island consists of unconsolidated glacial deposits ranging from 
just a few feet thick to more than 250 feet in some areas. These deposits host an aquifer system 
that is rich in quartz and has very low percentages of fine materials such as silts and clays. Geologic 
data was gathered from borehole data from the United States Geological Survey and the New York 
State Department of Environmental Conservation. Because the data was limited, an inverse 
distance weighted (IDW) method was used to interpolate depth of glacial deposits between 
borehole measurements (Figure 3). It should be noted that because many of these shallow wells 
did not hit bedrock, these values should be treated as a minimum depth of deposits. It is likely that 
in many areas the actual depth is tens of feet greater.  
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Figure 3: Left: Well data gathered and plotted in QGIS across Manhattan Island. Right: Interpolated values 
of depth to bedrock in feet. The project area is just within the zone of 25-50ft to bedrock. 

The glacial deposits overlay a bedrock with varying degrees of metamorphism, weathering, and 
composition. Schist, gneiss, and occasional marble make up the majority of the bedrock 
encountered under Manhattan Island. For simplicity we will refer to any rock beneath the glacial 
deposits as bedrock and assume an average permeability. Although some areas of bedrock have 
higher permeability due to metamorphism and heavy weathering, the majority is intact gneiss with 
very low permeability/conductivity compared to glacial deposits above.    

Aquifer tests indicate a wide range of aquifer hydraulic conductivity in the glacial deposits. The 
highest values were found on the western and northern sides of the island near the study area. 
Drilling results indicate the saturated part of the glacial aquifer extends only as far north as 30th 
Street (Figure 4, Table 2) with small localized exceptions in stream channels to the north where 
bedrock outcrops are present (Stumm & Como, 2017).   
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Figure 4: Wells surrounding the thermal energy network study area in Manhattan, New York City (Stumm & 

Como, 2017). 

 

Table 1: Existing well characteristics in the study area (Stumm & Como, 2017). 
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2.3 Aquifer Thermal Energy Storage 

An ATES is an open system of groundwater connected via open hole wells used to store and 
recover thermal energy in subsurface aquifers. Groundwater extracted in summer cools by 
transferring heat from the building to the water by means of a heat exchanger. The heated 
groundwater is injected into the aquifer to be stored until winter. The flow is then reversed, and 
the heated groundwater is extracted and often fed to a heat pump (Figure 5). ATES helps to buffer 
seasonal reversals in heating and cooling demand and serves as a cost-effective technology to 
replace systems dependent on fossil fuels. This system, balanced by mechanical methods such as 
dry coolers, also reduces the system imbalance introduced by closed loop geoexchange borehole 
arrays.   

 

 

Figure 5: Conceptual model of an ATES system for buffering energy transfer stations across some portions of 
the Chelsea neighborhood (modified from: Bloemendal et al., 2018). 

Additionally, ATES may help to mitigate saltwater intrusion, a growing problem in freshwater 
aquifers under Manhattan. Mapping of historical and modern chloride concentrations indicate the 
presence of four wedges of saltwater intrusion caused by industrial pumpage and limited recharge 
capability (Figure 6). With ATES, a thermal plume expands and contracts for the warm well and 
the cool well on a seasonal basis which prevents a differential pressure downhole that would 
otherwise encourage the migration of seawater into the glacial or bedrock aquifers.  
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Figure 6: Glacial aquifer and water-table contours for Manhattan Island with the proposed service area 
marked in red and regional flow annotated with arrow (modified from: Stumm & Como, 2017) 

2.4 HVAC System 

2.4.1 Dry Coolers 

The ATES is susceptible, over time, to gradual temperature changes.  An example can be seen in 
a system rejecting more heat than it can dissipate naturally over time. The cold side of the ATES 
may need to be conditioned to bring the temperature back down because the building loads are 
adding too much heat to the storage in the aquifer.   
 
One type of equipment that can potentially help with this situation is a dry cooler.  This is a piece 
of equipment similar to an outdoor air-cooled condenser on a standard air conditioning system that 
rejects sensible heat to the outdoor environment.  One major difference is the medium that rejects 
the heat is a water or glycol/water mixture instead of a refrigerant.  In the same manner as a 
condensing unit, heat is removed from the building (or process) and transported through lines to 
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the exterior unit.  From here air is passed over a finned radiator and the heat is removed from the 
fluid.  It then flows back to the building/process at a cooler temperature to perform the cycle again. 
 
For a dry cooler to function, the air needs to be cooler than the solution. Dry coolers work better 
in cooler climates where the temperature is lower than the heat rejecting fluid, and they are not 
affected by humidity like traditional cooling towers. These types of mechanical equipment can be 
considered for helping to bring balance to the system. 
 
2.4.2 Current Mechanical Systems in Place 

As mentioned in section 2.1, the Chelsea neighborhood has a diverse set of building types 
interested in participating in the thermal energy network.  In addition to various building types 
(multi-family, industrial, train station, place of worship, educational etc.), their heating, ventilation 
and air conditioning systems also differ.  Each potential thermal energy network member had their 
mechanical systems studied by site visits and analysis of existing design drawings. 
 
Penn South 
A multi-family with several commercial buildings is comprised of a central energy plant (CEP).  
The plant serves dual temperature fan coil units throughout the campus. Cooling is provided by 
(3) 900-ton water cooled chillers located within the CEP, heating by a combined heat and power 
plant that produces electricity, heating hot water, and domestic hot water. 
 
Penn Station 
Chilled water is provided by electrically driven water-cooled chillers with cooling towers. 
Heating and domestic hot water is provided by Consolidated Edison (Con Ed) Steam. 
 
Moynihan Train Station 
Electric chillers provide chilled water to the building.  The Amtrak portion of the building is fed 
by VAV AHUs fed by the chiller plant. Heating utilizes gas boilers to provide heating hot water 
to the air handlers. 
 
Tishman Speyer Morgan North Postal Facility 
Cooling is accomplished with water cooled chillers served by cooling towers staggered all over 
the building.  Con Ed steam is provided to plate and frame heat exchangers for purposes of space 
heating. Additionally, their heat recovery is accomplished with a glycol heat exchanger for interior 
areas. 
 
SUNY Fashion Institute of Technology 
The cooling system consists of (2) 1,000-ton (3,517 kWth) steam turbine chillers, (1) 550-ton 
(1,934 kWth) variable speed electric chiller, (1) 1,500-ton (5,275 kWth) variable speed drive.  
Heating and DHW are handled by Con Ed Steam. 
 
Saint Eleftherios 
Cooling is provided by DX roof top unit. Heating utilizes an oil-fired boiler for both radiant heat 
and domestic hot water. 
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Holy Apostles 
Cooling provided by newly installed Daikin split units (evaporator and condenser). Heating is 
accomplished by gas boiler for radiant heating and domestic hot water. 

3. Modelling Approach 
3.1 Conceptual Model 

3.1.1 Surface System 

The TEN will operate with near-ambient design temperatures. For the near-ambient TEN, the 
range of temperatures will operate within a design bandwidth. This design bandwidth differs from 
conventional district heating with a fixed delivery temperature. Each building will connect to the 
TEN, much like a service line connection to city water mains.  

Retrofitting buildings to the thermal energy network are not as complicated or invasive to the 
existing systems as they may sound. As mentioned previously, the building systems can come in 
different forms, whether a building with distributed heating and cooling units or a group of 
buildings served by a central energy plant. 

For the central energy plant configuration, an example can be seen in retrofitting the Penn South 
campus. The plant can interface with the TEN using a plate and frame heat exchanger (HEX).  
Multiple HEX will be provided options for redundancy, as well as cleaning and maintenance while 
keeping the system fully operational.  From a cooling perspective, the existing cooling towers can 
be valved off and plate and frame HEX can be installed to remove heat from the condenser side of 
the water-cooled chillers. The temperature of the TEN, and subsequent condenser loop side of 
Penn South campus, will be monitored and balanced using thermal sources and sinks to maintain 
acceptable temperatures.    

The heating side of the system will work similarly with a heat pump using the same piping system 
(and water temperature) as the water-cooled condenser side of the central energy plant to provide 
the heat needed for the campus. Booster heat pumps may be required depending on distribution 
equipment temperature requirements. All distribution of chilled and hot water remains the same 
and operates the same as present-day sequences. Figure 7 illustrates the addition of the thermal 
energy network to the existing mechanical systems. The wells and heat exchanger can be seen in 
the bottom left corner of the diagram. 
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Figure 7: Typical building retrofit for thermal energy network connection. 
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3.1.2 Subsurface System 

Fluid temperatures in the aquifer are approximately 11°C. This value serves as the initial condition 
in ATES simulations, using TOUGH 2.1 and was determined using regional averages. TOUGH is 
a suite of software used to simulate the coupled transport of water, vapor, non-condensable gas, 
and heat in porous or fractured media. Depth to water table is about 1 meter, resulting in a starting 
pressure of 320,078 Pascal. Air mass fractions are neglected. Interpolated borehole depths indicate 
the depth of the unconsolidated zone is between 25 and 75 feet. This simulation assumes 50 feet 
of unconsolidated glacial till. Another 50 meters of bedrock (granite) is added beneath the 
unconsolidated zone, assuming lithostatic pressure only, to a total depth of 71.3 meters from 
surface. Useable thicknesses for the screen length in the Chelsea ATES are comparable to the well 
screen thicknesses in use for the Stockton University ATES system in New Jersey (Nordell et al., 
2021). Most subsurface characteristics were gathered from well data published by the New York 
Department of Environmental Conservation, but some such as specific heat and wet heat 
conductivity were assumed from other similar rock formations (Table 2).  

Table 2: Rock types used in the simulation and their hydrological values. 

Rock Property Glacial Till Bedrock 
Density 2200 kg/m3 2700 kg/m3 

Porosity 30% 1% 
Permeability 1.5E-10 m2 0 m2 

Wet Heat Conductivity 1.8 W/(m.K) 3.2 W/(m.K) 
Specific Heat 1300 J/(kg.K) 740 J/(kg.K) 

 

Across the project service area, the unconsolidated gravels are thickest on the Penn South Campus, 
where more open green space appears as potential urban drilling locations (Figure 8). The Penn 
South affordable housing community has a campus at the center of the study area with a length of 
465m by 265m. The property constraints define the possible well locations of the ATES.  

 

Figure 8: Image of the project study area in Manhattan, New York City (Google). 
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3.2 Framework 

Although a one season maximum storage of 34,262,000 kWhth (116,816 mmBtu) is projected as 
necessary for the neighborhood, the design team must operate within the realm of physical 
limitations. Where necessary in simulation, the total storage capacity is adjusted to the point where 
well to well interactions are not a high risk and injection volumes are within acceptable ranges. 
This system boundary informs the results, which will provide a basis of design for the TEN.  

Monthly average flow rates for the respective operational mode, either heating or cooling, are in 
use for the simulation. The total cooling demand remaining (Figure 9), after the application of 
closed loop borehole arrays and simultaneous heating or cooling for the TEN, makes up the 
expected ATES capacity requirement. These values are binned and normalized, then monthly flow 
rates are derived (Figure 10). A constant differential temperature of 5°C is assumed from the 
producing wells to the point of reinjection. Enthalpy initiates from production wells at 45,980 J/kg 
for fluid in formation at 11°C. Subsequent enthalpy is recalculated from disturbed reservoir 
temperatures for each operational mode switch between heating or cooling, then the simulation is 
reinitiated. This process is repeated for 5 years, with two seasonal switches each year.  

 

Figure 9: Cooling load remainder for potential capture and storage in the subsurface. 
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Figure 10: Effective average flow rates to store all possible heat rejected from cooling and extract it for heating. 

 

4. Results 
Two well distribution scenarios were considered in an effort to confine the energy storage to a 
manageable size. Both scenarios produced results that indicate that 100% of the necessary thermal 
energy can be stored in the subsurface beneath Chelsea, but the well separation and total square 
meters each simulation required varied significantly. Scenario one required at least 650m of well 
separation and a total area of about 0.6km2 (Figure 11). 
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Figure 11: Scenario One or the 'single doublet' scenario. Results after five years of aquifer thermal energy 
storage. 

Scenario two utilized four doublets of identical depth to scenario one. Smaller flow rates enabled 
production and injection wells to be placed nearer each other without thermal breakthrough and 
therefore required less overall area. Scenario two required at least 400m of well separation between 
production and injection, and an overall area of about 0.56km2 (Figure 12). Additionally, multiple 
doublets have the advantage of splitting up the wells in a variety of arrangements to accommodate 
the complications of planning an ATES system in a dense city center.  

 

Figure 12: Scenario Two, or the ‘four doublet’ arrangement required less total area and less well separation 
than the first. Results after five years of thermal energy storage. 
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5. Discussion 
Manhattan Island presents a challenging environment for ATES. The geologic conditions limit the 
technically feasible zones to the southern portion of the island. Fortunately, Penn South and the 
Chelsea neighborhood sit above the critical glacial till. ATES in Chelsea can improve the technical 
and economic feasibility of a TEN. Simulation of the groundwater is important before proceeding 
with a more detailed engineering design of the TEN. The mass flow rate required for an ATES 
enabled TEN is challenging, largely due to the geographic extent of the service area. Future work 
may require easements from neighboring property owners for well separation purposes. Validation 
with well tests is an important next step as the hydraulic conductivity noticeably increases from 
east to west across the project area.  

The simulations provide useful estimates for well separation and total area needed for various well 
arrangements. Flow rates and thicknesses of glacial till are factors that define the area needed for 
ATES doublets. Additionally, the scenarios numerically prove the possibility of storing the 
proposed amount of thermal energy for this project.  

6. Conclusion 
Decarbonization of building stock in urban areas, such as New York City, presents a tremendous 
engineering challenge. The regulatory environment created by the UTENJA and the Climate 
Mobilization Act promote the application of geothermal and geoexchange technologies in New 
York State and New York City. Geothermal and geoexchange technologies offer building portfolio 
managers a responsible electrification technique that can reduce their operational costs over the 
long term wherever the appropriate sources and sinks are available. ATES is one of several 
subsurface exploitation methods that can provide engineering firms, building managers, and 
policymakers with city-scale decarbonization. Future studies will be necessary to fully ensure the 
success of a potential ATES system in the Chelsea Neighborhood. Understanding the geologic 
conditions and the surface system engineering necessary to utilize those conditions is absolutely 
essential to maximize heating and cooling performance. Special care should be taken to 
understanding the depth of glacial till, the permeabilities of shallow bedrock, and regional 
advective flow. The effect of building foundations on groundwater flow should also be considered 
while modeling potential well sites.  
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ABSTRACT 

Thermal energy storage in oil and gas reservoirs leverages the existing surface and subsurface 
infrastructure, which can pave the way for economic production of geothermal energy. Existing studies on 
geothermal energy storage are focused mostly on the use of aquifers with more homogeneous rock and fluid 
properties. Coupling of heat and fluid flow in a multiphase-multicomponent system, such as an oil reservoir, 
is imperative especially if existing oil field assets need to be repurposed as required for a sustainable energy 
transition. The objective is to model the subsurface thermo-hydrological processes associated with reservoir 
performance and operational sustainability. The model evaluates formation pressure and temperature within 
the reservoir and at the injection/production wells during multiple charge and discharge cycles. 

Hot water (~200°C) heated by Concentrating Solar Power (CSP) at high pressure is injected into the existing 
oil reservoir for storage and produced as thermal energy for power generation, which will be accompanied 
by enhanced oil recovery. To demonstrate the coupled fluid and heat flow during the injection/production 
cycle in the subsurface reservoir, TOUGH3 (developed by Berkeley Lab) is used to simulate the thermo-
hydrological (TH) processes in a multiphase, multicomponent system. Two well geometries are considered 
within the reservoir grid: 1) a single-well huff-n-puff system (same well is used for injection and 
production), and 2) an isolated injection-production well doublet. Seasonal charge and discharge cycling 
are implemented based on the scheduling specified in the model input file. 

The model reports pressure, temperature, enthalpy, liquid fluxes, heat fluxes, pore velocities, and changes 
in porosity & permeability due to temperature and pressure variations during the cyclic Reservoir Thermal 
Energy Storage (RTES) operations. The results from the simulations can be used to optimize the operational 
parameters (such as well spacing and injection/production rates) and round-trip efficiency for surface 
power-plants coupled with thermal energy storage over time. They can also serve as important inputs for 
levelized cost of storage estimations. The research will help to design and integrate surface renewable 
energy sources, such as concentrating solar power (CSP), with RTES to help balance out power supply and 
demand on the grid. 

2625



Kumar et al. 

1. Introduction  

Energy storage is increasingly necessary as Variable Renewable Energy (VRE) technologies 
replace fossil fuels for electricity generation and heating. Many energy storage solutions are being 
developed to address short discharge durations, but there are significant seasonal variations in VRE 
generation and electricity consumption. Seasonal energy storage is a promising technology that 
can shift energy generation from the summer to the winter, but these technologies must have 
extremely large energy capacities and very low costs. High temperature reservoir thermal energy 
storage (HT-RTES) is proposed as a solution for long-term energy storage. Benefits of HT-RTES 
includes long-term storage and productivity as it is charged externally unlike traditional 
geothermal resources. Excess thermal energy can be stored in permeable reservoirs such as 
aquifers and depleted hydrocarbon reservoirs for several months. Sharan et al. (2021) recently 
determined that storing solar thermal energy in RTES provides a constant and lower levelized cost 
of storage (LCOS) over both short and long durations compared to the commonly used molten salt 
thermal energy storage (TES).  

 

Figure 1: A conceptual model of a reservoir thermal energy storage (RTES) system (US DOE, 2020). 

Thermal storage in shallow aquifers has been implemented in the United States and western 
Europe for decades for low-temperature (< 50°C) building and district heating applications 
(Fleuchaus et al., 2018; Kumar et al., 2021). There are currently no commercial thermal storage 
projects in depleted oil reservoirs, although demonstration projects are ongoing in Germany. 
Nevertheless, the oil and gas industry has successfully injected hot water and steam for enhanced 
oil recovery applications in reservoirs containing heavy (high viscosity) oil. In this paper, we will 
advance the state-of the art by developing subsurface models for higher temperature RTES 
(e.g., >150°C) in porous and permeable sedimentary formations. The idea is to heat the water from 
the subsurface (produced from a cold well) and inject it in hot wells (Figure 1). The stored hot 
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water will be used for electricity generation during peak hours or direct use during seasonal heating 
and cooling. The goal is to evaluate heat and mass flow during charging and production cycles 
using a thermo-hydrological (TH) model. Modeling results such as heat flux, mass flux, density, 
temperature, and enthalpy of the produced fluid will be helpful to optimize the energy generation 
and related surface power cycle operations during variable seasonal demands and integrate the 
geothermal energy into the grid. The TH modeling results from this study will also help in 
addressing some of the challenges such as thermal short-circuiting during HT-RTES operations.  

2. Geologic and Hydraulic Setting 

For this study, oil and gas fields in Central California are analyzed as potential candidate 
formations for high temperature geothermal energy storage (Figure 2). Reservoir data such as 
porosity, permeability, thermal conductivity, temperature, pressure, mineralogy, depth and size of 
the formation, brine chemistry, and well data is collected from the Geologic Energy Management 
Division (CalGEM) database, the United States Geological Survey (USGS), the California 
Department of Conservation, and Premier Resource Management (PRM), LLC. Based on the 
collected data from more than 50 oil and gas fields in central California, an interactive database 
has been prepared in a spreadsheet. Initial reservoir pressure in the collected database ranges from 
200 - 5,100 psi whereas temperature lies between 32°C and 138°C. The average thickness of the 
production unit varies between 4 m and 150 m. The depth of these units ranges from 122 m to 
3353 m. The porosity of the formations ranges from 0.12 to 0.5 with an average 0f 0.28. 
Permeability varies from 1.5 to 3070 millidarcies. Salinity (as NaCl, ppm) of the formation waters 
varies from 800 to 40,000 ppm.  

Figure 2: California oil and gas fields. Source: California. Division of Oil, and Gas. California Oil and Gas 
Fields: Central California. No. 11. California Department of Conservation, Division of Oil, Gas, and Geothermal 
Resources, 1998. 

For the TH modeling case study, location-specific data for the North Antelope Field (Tulare 
Formation) in the San Joaquin Valley is shared by Premier Resource Management, LLC (Berger 
et al., 2023). The Tulare Formation, for the purposes of this study, is broken into two separate units 
(Tulare Oil Sand, and Tulare Clay) based on the depositional environment. In general, the Tulare 
Formation consists of yellowish tan to greenish-grey/bluish-grey clays with intervening grey sand 
bodies. CalGEM well records were examined for all wells in the study area in a search for core 
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data (sidewall or continuous conventional cores) where cores were taken from the Tulare 
Formation interval. Porosity (Φ) and Permeability (κ) results from cores with available laboratory 
analysis are summarized in Table 1 as follows: 

Table 1: Hydraulic properties of sand and clay units in the Tulare Formation 

Interval Porosity 
range 

Average 
porosity 

Permeability 
range(md) 

Average 
Permeability(md) 

#samples 

Tulare clay 23-44% 28.0% 0.4-7.0 2.73 5 
Tulare clay 

(Sand lenses) 
20-44% 33.3% 10-1200 215.9 44 

Tulare Oil 
Sand 

18-50% 32.9% 1-2500 570.3 93 

2.1. Modeling approach 

Based on the acquired data, a thermo hydrological model for subsurface energy storage has been 
developed using the TOUGH suites of codes, developed by Berkeley Lab (Pruess et al., 1999; Jung 
et al., 2018). Initially, a push-pull injection/production model has been set up to show the 
temperature variations and energy loss during the seasonal operation cycle. A 3-D mesh with 
dimension of 400 m × 300 m × 460 m is created for the TH modeling (Figure 3). The model 
includes the hydraulic and thermal properties in each layer from the field data but doesn’t consider 
heterogeneity in horizontal direction. Also, the model doesn’t consider a separate oil phase and 
approximates a majority of aqueous phase for flow modeling in porous media.  

 

Figure 3: Schematic of the modeled domain setup using TOUGH2-EOS7 
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Initial temperature, pressure, TDS, and injection parameters are summarized in Table 2 as 
follows: 
 

Table 2:  Initial reservoir conditions and injection rate 

Initially, the reservoir was charged for 9 months followed by 3 months of production cycle for 
both scenarios 1) a single well huff-n-puff system, and 2) an injection-production well doublet. 
The heated fluid was injected at a depth of 335 m in a sand layer that has a thickness of 60 m for 
both the scenarios. The injection rate corresponds to a targeted power output of 12,000 kWh per 
day after fully charging of the reservoir. During the 3 months production cycle from the hot well, 
the cold well is charged with water at 60 ºC, which is discharged from the power block (Figure 1).   

3. Results & discussion 

3.1. Temperature Dissemination in huff-n-puff  

Temperature is plotted (Figure 4) during 9 months of charging and 3 months of discharging cycle 
in the injection-production well as well as at the grid block located 10 meters away from the well 
in the lateral direction. The temperature profiles suggest that there is a scope for more charging 
to obtain an optimum storage efficiency.  

Vertical temperature dissemination is plotted in Figure 5 during the injection/production cycle. 
The results suggest a higher temperature drop in the bottom of the layer during the production. The 
preliminary results for a huff-n-puff system indicates a temperature drop during the charging and 
discharging cycles, which suggests further optimization of operational cycle to maximize the 
temperature of the production fluid or storage efficiency based on the daily energy demand. A 
partially charged formation doesn’t yield the desired storage efficiency, which is needed to achieve 
the optimum power output. When comparing the temperature dissemination in both lateral and 
vertical directions, the flow properties of heated fluid should also be analyzed. The heated fluid 
moves towards the upper caprock due to buoyancy as density decreases with increasing 
temperature. Therefore, the plume migration increases in the lateral direction and decreases 
vertically.  A more illustrative analysis for the heat and mass flow is represented for the second 
case of the hot-and-cold well doublet system.  

 

Reservoir Temperature (°C) 50 

Reservoir Pressure (Pa) 4.089e6 (593 psi) 

Injection rate 1200 bpd @200°C 

2.2 kg/s, 12000 kWh/d 

TDS 16000 mg/L 
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Figure 4: Lateral dissemination of temperature during charging and discharging cycle. 

 

Figure 5: Vertical temperature dissemination during charging and discharging cycle. 

Temperature during charging  

Discharging  

Temperature during charging  Discharging  
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3.2. Flow and thermal properties in hot-n-cold well doublet 

The temperature distribution in hot and cold wells after 9 months of charging and 3 months of 
production is plotted in Figure 6. 

 

Figure 6: Temperature (ºC) dissemination after 9 months of charging (left panel), and 3 months of production 
(right panel). The snapshots of x-z plane correspond to y = 145 m.  

During the 9 months of charging, the temperature near the hot well (x = 95 m) reaches ~200 ºC 
(Figure 6) whereas the temperature of the cold well remains constant as the native fluid is produced 
during this period. During the 3 months of production, the temperature of hot well decreases and 
hot water plume shrinks vertically as well as laterally. On the other hand, the temperature of the 
cold well changes slightly due to injection of slightly higher temperature (60 ºC) water from the 
power block. The heat flux during the charging and discharging cycle is plotted in Figure 7 which 
shows the energy flux at 9 months and 12 months respectively. Negative heat flux indicates (blue 
color in Figure 7) the removal of thermal energy whereas positive heat flux (warm colors) 
represents addition of thermal energy during charging. The heat flux is directly proportional to the 
temperature and mass flux (Figure 8) of injected/produced water. The enthalpy of the fluid is 
plotted in Figure 9, which varies with the temperature of injection water. The density plot in Figure 
10 helps in deciding the extent of plume migration in both lateral and vertical directions. An 
increase in temperature decreases the density of the fluid (water in this case), which drives upward 
flow of lower density fluid. The extent of plume migration is a key parameter to estimate the size 
of reservoirs, and the distance between hot and cold wells based on the energy output. The TH 
modeling results such as temperature, heat flux, mass flux, and enthalpy give a detailed description 
of flow and thermal variations during injection and production cycle, which can be utilized for 
designing/sizing of the wells, evaluating the geothermal storage potential of reservoirs, and 
optimizing the energy production operation efficiently. Also, the modeling results don’t indicate 
any thermal short-circuiting in this case.  
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Figure 7: Heat flux (vertical) (J/s/m2) after 9 months of charging (left panel), and 3 months of production (right 
panel).  

Figure 8: Liquid flux (vertical) (kg/s/m2) after 9 months of charging (left panel), and 3 months of production 
(right panel). 

mechanical) models should be developed to predict geochemical and geomechanical issues 
associated with the HT-RTES operations (Dobson et al., 2023). Also, for the future simulations, 
detailed operational parameters reflecting daily energy production and seasonal variations in 
recharging will be considered.   
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 Figure 9: Enthalpy (J/kg) after 9 months of charging (left panel), and 3 months of production (right panel). 

Figure 10:  Density (kg/m3) after 9 months of charging (left panel), and 3 months of production (right panel). 

4. Conclusions and future work 

The TH modeling results suggest HT-RTES is a promising technology for reliable and possibly 
long-term subsurface energy storage. The TH modeling helps optimize operational parameters 
such as injection/production rate, well placements, temperature of injected/produced water, storage 
efficiency, and to evaluate the possibility of thermal short-circuiting during the storage operations 
over a given time frame. The study will also help in assessing the techno-economic feasibility (Zhu 
et al., 2023) of solar-geothermal hybrid systems in depleted oil reservoirs. However, based on the 
lessons learned during the past HT-ATES (Aquifer Thermal Energy Storage) projects (Dobson et 
al., 2023), a detailed THC (thermo-hydrologic-chemical), and THM (thermo-hydrologic-
mechanical) model should be developed to evaluate the system performance due to scaling, 
corrosion, surface uplift, and fracture development/propagation. 
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ABSTRACT 

Low enthalpy geothermal energy can be used for district heating, where the extracted heat from 
subsurface serves as the heat source for a heat pump.  In cold climates, the number of heating 
degree days greatly exceeds the number of cooling days, leading to a steady decline in the thermal 
reservoir temperature.  Seasonal thermal energy storage, using captured thermal energy either from 
industrial processes or from solar thermal, can help improve performance by providing an annual 
reservoir thermal balance.  In this study, various borehole configurations in a sedimentary reservoir 
were modelled using CMG STARS, coupled with a surface facilities model for the main campus 
district energy system at the University of Calgary, in Calgary, Alberta.  The boreholes are 
designed as co-axial tube heat exchangers with an internal tubing and outside casing.  Water is 
injected in the annulus and heated water is returned through the insulated internal tubing.  
Numerical simulations in CMG STARS were used to optimize the water injection rate and the 
temperature of the returned water at the surface.  From these and the energy load requirements, the 
number of wells and/or laterals to be drilled is determined. 

The simulation tools are used to design a geothermal energy system that can meet 90% of the peak 
heating load.  The simulation suggests that this can be achieved through a borehole arrangement 
of multilaterals that will land in the Viking formation, a permeable formation at about 2000 m 
depth and a reservoir temperature of about 60°C.  High temperature heat pumps would be installed 
at surface to upgrade the produced fluids to necessary required working temperatures in individual 
buildings.  A closed loop system is chosen to minimize seismic activity and to reduce interaction 
with formation fluids, which may include hydrocarbons.  Without seasonal reservoir thermal 
storage, system performance is expected to steadily decline over 30 years with the expected heat 
pump coefficient of performance decreasing from over 3.0 to below 2.5.  By using photovoltaic 
and thermal (PVT) solar panels, the performance of the thermal reservoir is improved.  In addition, 
with PVTs, electricity production is also expected to increase by 10%, offsetting the additional 
pumping requirements in the summer.   
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1. Introduction 
Geothermal energy has emerged as a promising solution for sustainable heating and cooling, by 
using the Earth’s natural heat to provide renewable thermal energy.  However, a thermal balance 
is essential for long term operations.  Deep geothermal systems utilize the thermal flux of energy 
from the earth’s core to achieve a long term thermal energy balance, while shallow (<500 m) 
geothermal (or geo-exchange) systems use a diurnal or seasonal thermal balance.  In this paper, 
we explore the potential of seasonal thermal energy storage in a middle deep (2.0 km deep, 65°C 
reservoir temperature) geothermal energy system that is tied into a district energy system. 

There are several types of geothermal heating systems, targeting different applications.  Geo-
exchange or ground source heat pump is the most common type of geothermal heating systems.  
Refer to Lucia et al. (2017) for an overview.  In these systems, heat pumps are used to extract heat 
from the earth through ground loop system.  The extracted heat could be used for space heating or 
to heat domestic water in the winter, while lower ground temperatures can be used in the summer 
for space cooling.  This category can be further divided into closed-loop and open-loop systems.  
Closed loop systems circulate a fluid through a closed loop of pipes in the ground, where the 
system absorbs or gives off heat from the ground, depending on the temperature difference.  The 
lack of interaction between the injected fluid and the reservoir fluids is very advantageous, but 
lower thermal performance results from the lower residence time of the working fluid in the 
reservoir and the limitations of thermal heat exchange by conduction through the ground loop 
walls. 

Open-loop systems utilize groundwater directly as a heat source.  Water is pumped from a well, 
passed through the heat pump for heat extraction, and then discharged back into the reservoir via 
a separate well or surface water body.  These systems are more thermally efficient; however, they 
suffer from flow reduction over time (due to migration of fines) and are prone to the development 
of biofilms if not managed properly.  The permitting process is also frequently more cumbersome 
due to the direct interaction with ground water. 

Deeper geothermal systems allow for direct use of heat in heating systems, as deeper (and thus 
hotter) reservoirs are accessed.  Middle-deep systems, deep enough (500 m – 3 km) for direct 
heating use but too cold for power generation (40 – 80°C), are available anywhere, and can be tied 
directly into new or existing heating networks.  An overview of such systems can be found in 
Romanov and Leiss (2022). 

District energy systems (DES) provide heat to multiple buildings or larger areas through a 
centralized heating and cooling plant.  An overview of different types of DES systems and current 
advances may be found in Gjoka et al. (2023).  A typical DES has a central facility (or series of 
facilities) that generates a hot or cold stream of working fluid (frequently water) and delivers it to 
an interconnected network of buildings via a pipe network.  The energy source for many DES 
systems is hydrocarbon based, some are based on waste heat from industrial processes, and a small 
number is geothermal based.  The University of Calgary operates a second general DES system 
with a natural gas fired combined heat and power plant.   

Subsurface thermal energy storage has been explored for several decades (Matos et al, 2019).  
Thermal energy storage allows for balancing of system operations, either on a diurnal or seasonal 
basis.  Diurnal thermal storage takes advantage of daily temperature cycles to improve efficiency 
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of heating or cooling system, such as in a system described by Fernandez et al. (2012).  Seasonal 
storage systems pump heat underground in the summer months and produce heat in the winter 
months (Ahmed et al, Wang et al,, 2022).  In northern climates this is particularly useful as there 
is an imbalance between heating and cooling demand, leading to an overall net heat withdrawal 
from the reservoir.  By injecting heat in the summer, reservoir performance remains consistent 
year after year (Wong et al, 2006). 

In this paper, a middle-deep geothermal energy system is proposed for the University of Calgary 
district energy system.  As the existing network and building heating systems are to be utilized, 
the system design will focus on the design of the subsurface well array and will utilize high 
temperature heat pumps at each building to minimize changes to building infrastructure.  The paper 
is laid out as follows: we will start with a description of the system model in section 2, followed 
by the results of these models in section 3 and conclusions in section 4. 

2. System Modelling 
The overall system integrates three smaller subsystems: a subsurface geothermal system, a heat 
pump, and a building heating loop used to distribute hot water around the building, as shown in 
Figure 1. The subsurface geothermal system could potentially consist of multiple geothermal 
wells, vertical or horizontal, acting as co-axial heat exchangers. In this study, the geothermal and 
heat pump subsystems are explicitly modeled. 

The ground loop is configured as a co-axial well, which acts as a downhole heat exchanger to heat 
the injected fluid.  In this configuration, shown in Figure 1, water is injected at a constant 
temperature of 15°C via the annulus, while the heated fluid is returned through the tubing. The 
geothermally heated fluid then enters into the heat pump to further increase its temperature up to 
specifications needed to be used for heating the building.  It is desired to provide heat to the 
building at 95°C and a returned temperature of 75°C. 

2.1 Subsurface Geothermal Modelling 

Subsurface modelling was done using CMG Stars Simulator (version 2022.10).  The effects of 
injection rate on the thermal output were investigated for both vertical and horizontal wells.  The 
rates were optimized to identify the most optimal injection rate for heat pump design, based on the 
building loads at University of Calgary campus. 

 

2638



Mai et al. (2023) 

 
Figure 1: Integrated geothermal system with a two-stage cascade heat pump 

 

The CMG simulator is a software package that is often used in the oil and gas industry for thermal 
reservoir modeling, where the reservoir is represented by grid cells and the simulator solves a 
series of equations relating to material balance and Darcy’s law. A closed-loop downhole co-axial 
heat exchanger was numerically modelled in CMG along with the properties shown in Table 1. 

 
Figure 2: Co-axial subsurface heat exchanger  
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Table 1. Parameters used in the CMG Simulator for thermal reservoir studies 

Parameter  Value  
Porosity (fraction)  0.01  
kx = ky = kz (mD)  0.1  
Thermal conductivity (geothermal reservoir) (J/mdayC)  274,000  
Thermal conductivity (overburden) (J/mdayC)  210,000  
Heat capacity (geothermal reservoir) (J/m3C)  2.6×106  

Heat capacity (overburden) (J/m3C)  2×106  

Tubing insulation thickness (in)  0.5  
Tubing ID (in)  3  
Tubing OD (in)  3.5  
Casing ID (in)  11  
Casing OD (in)  13.8  
Hole diameter (in)  13.8 (no cement)  
P at 2000 m (kPa)  20,000  
T at 0 m (°C)  15  
T at 2000 m (°C)  60 
 

2.2 High Temperature Heat Pump 

A two-stage cascade heat pump system was used in this study. Because compression is done in 
two stages, the two-stage configuration uses less power input and is therefore more efficient 
compared to a single-stage system. To achieve the temperatures required for the campus heating 
network i.e. 95oC supply temperature and 75oC return temperature, the heat pump receives and 
upgrades heat from the geothermal heat exchanger using some electrical power input through the 
compressor. The heat pump thermodynamic model is based on the first law of thermodynamics 
and energy balances across each component. The steady flow energy equation is written in its 
general form as  

net net i i out out
inlet out

Q W m h m h− = −∑ ∑                   (1) 

Where m the mass flow rate, h is the enthalpy, netQ is the net rate of heat transfer, netW  is the net 
rate at which work is done and the subscripts inlet and outlet represent the inlet into and out of a 
given component respectively. 

Among the important parameters for the integrated geothermal high temperature heat pump system 
is the mass flow rate of the geothermal fluid. Depending on the production flow rates from each 
borehole, this determines the number of the required boreholes. An energy balance on the 
evaporator of the low pressure heat pump stage, we have:   
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Equation (2) relates the enthalpy change across the low-pressure evaporator, the mass flow rate of 
the refrigerant in the low-pressure evaporator, the specific heat capacity of the geothermal fluid 
and the temperature drop of the geothermal fluid across the low-pressure evaporator.  

The mass flow rate of the building loop is determined by the heating load hlQ and the supply and 
return temperatures according to  
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                 (3) 

 Since the return and supply temperatures are fixed, the specific heat capacity is known, the mass 
flow rate of the hot water to the building is a known quantity. Using this, the mass flow rate of the 
high-pressure heat pump cycle can be obtained and used to determine the mass flow rate of the 
low-pressure cycle. With a known mass flow rate of the low-pressure cycle and a known 
temperature drop of the geothermal fluid across the evaporator, the flow rate of the geothermal 
fluid is obtained using Equation (2). 

The thermodynamic analysis of the heat pump cycle entails the determination of the 
thermodynamic properties at each state point. The thermodynamic model was implemented in 
Engineering Equation Solver and the built-in thermophysical property library used.   

3. Results 
3.1 Subsurface Results 

Various injection scenarios were simulated, and the results are summarized in Table 2. 

Table 2. Results from CMG Simulator for a vertical coaxial well 

Injection 
Rate (m3/d) 

Produced water temperature at surface (°C) Thermal Output (kW) 
1 year 5 years 10 years 1 year 5 years 10 years 

100 30 28.6 28.1 73 66 63 
500 19.4 18.9 18.7 106 94 90 
1000 17.3 17 16.9 111 97 92 
5000 15.4 15.4 15.4 97 97 97 

 

The simulations without the seasonal thermal energy storage show an evident decline of working 
fluid’s return temperature, indicating depletion of thermal reservoir with time.  This effect is more 
pronounced with the higher injection rate, as the fluid is removing more heat than what the ground 
can supply through conduction. 
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As discussed previously by Dickinson et al. (2023), with the temperature gradients in Calgary, the 
most optimal flow rate is 500 m3/d, resulting in the temperature gain of 4°C.  For this flow rate, 
the number of wells to be drilled are shown in Figure 3.  To meet 90% of the peak heating load, 
about 300 vertical wellbores need to be drilled. 

 
Figure 3: Number of vertical well bores required at 500 m3/d 

University campus heating load for the entire year is shown in Figure 4.  From this figure, it could 
be seen that for the entire year, the load does not exceed 90% of the peak load. 

 
Figure 4: Yearly university campus heating load 
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Horizontal wells were investigated as an alternative to vertical coaxial well configuration.  The 
attractiveness of this design is that it allows for longer residence time for the injected water to 
absorb heat from the geothermal reservoir, and as a result, fewer well bores are required.  For the 
horizontal well considered, it was assumed that there is a 2.0 km of vertical wellbore, followed by 
2.0 km of lateral section.  The same reservoir properties and well geometry (coaxial) were used 
for the horizontal cases. 

Temperature of the returned water at surface at various injection rates is plotted in Figure 5 and 
its corresponding thermal output is shown in Table 3.  

 
Figure 5: Temperature of the returned water at surface for various injection rates in horizontal well 

Table 3. Produced water temperature and thermal output of the system with the horizontal well 

Flow rate (m3/day) Produced temperature (°C) Thermal output (kW) 
100 46.7 153 
200 43.7 278 
500 32.6 426 
1000 25.2 493 
2000 20.4 523 
2250 19.9 533 
3000 18.7 537 

 

The case of 1000 m3/d is favourable, as it yields a ΔT of 9°C between the geothermal fluid inlet 
and outlet temperatures, which reduces the required heat pump surface area for heat exchanging.  
The number of horizontal boreholes to be drilled at this rate, to meet various loads is shown in 
Figure 6.  To meet 90% of the peak heating load, about 60 horizontal wellbores need to be drilled. 
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Figure 6: Number of horizontal well bores required at 1000 m3/d.  

For the optimal case with 500 m3/d of water circulating in the vertical well, the effects of thermal 
recharge were investigated.  It was assumed that cold water is injected at 15°C during the winter 
months, while hot water (70°C) is circulated during the summer months. These cases were also 
extended for 30 years for investigation into sustainability. 

 
Figure 7: Effect of thermal recharge on the working fluid temperature. 

As expected, with thermal recharge, the reservoir is able to store some of the injected heat during 
the summer months and reject most of that heat during the winter months.  More importantly, the 
temperature differences between the two cases appears to be diverging with time.  As time 
progress, the performance of the original case of continuous thermal withdrawal decreases, 
whereas there is a slight increase in the thermal recharge case.  Figure 8 clearly shows this trend, 
where the temperature of the produced fluid, at a specific winter month (February) was monitored 
over time. 
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Figure 8: Temperature of produced fluids in February over time 

3.2 Heat Pump Performance   

The performance of the heat pump is a strong function of the building energy loads and the ground 
heat exchanger outlet temperature. Figure 9 shows the yearly variation of the compressor power 
input at a borehole heat exchanger temperature difference of 10oC and 20oC. In this figure, the heat 
pump flow rate will change with the building loads and so does the heat pumps coefficient of 
performance. As the figure shows, higher temperature differences require higher compressor 
power input given the reduction in the evaporator pressure and thus temperature as delta increases.  
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Figure 9: Yearly variation of compressor power input at two values of the borehole heat exchanger 

temperature differences  

Because the evaporator temperature is fixed by the outlet temperature of the geothermal borehole 
heat exchanger and the flow rate changes according to the heating loads, the heat pump’s 
coefficient of performance does not change with time over the year. For a heat pump working with 
R1233zd(E) as the refrigerant for supply and return temperatures of 95oC and 75oC, respectively, 
the heat pump’s coefficient of performance is 3.068 throughout the year. The compressor’s power 
input changes from 111 kW to 17,000 kW. 

4. Conclusions 
A middle deep geothermal system is designed and modelled for the University of Calgary main 
campus.  CMG’s reservoir simulator is used in conjunction with a surface facilities model to 
investigate the feasibilities of utilizing vertical and horizontal wells, as well as the impact of 
seasonal thermal recharge.  The results indicate that while over 300 vertical wells to 2.0 km are 
needed to provide 100% of the heating load of the campus, only 70 horizontal wells with 2.0 km 
laterals and 2.0 km vertical depth are needed.  If these wells are drilled in an intersecting well 
design, such as that shown in Figure 10, then only 35 well pairs are necessary.  Thermal recharge 
ensures long term performance and allows long term steady state operations that do not have to 
consider thermal decline.  

The team continues to evaluate the potential of this design and expects to work with the central 
facilities team to conduct an economic analysis of the design, explore the challenges of urban 
drilling near the center of Calgary, and then, potentially develop a demonstration project. 
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Figure 10: Potential multilaterals arrangement in the Viking formation 
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ABSTRACT 

Energy storage is increasingly necessary as variable renewable energy technologies are deployed. 
Seasonal energy storage can shift energy generation from the summer to the winter, but these 
technologies must have extremely large energy capacities and low costs. Geological thermal 
energy storage (GeoTES) is proposed as a solution for long-term energy storage. Excess thermal 
energy can be stored in permeable reservoirs such as aquifers and depleted hydrocarbon reservoirs 
for several months.  

In this article, we describe a techno-economic model that has been developed to evaluate GeoTES 
systems. The models are developed by combining the output of specialist models, which enables 
the performance and cost of both the subsurface and surface systems to be captured. Off-design 
models are developed so that the performance can be evaluated at each hour of the year.  

GeoTES can be charged with two different energy sources: (1) concentrating solar thermal and (2) 
renewable electricity using heat pumps (henceforth known as a “Carnot Battery”). The stored 
thermal energy can be used to generate electricity and, uniquely, also directly produce heat that 
can be used by industrial processes. Furthermore, Carnot Battery GeoTES can also be used to form 
a cold storage reservoir. 

Preliminary results that quantify the technical and economic performance of these two GeoTES 
systems are presented. 
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1. Introduction 
Energy storage is increasingly necessary as variable renewable energy technologies are deployed. 
Seasonal energy storage can shift energy generation from the summer to the winter, but these 
technologies must have extremely large energy capacities and very low costs. Geological thermal 
energy storage (GeoTES) is proposed as a solution for long-term energy storage. Excess thermal 
energy can be stored in permeable reservoirs such as aquifers and depleted hydrocarbon reservoirs 
for several months. Previous work analyzed a GeoTES charged with solar thermal energy and 
calculated it to have a levelized cost of storage (LCOS) of 0.12 $/kWhe for 700 hours of capacity. 
This value was low compared to other comparable technologies at the same scale, such as hydrogen 
(0.5 $/kWhe), compressed air energy storage (2.8 $/kWhe), and pumped hydro-electric storage (1.6 
$/kWhe) (Sharan et al., 2020). These low costs derive from the fact that – unlike other storage 
systems – the GeoTES storage volume has little-to-no cost. Wells provide access to the reservoir 
and determine the rate that energy can be extracted (and therefore the cost of power), but the 
marginal cost of adding energy capacity is effectively zero as long as the reservoir volume is large 
enough. 

These results suggest that GeoTES is suitable for storing large capacities of energy. Large energy 
stores can be used to dispatch power over short and long durations. Therefore, GeoTES could 
potentially provide a range of energy storage services, including load-shifting, arbitrage, grid 
reliability, energy capacity, and seasonal storage. There are many different GeoTES configurations 
depending on the energy source, reservoir characteristics, and local energy market. For example, 
previous work considered storing solar thermal energy generated by a parabolic trough collector 
which would be suitable in regions of high solar irradiance (Sharan et al., 2020). It is also 
conceivable that excess electricity could be converted to heat using an electrical heater or a heat 
pump. Other suitable sources of energy include waste heat from industrial processes.  

In this research paper, two methods of charging a GeoTES are examined: (1) The GeoTES is 
charged with heat generated by concentrating solar thermal (CST), and (2) the GeoTES is charged 
with heat generated by a heat pump powered by renewable electricity, a system known as a Carnot 
Battery. 

1.1. GeoTES With Concentrating Solar Thermal 

CST uses mirrors to concentrate sunlight onto a line or point to heat at relatively low costs and 
over a wide range of temperatures. One example of how GeoTES can be charged with CST is 
shown in Figure 1 (Sharan et al., 2020). In this example, surface components comprise a parabolic 
trough collector (PTC) system connected to a heat exchanger and a power block for generating 
electricity. The PTC is designed to collect the radiative solar energy from parabolic mirrors into a 
pipe network that uses mineral oil as a working fluid. The subsurface system consists of a 
sedimentary formation connected to the surface via a doublet (injection and production) well 
arrangement. During the charging cycle, the reservoir fluids are continuously produced from the 
“cold” production well and passed into the countercurrent heat exchanger (with the PTC heated 
oil as the working fluid) and then injected into the reservoir through the “hot” injection well for 
storage.  

In the discharge cycle, the hot reservoir fluid is produced from the hot well and directly piped to 
the power block. Previous research by the project team investigated several different power 
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cycles—such as steam flash plants and recuperated binary plants—and found that a two-stage flash 
cycle provided the highest efficiency (Sharan et al., 2020). This work was conducted for a reservoir 
temperature of 250°C. In this study, lower reservoir temperatures (200°C) are considered. 

 

Figure 1: Schematic of a GeoTES integrated with concentrating solar thermal (Sharan et al. 2020) 
1.2. GeoTES With Carnot Batteries 

Carnot Batteries are electricity storage systems: A heat pump converts electricity into thermal 
energy, which is stored. Special heat pump cycles are developed, which create hot and cold thermal 
storage. Later, the cycle is reversed, and thus acts as a heat engine that generates electricity from 
the thermal potential between the two stores. A wide variety of power cycles, thermal storage 
materials, and system configurations have been explored (Olympios et al., 2021) and are typically 
being developed by various organizations for long-duration storage (>10 hours) (Novotny et al., 
2022). 

Carnot Batteries typically use a contained thermal storage on the surface, such as tanks of water 
(Morandin et al., 2013), molten salt (Laughlin, 2017), packed beds of rocks (McTigue et al., 2015), 
or fluidized particles (Joshua D. McTigue and Ma, 2022). In this research paper, GeoTES is 
proposed as the storage system with the objective of achieving lower marginal costs of energy 
capacity due to the low cost of the reservoir volume. This will enable Carnot Batteries to provide 
seasonal storage as well as manage daily variations in energy demand in a similar way to other 
Carnot Batteries. These systems have the potential to deliver hot and cold thermal energy in 
addition to electricity, thereby enhancing the flexibility and value of the system. 

1.3. Scope of This Research Paper 

The objective of this research paper is to introduce concepts relating to GeoTES charged with CST 
and Carnot Batteries. Illustrative system configurations are described, and techno-economic 
models are developed. The configurations are shown here to illustrate the operating principles, and 
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performance will be improved by optimizing the layout and operating parameters. The techno-
economic models evaluate the hourly performance over the course of a year using I dispatch 
methods and simple economic models that will be improved in future work. 

2. Modeling Methods 
Specialist tools are used to model each subsystem and are combined into a single techno-economic 
analysis tool that enables the annual performance and cost of GeoTES systems to be evaluated. 
Concentrating solar thermal is modeled using the System Advisor Model (SAM) (National 
Renewable Energy Laboratory (NREL), 2022). This program is used to define the geometry and 
optical properties of PTCs. The sun position, and therefore sunlight incidence angles, depend on 
the time of year and location, and mean that the optical efficiency of the collectors varies 
throughout the year. SAM is used to calculate the thermal power generated for each hour of the 
year.  

The solar field may be oversized relative to the power output of the thermal power cycle. A solar 
field that generates the design thermal input to the power cycle on a day with nominal irradiance 
(1,000 W/m2) at normal incidence angles (maximum optical efficiency) has a solar multiple of 
one. Increasing the solar field area relative to this size increases the proportion of the year where 
the solar field can produce the design power. Thus, a system with a solar multiple of two will have 
double the area, and at the design solar irradiance will generate double the thermal energy. The 
excess energy is stored and later dispatched when solar irradiance decreases below the design 
levels. This enables the CST subsystem to deliver the design thermal input for a greater proportion 
of the year. 

Thermal cycles, such as heat pumps and heat engines, are modeled using SimTech IPSEpro flow-
sheet software (SimTech, 2022). Components such as pumps, compressors, turbines, motors, 
generators, and heat exchangers are modeled in terms of key design parameters, such as 
efficiencies and approach temperatures. The governing energy equations are solved, and this is 
particularly important in the heat exchangers where fluids may exhibit real fluid behavior, and 
therefore care must be taken to ensure temperature cross-over does not occur. The off-design 
performance of each component is also specified using either data tables or correlations (for 
example, the turbine efficiency may be specified for several specific loads while heat exchanger 
heat transfer coefficients depend on the Nusselt number). This enables the off-design performance 
of the full system to be evaluated as a function of key variables, such as solar heat input, load, and 
ambient temperature (which affects the effectiveness of heat rejection). Off-design maps are 
generated for a range of these parameters, and this data table is then interpolated to find the thermal 
cycle performance under any particular condition. 

The Geothermal Electricity Technology Evaluation Model (GETEM) was used to calculate 
parameters relating to the subsurface equipment, such as drilling and exploration costs, production 
and injection pump costs and power requirements, and operations and maintenance costs. This 
model is available within SAM. A key assumption in this work is that wells can be used for 
production and injection of fluids to the reservoir in an effort to minimize costs. This also means 
that fluid is produced/injected at the same location in the reservoir so that the storage operates in 
a “push/pull” fashion.  
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The outputs of the individual models are combined in MATLAB, and the performance and cost of 
the full system are subsequently calculated. For CST-GeoTES, the electrical power output and 
solar multiple are first defined. MATLAB calls SAM and calculates the solar field size to deliver 
the required thermal input given the individual properties of the location and PTC design. The 
thermal energy is then known for each hour of the year. A simple dispatch model is then used to 
determine whether thermal energy drives the heat engine or is injected or produced from the 
GeoTES. Once the thermal input to the power cycle is known, then the electrical output is 
calculated by interpolating the off-design performance map generated from IPSEpro. A similar 
approach is used for CB-GeoTES, although SAM is not required in that case. 

At the start of simulation, the GeoTES is assumed to be at its initial temperature, i.e., at a fully 
discharged state. Several years are therefore simulated so that the results reflect steady-state 
operation: Typically, at the start of the calendar year, the GeoTES will have some energy 
remaining in it, which is then discharged in the remaining winter months. 

Once steady-state operation is achieved, the annual energy production is evaluated, and economic 
metrics are calculated. Solar field and power cycle costs are estimated using simple per unit values 
(e.g., dollars per unit area and dollars per electrical power output) based on our previous analysis 
and discussion with industry representatives. Annual operations and maintenance (O&M) costs 
are evaluated as a percentage of the total capital cost. Subsurface capital costs and O&M are 
calculated using GETEM methods. 

Having estimated the total energy output and cost, the levelized cost is evaluated using the Fixed 
Charge Rate (FCR) method (Short and Packey, 1995). The FCR requires assumptions about the 
project lifetime, debt fraction and interest rate, inflation rate, tax rate, and depreciation.  

LCOE =  
FCR ⋅ Capital cost + O&M + Fuel cost

Energy output
(1) 

Here, Fuel cost accounts for any electricity that is bought to drive the Carnot Battery. The 
Energy output may be the total electricity output or total thermal energy output. For CST-
GeoTES, the system is being used for energy generation; therefore, either the levelized cost of 
electricity (LCOE) or levelized cost of heat (LCOH) are calculated, depending on whether the 
system delivers electricity or thermal energy as the output. For CB-GeoTES, the system provides 
electricity storage, so the appropriate term is levelized cost of storage (LCOS), although the 
denominator of the LCOS equation is the annual electricity output. 

The analysis does not include any subsidies the system may receive, such as investment tax credits 
or production tax credits, although these are likely to have a significant impact on the system cost. 
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3. Performance of CST-GeoTES 
The CST-GeoTES system comprises a concentrating solar field that concentrates sunlight to 
generate heat using PTCs at 200°C. The heat is either converted directly into electricity using an 
air-cooled organic Rankine cycle (ORC) or stored in the GeoTES, as illustrated in Figure 2. A 
simple dispatch approach is implemented: Whenever there is excess solar heat that cannot be 
absorbed by the ORC, the GeoTES is charged. The GeoTES is discharged whenever solar heat is 
less than the design heat input to the ORC.  

Figure 2: Diagram illustrating the energy flows between components in a CST-GeoTES system 

Results are generated for a system with a 10-MWe power cycle located in the Imperial Valley in 
California, a region with high solar irradiance (>7.5 kWh/m2/day) which makes it very suitable for 
CST applications. The solar field is sized such that the power plant runs at its design power output 
continuously throughout the year. Figure 3 illustrates how the GeoTES is charged and discharged 
over the course of several days in January and August. The GeoTES is discharged each night when 
there is no solar availability. However, during the summer months, the heat added to the GeoTES 
each day exceeds the nightly requirement. Therefore, the excess heat is stored until the winter, 
which ensures that the power plant can deliver continuous power during the shorter, less sunny 
winter days. Figure 4 shows the quantity of energy stored in the GeoTES throughout the year, 
which demonstrates that sufficient energy is stored to last through the winter months. The unique 
feature of the GeoTES is that its unlimited capacity means that no solar energy has to be curtailed 
and that the storage can manage both daily and seasonal variations in solar irradiance.  

 

Figure 3: Example results for a CST-GeoTES system (a) energy flows in January, (b) energy flows in August 

 

 

 

(a) (b) 
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Figure 4: Energy stored in the CST-GeoTES reservoir over the course of one year 

 

Table 1: Results for a CST-GeoTES System 

Parameter  Value 
Solar multiple - 5 
Maximum temperature °C 200 
Power rating MWe 10 
Heat engine efficiency % 22 
Number of charging production wells  5 
Number of discharging production wells  2 
Solar thermal energy generated GWhth 438.9 
Electricity output GWhe 89.8 
Energy into GeoTES GWhth 268.5 
Maximum thermal energy in GeoTES GWhth 71 
Volume of subsurface required Million m3 1.4 
   
Solar field cost M$ 73.5 
Power cycle cost M$ 21.4 
Drilling, wells, pumps M$ 39.5 
   
Total capital cost M$ 134 
Total yearly O&M M$ 5.83 
LCOE $/kWhe 0.152 
LCOH $/kWhth 0.028 

 

Additional results, including economic estimates, are provided in Table 1. Two significant design 
factors are the number of wells and the size of the solar field, which both contribute significantly 
to the capital cost. More wells are required during charge than in discharge because the charging 
thermal power input to the GeoTES is considerably larger than the discharging power output: large 
quantities of solar energy must be stored in short time frames but are then extracted over longer 
periods of time. Therefore, the flowrates of geofluids during charge exceed those during discharge, 
leading to more charging wells than discharging wells. Providing the design power continuously 
requires a very large solar multiple (5) compared to conventional CST installations (~2). This large 
solar field therefore takes up a large proportion of the capital cost. Furthermore, the relatively low 
temperature (200°C) limits the conversion efficiency, effectively meaning that more mirror area is 
required to generate the required power, therefore further increasing costs. 
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As a result, this implementation of CST-GeoTES has a very high capital cost and LCOE. However, 
these numbers are not directly comparable to other renewables, such as wind, solar PV, or 
conventional CST, which have considerably lower capacity factors and may not include integrated 
energy storage. While the cost of the subsurface equipment is high, it enables a low cost of energy 
storage. For example, the maximum energy stored in the reservoir is 71 GWhth, meaning that the 
equivalent cost of the thermal energy storage is 0.6 $/kWhth, compared to conventional molten salt 
costs of 20–33 $/kWhth (for 8.1 GWhth) (Mehos et al., 2017). This energy capacity is also sufficient 
for the system to deliver 10 MWe continuously for 1,578 hours: In comparison, batteries are 
typically sized for 4–8 hours and CST molten salt storage is sized for 10–20 hours. 

This system is intended for electricity generation but could also be used to deliver industrial 
process heat, a significant proportion of which requires temperatures less than 200°C (Kurup and 
Turchi, 2015; Mcmillan et al., 2021). Here, the LCOH is calculated by considering the total thermal 
energy deployed by the system and not counting the power cycle capital cost. The LCOH of 0.028 
$/kWhth is competitive with the average industrial price of natural gas in California in 2022 (0.047 
$/kWhth) (U.S. Energy Information Administration, 2023). A particular strength of this technology 
is that it could deliver heat continuously throughout the year. The prospect of using this system to 
deliver both electricity and industrial process heat should be considered further. 

The cost and performance of this CST-GeoTES system could be improved in numerous ways. 
Design optimization would improve the performance of individual components, while a 
comprehensive analysis of the relative sizes of the CST and GeoTES could improve the cost. 
Furthermore, results are shown for the extreme case where the system has a 100% capacity factor. 
Reducing the size of the solar field and the number of charging wells would significantly reduce 
the capital cost, but the system could still feasibly provide daily and seasonal storage capabilities. 
Therefore, the value of such services should be estimated rather than considering only the cost. 

Results can also be improved by using alternative designs. As noted above, the low temperature 
of heat limits the efficiency and requires a larger solar field. However, CST systems can generate 
temperatures up to 600°C, therefore alternative systems that use a high-temperature topping cycle 
with high-temperature thermal energy storage (such as molten salts) should also be considered. 
Such systems could use a high-temperature power cycle for daily cycling, while storing excess 
solar heat in a GeoTES for seasonal storage. Dispatch analysis is required to optimize the relative 
sizes of the power cycles, solar field, and thermal storage, and to ensure that energy is dispatched 
at the most valuable times. This system would have features than enable it to target peak power 
prices as well as providing baseload characteristics. 

4. Performance of CB-GeoTES 
Carnot Batteries use a heat pump to convert electricity into thermal energy, which is stored and 
later converted back into electricity using a heat engine. Heat pumps extract thermal energy from 
a low-temperature heat source (conventionally the air or ground). This thermal energy is upgraded 
to higher temperatures by adding work (electricity) to the system and finally delivering the higher 
temperature energy to a heat sink. In a conventional vapor compression heat pump, compressing 
a gas generates high temperatures and heat is transferred to an external reservoir. The cooled fluid 
is then expanded and must be evaporated to return to its original state: Evaporating the fluid 
absorbs energy from an external reservoir that is therefore cooled. By this principle, the heat pump 
can create a hot storage and a cold storage. In a Carnot Battery, a heat engine later operates between 
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these two reservoirs to generate electricity, converting the thermal potential into work. 
Conventionally, the environment (i.e., air) is used as the heat source of a heat pump and the heat 
sink of the heat engine. However, Carnot Batteries typically use a contained volume for the cold 
reservoir. This enables cold storage at temperatures lower than the environment (which improves 
efficiency and energy density) and also reduces the impact of ambient temperature variations. 
Previous work has demonstrated that by using thermal energy storage media, Carnot Batteries can 
achieve low marginal costs of electricity storage capacity, especially for longer duration storage 
(McTigue et al., 2022). However, very large durations of storage (e.g., weekly to seasonal storage) 
would require impracticably large containment volumes. One solution is to create thermal 
reservoirs in the subsurface, i.e., GeoTES, to achieve low-cost, long-duration storage. 

One method of integrating Carnot batteries with GeoTES is illustrated in Figure 5. Fluid is 
produced from one reservoir (point 1g. on Figure 5) and used as both the heat source and sink for 
the heat pump: The production fluids are split, and one fraction is heated up by the hot side of the 
heat pump before being reinjected into another formation that will become the hot reservoir (2g.). 
The other fraction of production fluids is cooled in the heat pump evaporator and then reinjected 
into a separate formation, which becomes the cold storage (3g.). 

  

Figure 5: Schematic of a Carnot Battery with geological thermal storage during charge (top) and discharge 
(bottom) 
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Figure 6: Temperature-entropy diagrams of the CB-GeoTES. Blue lines indicate the temperature and entropy 
of the heat pump/engine working fluid. Red lines indicate the temperature change of the hot geofluid. 
Orange lines indicate the temperature change of the cold geofluid. Numbering corresponds to Figure 5. 
(a) The charge heat pump using a recuperated supercritical CO2 cycle. (b) The discharge heat engine 
using a supercritical CO2 cycle. 

To discharge the system, the flow direction of each process is reversed. Hot fluid is produced from 
the hot geothermal reservoir (2g’.) and used as the heat source in a heat engine. Heat engines 
conventionally reject heat to the environment, but in this case, cold fluid produced from the cold 
reservoir (3g’.) is used. Because the cold reservoir is at temperatures below the average ambient 
temperature, the heat engine should achieve higher efficiencies than a conventional heat engine 
operating between the hot reservoir and the environment. 

Continued steady-state operation of the Carnot Battery imposes several constraints on the system 
design. First, fluid must be returned to its original temperature at the end of discharge—i.e., hot 
fluid must be cooled to its original temperature, and cold fluid must be heated to its original 
temperature by the heat engine before it is reinjected to the original reservoir. This ensures that the 
temperature of the reservoirs do not change over time (which could compromise system 
performance). Secondly, the hot and cold reservoirs should be discharged at the same rate. If one 
reservoir is discharged more quickly than the other, then the full energy potential of the system 
cannot be exploited.  

These constraints can be simplified by using the atmosphere as the cold reservoir instead of a 
geological formation. Then, only the hot fluid would be subject to temperature constraints, and 
there would be more flexibility in the system design. The cost of the cold wells and pumps must 
be balanced against the cost of moving large volumes of air instead. Furthermore, cold storage will 
provide some efficiency advantages and decouple the plant power output from ambient 
temperature variations. Such comparisons will be made in future work, while this work 
concentrates on introducing a system that uses a cold GeoTES. 

An example of a heat pump/heat engine arrangement that meets these constraints at temperatures 
suitable for CB-GeoTES is illustrated via temperature-entropy diagrams in Figure 6. This system 
uses supercritical carbon dioxide as a working fluid: this fluid is chosen because it enables effective 
heat transfer between the power cycle and the geothermal fluids, and has also been developed for 
use in the CSP industry (Mehos et al., 2017) and for  Carnot Battery applications (Morandin et al., 
2011; McTigue et al., 2020). In this example, it is assumed that the native reservoir temperature is 
50°C. During charge, warm, supercritical CO2 is compressed from T1 = ~50°C to T2 >160°C 

(a) (b) 
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2

3. 
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(numbers correspond to points on Figure 5 and Figure 6). Fluid is produced from a well at Tg1 = 
50°C and heat is transferred from the CO2 to these fluids, which are therefore heated to Tg2 = 
~160°C and injected into the hot reservoir. The CO2 temperature is further reduced in a recuperator 
and then in a small heat rejection unit before being expanded to low temperatures T4 =  ~10°C. 
This cold (still supercritical) fluid is then used to cool the production fluids to Tg3 = ~15°C, which 
are injected into the cold reservoir. The CO2 is then returned to the compressor inlet temperature 
by the recuperator. Thus, the recuperated, supercritical CO2 heat pump converts 50°C production 
fluids into thermal energy that is stored in a 160°C hot reservoir and 15°C cold reservoir. This 
particular cycle has a coefficient of performance (𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑄𝑄ℎ𝑜𝑜𝑜𝑜 ∕ 𝑊𝑊𝑖𝑖𝑖𝑖) of 3.7, indicating that for 
each unit of electrical work, 3.7 units of hot thermal energy are stored.  

To generate power, fluid is produced from the hot and cold reservoirs and used to drive a 
supercritical CO2 heat engine, as shown in Figure 6b. Hot produced fluids (point 2g’.) heat 
supercritical CO2 to high temperatures (3’.), and in the process are returned to their original 
temperature of 50°C (3g’.) before being reinjected to the original reservoir. The CO2 is expanded 
(4’.) to produce work and is then cooled (1’.) using fluid from the cold reservoir (3g’.), which itself 
is reheated to 50°C (1g’.) and reinjected to the original reservoir. This cycle has an efficiency of 
11%, which appears somewhat low given the fluid temperatures but is a result of the requirement 
to reheat the cold fluid to 50°C. Supercritical cycles are used in this case to facilitate a good 
temperature match between the geofluids and the CO2 in the heat exchangers. Systems that use a 
cooler initial reservoir (<50°C) could be considered to ease the constraint on the cold fluid, but it 
should be noted that reducing the temperature change of the cold fluid will increase the number of 
production/injection wells and a cost-efficiency trade-off should be explored. 

As an example, this CB-GeoTES design is simulated over the course of one year, and results are 
shown in Figure 7, Figure 8, and Table 2. Electricity prices obtained from the California 
Independent System Operator (CAISO) are used to determine whether to charge or discharge the 
GeoTES. The heat pump runs when prices are below the median value and thus charges the hot 
and cold GeoTES. The heat engine runs when the electricity price is greater than the median value 
thereby discharging the GeoTES and generating electricity that is sold on the grid. More 
sophisticated dispatch schedules can be developed and are likely to depend on technology 
performance and the local market signals and will therefore be implemented later in the project.  

 

Figure 7: Energy flows in a CB-GeoTES in (a) January, (b) June 

(a) (b) 
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Figure 8: Energy stored in the CB-GeoTES hot reservoir over the course of one year 

Table 2: Results for a CB-GeoTES 

Parameter  Value 
Cold reservoir initial temperature  50 
Cold reservoir depth m 1,000 
Hot reservoir initial temperature  50 
Hot reservoir depth m 1,000 
   
Heat pump cycle  Recuperated, supercritical 
Heat engine cycle  Supercritical 
   
Maximum temperature C 159 
Minimum temperature C 5 
COP  3.7 
𝜂𝜂𝐻𝐻𝐻𝐻 % 11.0 
𝜂𝜂𝑟𝑟𝑜𝑜 % 40.0 
   
Number of hot production wells  4 
Number of cold production wells  7 
   
Heat pump power rating MWe 25 
Heat engine power rating MWe 10 
   
Annual electricity input GWhe 105.8 
Annual electricity output GWhe 40.9 
Energy into hot reservoir GWhth 391.5 
Maximum energy stored in hot reservoir GWhth 231.7 
Volume of subsurface required Million 

m3 
7.0 

Cost of subsurface equipment M$ 46 
Heat pump cost M$ 25 
Heat engine cost M$ 10 
   
Capital cost M$ 81 
LCOS $/kWhe 0.24 

 

In this example, the heat pump has a higher power rating (25-MWe input) than the heat engine (10 
MWe); this enables the GeoTES to be “over-charged” during the spring and summer months when 
low prices occur more frequently. (This arrangement is also convenient as it uses the same number 
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of wells during charge as discharge). The GeoTES is then fully discharged during the winter 
months, as shown in Figure 8. Therefore, this system also provides both daily and seasonal 
electricity storage that is facilitated by the GeoTES. The ratio of heat pump to heat engine power 
ratings is an important design consideration that will require optimization for each unique 
deployment location. Furthermore, different locations will have different energy mixes and 
electricity price patterns, which will affect the system sizing and optimal dispatch scheme. 

Table 2 includes some economic estimates that illustrate that CB-GeoTES has a high upfront 
capital cost and LCOS. These values are high compared to other implementations of CBs (2,000–
4,000 $/kWe and 0.1–0.25 $/kWhe (McTigue et al., 2022)), which are typically designed for shorter 
duration storage (4–12 hours). In this example, the maximum energy stored in the hot reservoir is 
around 230 GWhth: Given that the heat engine requires 90 MWth to discharge at its design rate of 
10 MWe, the GeoTES stores ~2,000 hours’ worth of electricity and can therefore provide services 
that other storage technologies cannot. Another unique attribute of this system is the high COP, 
which indicates large quantities of hot and cold thermal energy are also stored per unit work input. 
Therefore, the potential value of delivering electricity, heat, and cold energy should also be 
evaluated. 

5. Conclusions 
In this research paper, two systems that create thermal energy storage within the geological 
subsurface are introduced. These GeoTES systems are evaluated using techno-economic models. 

CST concentrates sunlight to generate heat, which can be stored in the GeoTES. Later, the heat is 
extracted and used to generate electricity via an ORC. The system is sized so that it can generate 
power continuously throughout the year, and the GeoTES therefore provides both daily and 
seasonal energy storage. The LCOE is high (0.15 $/kWhe) compared to other renewable energy 
systems, although those systems have lower capacity factors. It is also noted that there are 
numerous ways to improve the system efficiency (such as by using a solar topping cycle), cost (by 
optimizing the sizes of the subsystems), and value (by using more sophisticated dispatch methods). 
Alternatively, this system could be used to deliver industrial process heat, in which case the LCOH 
is competitive (0.03 $/kWhth) with current natural gas prices in California. 

Carnot Batteries are a type of electricity storage system that uses a heat pump to convert electricity 
into hot and cold thermal energy that is stored and later converted to electricity using a heat engine. 
Many Carnot Battery systems have been proposed, but here GeoTES is proposed as the storage 
system, which enables Carnot Batteries to provide daily and seasonal energy storage. A heat pump 
and heat engine cycle using supercritical CO2 is introduced, and various operational constraints 
are discussed. Under operating conditions suitable for GeoTES, this cycle has a round-trip 
efficiency of 40%, and annual calculations estimate an LCOS of 0.24 $/kWhe, which is high 
compared to other storage technologies, although those technologies do not provide seasonal 
storage. Further system optimization is required to improve efficiency and reduce costs while also 
analyzing electricity markets to understand the optimal dispatch of stored energy. 
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ABSTRACT 

The Geologic Thermal Energy Storage (GeoTES) has the potential to handle the variable nature 
of solar and wind power by allowing their excess energy to be stored in sedimentary reservoirs. 
The subsurface reservoir in this context forms a thermal battery, storing heated or chilled brine. 
Stored brine can then be produced for power generation or for heating and cooling. A subsurface 
water saturated sedimentary reservoir is an ideal long-duration storage vessel due to its high 
porosity and large geographic extent. However, long-term sustainability of GeoTES operations 
(i.e., flow & mechanical integrity of the formation) depends on the response of the formation to 
coupled Thermo-Hydro-Mechanical-Chemical (THMC) loads induced by injection and production 
cycling. If operational parameters are not optimized, with data unique to sedimentary formations, 
near wellbore formation integrity issues can lead to reduced system output. These issues could 
cause wellbore instabilities, flow anomalies, injection/production problems, excessive horse-
power requirements and even equipment breakdown.  

In this paper we model THM behavior of a GeoTES system in shallow, high porosity sedimentary 
formations from the US Texas Gulf Coast. Models incorporate THM coupled solutions to simulate 
flow through porous media while considering heat transfer. Failure and damage within the intact 
rock is accounted for in the solution. We collect and use data from a planned demonstration site to 
characterize THM properties of target formations representative of a GeoTES system. We integrate 
operational parameters and formation characteristics within a suite of models. These models 
quantify the impact of temperature, pore pressure, and effective stress changes on near wellbore 
mechanical and flow integrity. Our results show that THM loading conditions can lead to 
permeability anomalies and mechanical failure in the near wellbore region. Operational 
parameters, unique to high porosity-weakly consolidated formations can be optimized to minimize 
potential near wellbore formation integrity risks including excessive flow channeling. Integrated 
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characterization and modeling workflows provide an uplift to GeoTES system design and have the 
potential to constrain wellbore operability limits. 

1. Introduction 
Solar and wind energy are key in our transition to a net-zero carbon future. While abundant and 
cost-competitive, they are variable, intermittent and their energy supply does not match all demand 
needs. Therefore, the key to unlocking our shift to 100% renewable energy generation is the ability 
to store energy beyond short-term durations such that power and heat are available on-demand on 
any day.  

The GeoTES concept has been proposed as a large-scale renewable energy storage method beyond 
short-term durations. GeoTES has the potential to compensate for the variable nature of renewable 
solar and wind power by allowing their excess energy to heat shallow reservoir brine at the surface 
and inject it into a high porosity sedimentary reservoir. The subsurface reservoir in this context 
forms a geothermal battery and stores the heated brine. Stored brine can then be produced for 
power generation (e.g., Organic Rankine Cycle) when necessary and subsequently the same brine 
can be reinjected after a heating cycle at the surface. Figure 1 illustrates the GeoTES concept and 
the cyclic nature of the operations. Colder in-situ brine is drawn from a porous and permeable 
sedimentary reservoir via production well(s). Brine is then heated using excess energy from the 
renewable sources (e.g., solar or wind) and injected back into the same reservoir through a nearby 
injection well. When energy is needed, hot/cold brine is produced under sufficient pressure to 
remain in liquid phase and generate electricity via a geothermal power plant or used for direct 
heating. This cycle is repeated at various regular intervals to match the energy demand (see Green 
et al. 2021). 

 
Figure 1: Concept: Geologic Thermal Energy Storage (GeoTES) 

Optimization of GeoTES operations is a complex task warranting new design considerations that 
go beyond current closed loop or enhanced geothermal systems. GeoTES systems require 
integration of subsurface site characterization techniques (unique to high porosity sedimentary 
formations) with coupled models to mitigate risks associated with near wellbore formation 
integrity, injectivity and producibility. In this paper we study THM behavior of a GeoTES system 
in shallow, high porosity sedimentary formations from the US Texas Gulf Coast. We review 

2665



Mutlu et al.  

potential subsurface near wellbore issues related to THM behavior of a GeoTES system and 
illustrate geomechanical concepts that can be adapted to provide an uplift to field operations.  

2. Technical Challenges 
There are several challenges associated with the analysis of GeoTES systems. Efficiency and 
safety of the GeoTES operations (i.e., flow and mechanical integrity of the formation) depend on 
the response of the wellbore and sedimentary formations to coupled THMC loads induced by 
production and injection. The term “coupled” indicates that each of the linked processes mutually 
affects the change of the others (Figure 2). For instance, thermal loading would not only induce a 
thermal gradient within the formation but will also affect the mechanical, flow, and chemical 
fields. In a 2-way coupled system, injection and flow would change the pore pressure and effective 
stresses in the near wellbore region. Conversely, alteration of effective stresses in the mechanical 
field would then change porosity and permeability distribution in the flow field (which in turn 
impacts fluid flow and heat  convection).  Thus, it implies that the response of the formation to 
coupled loads cannot be characterized by measurements where each process is analyzed 
individually. GeoTES operations require a more comprehensive consideration of coupled 
processes. Quantifying the THMC behavior of sedimentary reservoirs via coupled  thermal, 
hydraulic, mechanical and chemical processes becomes essential. 

 
Figure 2: Thermo-Hydro-Mechanical-Chemical (THMC) coupling in GEOTES systems 

Mechanical degradation of the formation, mass transport and associated fines migration 
phenomena (i.e., physical movement of fine rock grains within the formation) is another technical 
challenge that needs to be addressed in GeoTES system design. If excessive formation degradation 
and alteration occurs along the near wellbore region, the critical velocity required for mobilization 
of fines can be reduced significantly. During production/injection cycles, flow velocity can exceed 
this critical threshold, leading to fines mobilization and increasing the risk of pore plugging  
(Figure 3). Resulting permeability reduction can lead to injectivity or producibility issues.  
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Figure 3: Near Wellbore Damage: Critical Velocity and Fines Migration 

This is particularly important for GeoTES applications in high porosity sedimentary formations 
where the geofluid is in direct contact with a relatively low strength formation. For example, 
increases in pore pressure and temperature differences between fluids and formation can lead to 
near wellbore alterations during operations. This alteration may manifest as progressive shear 
failure providing a trigger mechanism for fines migration and eventually leading to injectivity 
issues. In other cases, coupled physics dictated by THMC loading conditions can perturb near 
wellbore pore pressure, effective stress, and material state such that the near wellbore region 
experiences compaction and irrecoverable reduction in matrix permeability leading to 
producibility problems (e.g., Louis et al. 2018).  

Another technical challenge is the lack of testing set-ups that allow coupled measurements under 
THMC conditions. These parameters can include THM properties, damage-permeability, stress-
permeability, mechanical degradation correlations and are used as input in coupled numerical 
models. Coupled laboratory experiments focused on GeoTES should be considered and can close 
a potential characterization gap while improving the accuracy of advanced numerical models. 
Figure 4 illustrates such a set-up where samples can be tested under in-situ THM loading 
conditions with reactive brines to quantify stress/damage dependent permeability relationships and 
mechanical degradation of rock as a function of fluid chemistry. 

 
Figure 4: Near Wellbore Damage: Coupled Laboratory Tests and Measurements 
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2. Current Design Considerations for GeoTES systems 
Although injection, production and storage of cold and hot fluids in geothermal applications are 
not entirely new, one of the unique features of GeoTES systems is the injection of hot/cold fluids 
into high porosity, high permeability, water saturated sedimentary formations where coupled THM 
loads are directly induced on relatively weak and unconsolidated formations.  

Historically, the majority of the GeoTES system studies have involved identifying optimum 
characteristics of the sedimentary reservoirs and operational parameters. However, these studies 
were conducted in a decoupled manner. That is, the main focus of these studies stayed primarily 
on the flow aspects (i.e., only thermo-hydro coupling) with the intent to maximize thermal power 
output (e.g., Green et al. 2021) while mechanical coupling (i.e., formation failure) is not 
considered. 

There are only a few studies conducted on THM coupled characterization of GeoTES systems with 
the intent to understand and mitigate near wellbore formation integrity issues. Miller and Delin 
(1994) studied cyclic injection, production and storage of heated water in sandstone reservoirs. 
They suggested that fines migration during production/injection cycles could lead to flow 
impediment, where fines repack a distance away from the wellbore and effectively reduce the 
porosity and permeability of the formation. However no systematic characterization and modeling 
was performed to quantify mechanics of fines migration and trigger conditions. As part of the 
GeoTES project (Phase-I), McLing et al. (2022) investigated coupled THMC impact on porosity 
and permeability of GeoTES well pairs, however, failure of rock was not included in the coupling 
equations. McLing et al. (2022) suggested that thermal expansion/contraction, effective stress and 
pore pressure changes and mineral precipitation can have an impact on near wellbore reservoir 
porosity and permeability. To date, no integrated geomechanics characterization and modeling 
workflow has been proposed with a focus on near wellbore flow and mechanical integrity issues 
in GeoTES systems.  

Along these lines, if operational parameters are not optimized, with coupled tests and models 
unique to low strength sedimentary formations, mechanical and flow  integrity of the formation 
can be breached. This can cause fluctuations in injection and production rates, increase in 
horsepower requirements, equipment breakdown, subsurface containment problems and may 
eventually lead to reduced thermal output or energy storage capacities. 

3. Tests and Models for GeoTES systems 
Optimization of operational parameters for GeoTES involves geomechanical characterization and 
coupled modeling of sedimentary rocks. THM formation characteristics can be integrated with 
coupled models to mitigate near wellbore and formation integrity risks in GeoTES systems.  

3.1 Testing Strategy 

Formation data can be derived using a combination of destructive and non-destructive tests: 

• Non-destructive characterization (or data) of fabrics and petrophysical heterogeneities: 
o Petrophysical high resolution scanning of P and S velocities, elastic stiffness, and 

FTIR±XRF derived mineral composition to establish core-based property-
heterogeneity relationships. 
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• Advanced destructive/non-destructive testing at reservoir temperature and pressure: 
o Permeabilities at reservoir pressures and temperatures as function of stress 
o Anisotropic static elastic constants, Biot’s poroelastic coefficients and thermal 

properties as a function of stress and temperature. 
• Destructive testing to quantify strength parameters: 

o Tensile strength, fracture toughness, softening/post-peak formation failure 
o Shear strength parameters, compaction 
o Evolution of failure due to thermal and stress cycling (e.g. creep and fatigue) 
o Permeabilities as a function of mechanical degradation of the formation 

Formation  data can be integrated with analytical and/or numerical models to quantify resulting 
near wellbore behavior (Figure 5). These models decode coupled THM behavior of rocks via near 
wellbore models populated with elastic properties, stress dependent flow parameters, thermal 
constants, mechanical strength, and permeability. Models then output evolution of mechanical 
alterations (i.e., due to shear/tensile/compaction), permeability and porosity as a function of 
injection pressure, rate, volume and operating temperatures. 

 
Figure 5: Integrated testing and modeling for GeoTES system design 

3.2 THM Modeling Strategies 

The governing equations include the constitutive and transport laws. The constitutive equations of 
thermo-poroelasticity have been developed by McTigue (1986) and Palciauskas and Domenico 
(1982). Using the geomechanics sign convention of compression positive and assuming isotropy 
for simplicity and clarity, the constitutive equations are: 

�̇�𝜎𝑖𝑖𝑖𝑖 = 2𝐺𝐺𝜀𝜀�̇�𝑖𝑖𝑖 + �𝐾𝐾 − 2𝐺𝐺
3
� 𝜀𝜀�̇�𝑘𝑘𝑘𝛿𝛿𝑖𝑖𝑖𝑖 + 𝛼𝛼�̇�𝑝𝛿𝛿𝑖𝑖𝑖𝑖 + 𝛾𝛾1�̇�𝑇𝛿𝛿𝑖𝑖𝑖𝑖                       (1) 

𝜁𝜁̇ = −𝛼𝛼𝜀𝜀�̇�𝑖𝑖𝑖 + 𝛽𝛽�̇�𝑝 − 𝛾𝛾2�̇�𝑇                    (2) 

where 𝜎𝜎𝑖𝑖𝑖𝑖 and 𝜀𝜀𝑖𝑖𝑖𝑖 are the total stress and strain tensors, 𝑝𝑝and 𝑇𝑇 are the pore pressure and 
temperature respectively. 𝛼𝛼 is the Biot coefficient, 𝜁𝜁 is the variation of fluid contents, 𝐾𝐾 is bulk 
modulus, and 𝐺𝐺is the shear modulus; 𝛾𝛾1, 𝛾𝛾2 and 𝛽𝛽 are given by: 
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𝛽𝛽 = 𝛼𝛼−𝜑𝜑
𝐾𝐾𝑠𝑠

+ 𝜑𝜑
𝐾𝐾𝑓𝑓

                               (3) 

𝛾𝛾1 = 𝐾𝐾𝛼𝛼𝑚𝑚                            (4) 

𝛾𝛾2 = 𝛼𝛼𝛼𝛼𝑚𝑚 + �𝛼𝛼𝑓𝑓 − 𝛼𝛼𝑚𝑚� 𝜑𝜑                       (5) 

where 𝜑𝜑 is the porosity, 𝛼𝛼𝑓𝑓 and 𝛼𝛼𝑚𝑚 the thermal expansion coefficients of solid and fluid, 
respectively. 

Fluid flow in porous rock is governed by Darcy’s law, and heat conduction obeys Fourier’s law, 
so that: 

𝐽𝐽𝑓𝑓 = −𝜌𝜌𝑓𝑓
𝑘𝑘
𝜂𝜂
𝛻𝛻𝑝𝑝                         (6) 

𝐽𝐽𝑇𝑇 = −𝑘𝑘𝑇𝑇𝛻𝛻𝑇𝑇                          (7) 

where 𝜌𝜌𝑓𝑓 is fluid mass density, 𝑘𝑘 and 𝜂𝜂 the permeability and viscosity, respectively, 𝑘𝑘𝑇𝑇 the 
thermal conductivity. 

The equation of equilibrium and continuity for the fluid mass are given by: 

𝜎𝜎𝑖𝑖𝑖𝑖,𝑖𝑖 = 0                                                                                            (8) 

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= − 1
𝜌𝜌𝑓𝑓
𝛻𝛻𝐽𝐽𝑓𝑓                                                (9) 

  By substituting the constitutive equations into the balance laws given by Eqn. (8), (9), we 
obtain the field equations for the rock deformation and fluid flow, namely Eqn. (10) and Eqn. 
(11). The conservation of energy with Fourier’s law yields the field equation for the temperature 
distribution: 

�𝐾𝐾 + 𝐺𝐺
3
� 𝛻𝛻(𝛻𝛻 ⋅ 𝑢𝑢)  +  𝐺𝐺𝛻𝛻2𝑢𝑢  +  𝑚𝑚(𝛼𝛼𝛻𝛻𝑝𝑝 + 𝛾𝛾1𝛻𝛻𝑇𝑇) = 0                              (10) 

−𝛼𝛼(𝛻𝛻 ⋅ �̇�𝑢)  +  𝛽𝛽�̇�𝑝  − 𝑘𝑘
𝜂𝜂
𝛻𝛻2𝑝𝑝 − 𝛾𝛾2�̇�𝑇 = 0               (11) 

�̇�𝑇 + 𝑣𝑣(𝛻𝛻𝑇𝑇) − 𝑐𝑐𝑇𝑇𝛻𝛻2𝑇𝑇 = 0                          (12) 

where 𝑢𝑢 is the displacement, 𝑐𝑐𝑇𝑇is the thermal diffusivity, 𝑚𝑚 = [1,  1,  0] 𝑇𝑇 for 2D problems and 
𝑚𝑚 = [1,  1,  1,  0,  0,  0]𝑇𝑇 for 3D cases. In Eqn. (12), we consider convective heat transfer 
because of cooling-heating effects which is from the fluid velocity in damaged phase. This fluid 
velocity is coupled with pore pressure variations in Darcy’s law, 𝑣𝑣 = −𝑘𝑘

𝜂𝜂
𝛻𝛻𝑝𝑝. 

THM theory can be implemented in an analytical form and to provide a preliminary assessment of 
near wellbore formation integrity when coupled with shear failure and tensile cut-off. That is, once 
the rock strength is exceeded at any point within the domain, (based on time dependent stress, fluid 
pressure and thermal state),  formation failure is realized. As an example, Figure 6 illustrates a 
case where cold fluid is injected into a low permeability (k=10-4 mD) anisotropic (Ev/Eh= 0.5) 
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shale reservoir along a vertical wellbore. Three fields (damage, pore pressure and temperature) are 
plotted at different time steps in Figure 6, where cold (blue) and hot (red) contours indicate 
locations with tensile and shear strength of the formation has been exceed (i.e., initiation of damage 
has occurred) respectively. Similarly, cold (blue) and hot (red) contours indicate a relative decrease 
versus a relative increase in temperature and pore pressure fields. A time stamp is included on each 
plot to show time dependent behavior of each field. Only thermal conduction is considered in the 
analysis (heat transfer by convection is not included). 

Depending on the operational conditions and geologic setting, components of THM field(s) 
provide feedback into each other. For example, early into injection, near wellbore stress field is 
dominated by an instantaneous change in pore pressure (Skempton’s effect) and near wellbore 
stress perturbation caused by the anisotropic stress field in an anisotropic material. In this sense, 
the resulting near wellbore damage field is dominated by symmetric lobes of shear failure on both 
sides of the wellbore (Figure 6, 1 sec) driven by an instantaneous coupling between hydraulic and 
mechanical fields. Figure 6 shows that stability decreases with time, as the pressure/temperature 
front diffuses farther into the formation within a circular near wellbore region (Fig. 6, 1000-10,000 
secs). There is a competition between the thermal gradient imposed by the colder injection fluid 
(working to reduce pore pressure and tangential stresses), an increase in the pore pressure field 
induced by injection itself, and a perturbation in pore pressure caused by the stress anisotropy in 
the near wellbore region (Skempton’s poroelastic effect). Resulting shear damage (hot colors) is 
concentrated within a circular region while a symmetric tensile damage (cold colors) develops in 
the direction of Shmax. Analytical results as shown in Figure 6 suggest that the extent and type of 
mechanical damage (shear vs. tensile) around the wellbore will evolve as the injection continues 
and is controlled by the THM coupling. 

 

Figure 6: Integrated testing and modeling for GeoTES system design 

Analytical solutions provide a physics based preliminary analysis to assess THM behavior of the 
near wellbore region. These solutions can be used to predict initiation of formation failure when 
combined with a failure-criteria: e.g., tensile strength and shear. However no failure propagation 
is considered. That is, once the rock strength is exceeded at any point within the domain, later 
predictions may become invalid. In other words, the impact of a failed zone (i.e., where mechanical 
properties have degraded and a stress transfer to intact zones has been initiated) on the rest of the 
domain is not considered. Alternatively coupled THM solutions can be combined with damage-
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stress dependent permeability and mechanical degradation data (see inset of Figure 4) to quantify 
propagation of the near wellbore damage front within the framework of fully coupled numerical 
models (Lee and Ghassemi 2011). 

4. Case Study 
In this study we target shallow, high porosity sedimentary formation of the Gulf Coast region to 
model near wellbore formation integrity relevant to thermal storage operations. A modern drilling 
testing facility was built near Navasota in Grimes County, Texas. Starting 2014, more than 30 
vertical/deviated/horizontal test wells were successfully drilled (Chen et al. 2018). 

 4.1 Geological Setting 

The target interval is the Yegua formation, the uppermost formation in the Middle Eocene Upper 
Claiborne Group. It consists of a water carrying sandstone aquifer that lies approximately between 
3600 ft to 3950 ft (1100 m to 1200 m). The Yegua formation is comprised of clean sands, 
interbedded sands and some silt-clay deposited in settings ranging from fluvial to marginal marine 
to shallow marine environments. The Yegua is identified as the stratigraphically lowest location 
where sandstone predominates over shale (Thompson, 1966) and varies from 400 ft (121 m) to 
over 1,000 feet (305 m) in thickness at the outcrop, being thinnest in East Texas (Barnes, 1992). 
The Yegua aquifer is extensive, paralleling the Gulf Coast shoreline and lies from 70 to 120 miles 
inland of the present day coast (Knox et al. 2007). It is a narrow band ranging from 15 to 40 miles 
wide (Preston, 2006) extending almost 500 miles long within Texas from the Mexican border to 
the Louisiana border and including parts of 35 counties (Preston, 2006). Figure 7 shows the 
structure of the Yegua-Jackson aquifer and location of the test wells, stratigraphic column and 
depths of the Yegua target interval.  

Brine chemical analyses of water from the upper part of the Claiborne group (Yegua formation) 
and the overlying Jackson group suggest that water from these aquifers is of the sodium chloride 
type. The observed dissolved-solids concentration of the selected water samples ranges from 1,170 
ppm in water from the Yegua formation to 25,900 ppm in water from the Jackson group (Winslow 
and Kister 1956). A detailed description of the depositional, structural and hydrogeological history 
of the Yegua interval is beyond the scope of this paper and can be found elsewhere (see Winslow 
and Kistler, 1956, Knox et al. 2007, Nicot et al. 2013).  
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Figure 7: Upper left: Yegua-Jackson aquifer and location of the test wells, Lower left: Depositional column, 
and Upper right: Target Yegua interval 

Mud logs, core testing, compensated neutron density, porosity, sonic logs, offset and actual mud 
weights along with leak off tests and lost circulation records were used to calibrate key formation 
properties such as overburden stress, rock strength, fracture gradients, permeability and as 
published (Chen et al. 2018, Chen et al. 2023). 

4.2 Field Data and Preliminary Analysis 

Analytical wellbore solutions that implement THM  coupling and their applications can be found 
in the literature (e.g., Ghassemi et al. (2009), Tran (2010), Asaka and Holt (2021), Wang et al. 
(2022)). An extensive  review on  the implementation of these analytical solutions is beyond the 
scope of this paper. These analytical models allow preliminary analysis and fast compute times to 
quantify the impact of stress state, elastic properties, chemical reactions (swelling), poro-elastic 
parameters, strength and elastic anisotropy, formation permeability, temperature gradients, and 
injection/production pressures on the resulting near wellbore behavior.  

To illustrate the impact of coupled THM processes on the near wellbore formation behavior for 
GeoTES systems, we consider  sedimentary formations of Upper Claiborne group with input data 
corresponding to an approximate depth of 3800’ ft representative of Yegua formation (as described 
in section 4.1). Figure 8 summarizes these input data. These preliminary analyses consider 
horizontal wellbores drilled in a normal stress regime where Sv>Shmin=Shmax and with 
stress/pressure gradients: Sv=1.0 psi/ft, Shmin=Shmax (0.625 - 0.7 psi/ft), Pore Pressure= 0.46 psi/ft. 
Core and log data, indicate a relatively weak formation with an unconfined compressive strength 
(UCS) less than 1,000 psi, porosity=30% and permeability on the order of 1,000 mD.   
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Figure 8: Left: Horizontal wellbore configurations for cold (blue)-hot (red) injection, Right: Sample Data Set 

Figure 9 summarizes emerging THM behavior induced by cold and hot injection into the weakly 
consolidated high porosity/permeability reservoir as described above. Early into injection (Figure 
9A and 9B) the near wellbore region shows shear (hot colors) and tensile (cold colors) damage. 
Tensile failure is well pronounced for the cold injection case and more diffuse for the hot injection. 
This is expected since thermal contraction tends to reduce compressive tangential stresses around 
the wellbore, promoting tensile failure.  

We consider two horizontal stress states for the analysis (i) low (Shmin=Shmax= 2375 psi) and (ii) 
high (Shmin=Shmax= 2660 psi) while keeping Sv the same in all analyses. Approximately 11 days of 
injection (i.e., injecting 75 psi below the fracture gradient) into the weakly consolidated sands of 
the target formation extends the near wellbore shear failure into the far-field (Figure 9C and 9D). 
As the injection pressure is lowered, (i.e., 300 psi below the fracture gradient), the damage/failure 
zone significantly shrinks (Figure 9E and 9F) and is contained in the near wellbore region. Finally, 
a sensitivity around the magnitude of horizontal stress indicates that a reduction in stress 
anisotropy (increasing the magnitude of horizontal stress state) might stabilize the damage front 
even when the wellbore is operated at relatively high injection pressures that approach in-situ 
fracture gradient (Figure 9G and 9H). 
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Figure 9: Coupled THM analytical models of the case study 

Figure 10 illustrates essentially the same cases, except the thermal conductivity is enhanced by 
1000 times to mimic potential effects of heat convection within the same analytical framework. 
The worst-case scenario for both cases (Fig. 9C and Fig 10C) remains the same where a low stress 
reservoir is operated under cold injection and at a relatively high pressure promotes more extensive 
formation damage around the wellbore. 
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Figure 10: Coupled THM analytical models of the case study with enhanced thermal conductivity 

5. Coupled Numerical Models and Discussion 
Coupled THM models can help identify and mitigate potential challenges associated with GeoTES 
systems in high permeability-weakly consolidated sedimentary formations. These risks can 
include initiation and propagation of shear/tensile formation failure during injection of hot and 
cold fluids. To be more specific, coupled geomechanical models can quantify near wellbore 
behavior and assess stability, formation integrity and wellbore injectivity issues ahead of 
operations and to optimize key parameters (e.g., injection temperature, injection duration, injection 
rate/pressure) to mitigate potential risks.  Analytical models presented in this paper provide insight 
into potential mechanisms that control near wellbore formation behavior and guide coupled 
numerical models. Analytical model results indicate that near wellbore can experience combined 
shear and tensile failure even when injection stays below the fracture gradient (see Figure 11).  
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Figure 11: Formation damage along a horizontal wellbore: Tensile (cold colors) and Shear (hot colors) damage 

Furthermore,  analytical models presented in this paper suggest that high stress anisotropy (i.e., 
between vertical and horizontal stress), lower temperatures and higher injection pressures can 
cause extensive formation alteration away from the wellbore (Figure 12). The limited number of 
sensitivities conducted show that the variations in temperature, injection pressure and in-situ stress 
state can affect the extent of the damage where the formation experiences failure and mechanical 
degradation. Two important implications are: (i) the threshold flow velocity that is required to 
trigger fines migration reduces within zones of increased material degradation (see Figure 3, fines 
are more easily mobilized within damage zones) and (ii) as the intensity and extent of damage 
increases, the volume of mobilized fines also increases. Along these lines, in these settings, 
alternative completion strategies could include installation and periodic maintenance of sand 
screens. 

 
Figure 12: Risk of extensive formation damage: Hot colors (red) indicate elevated risk 

Although analytical THM models provide insight into near wellbore processes and wellbore 
operability limits for GeoTES systems in sedimentary reservoirs, they build on several critical 
assumptions that limit their use. Some of these limitations are: 

• Heat transfer is dominated by conduction rather than convection  
• Infinitesimal deformation until brittle failure (shear and tensile)  
• Evolution and propagation of formation failure is not considered: once rock strength is 

exceeded, predictions may become invalid. 
• Mechanical and flow properties remain constant: permeability, porosity evolution and 

mechanical degradation due to formation failure is not considered. 
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Numerical simulations that adapt the Finite Element Modelling (FEM)  framework can honor the 
full coupling between THM fields to simulate damage initiation and propagation in the near 
wellbore region (Zhou and Ghassemi (2009), Lee and Ghassemi (2011)). This is achieved by 
simulating the alteration of mechanical and flow properties: degradation of elastic modulus, loss 
of strength, stress and damage dependent permeability and porosity evolution (see Tang et al. 2002 
and inset of Figure 4) in a single system. In these simulations both the conductive and convective 
heat transfer can be considered in the thermo-poro-elastic formulation coupled with damage 
mechanics. As an example, Figure 13 shows results from a 2D cross section THM model, where 
injection of a colder fluid into a storage reservoir, is simulated. Once failure initiatives in a zone, 
mechanical properties degrade (i.e. loss of stiffness or strength) and stresses are transferred to the 
intact rock regions. Further injection can result in the propagation of an extensive damage front 
and change in porosity-permeability, in this case in a direction parallel to Shmax.  This progressive 
behavior is not necessarily captured by analytical models and can be an important step in 
understanding the evolution and potential stabilization of the damage.  

 

Figure 13: Failure Evolution within a coupled THM numerical model 

At this stage of the work, we have constructed a quarter symmetric 2D finite element numerical 
model of a horizontal wellbore that considers THM coupling and damage (see Zhou and Ghassemi 
2009). The model uses eight-node quadrilateral mesh elements for the displacements u , pore 
pressure p , and temperature T to improve numerical resolution of deformation and formation 
failure. The following variables are approximated using Galerkin’s method for u , p , and T. 

u = Nu𝑢𝑢�             (13) 

p = Np𝑝𝑝�            (14) 

T = NT𝑇𝑇�             (15) 

where the shape functions for the displacement, pore pressure and temperature are Nu , Np , and 
NT, respectively and nodal variables for displacements, pore pressure and temperature are 𝑢𝑢� , 𝑝𝑝�, and 

2678



Mutlu et al.  

𝑇𝑇�  respectively. Numerical formulation is then obtained by substituting Eqns. (13)-(15) to the field 
Eqn. (10)-(12). For discretization of the time domain, the Crank-Nicolson type approximation is 
applied. In convective heat transfer computation, Streamline-Upwind/Petrov-Galerkin (SUPG)  
method is used to avoid numerical oscillations (Heinrich and Pepper 1999).  

Initiation and propagation of damage, coupled with THM formulation, is also considered in the 
numerical model. According to the experimental results (Wang and Park (2002); Tang et al. 
(2002), Li et al. (2002)) stresses can show a rapid  decrease which is related to the mechanical 
degradation/softening regime after rock failure and within the damage zone (see inset plot in Figure 
`14). A full description of the coupled finite element formulation, verifications and examples are 
published by Zhou and Ghassemi (2009) for 2D and Lee and Ghassemi (2011) for 3D cases. 

Figure 14 (A) shows an example 2D 8-node quadrilateral mesh that represents both the near 
wellbore region and far-field. Simulations can accommodate relatively large domain size(s) that 
can vary between 100 – 1000 m while honoring a fine mesh in the near wellbore region. Outer 
boundaries of the model are fixed and a constant pore pressure boundary condition (equal to 
reservoir pressure) is applied. A constant wellbore pressure (i.e., equal to the injection pressure) is 
prescribed along the wellbore wall.  

Guided by the analytical results (Figures 9  thru 12), in Figure 14 (B), we simulate a case that 
represents a horizontal wellbore with a radius (R) of 0.1 m, drilled in a lower horizontal stress 
regime (Shmin=Shmax= 2375 psi), operated under a high injection pressure (only -75 psi below the 
fracture gradient) and using a cold geofluid (T=41 F). In Figure 14 (C), we simulate another case 
that represents a higher horizontal stress regime (Shmin=Shmax= 2660 psi) and a hot geofluid (T=320 
F).  These cases are essentially the same cases investigated by the analytical models (e.g., Figures 
9 C & 10 C and 9H &10 H). Both cases represent approximately 2 days of injection at the 
prescribed wellbore pressure that stays below the in-situ fracture gradient. 

 

 
Figure 14: Coupled THM model of a horizontal wellbore: (A) Mesh, (B) Damage Evolution for a lower stress, 

cold injection case (C) Damage Evolution for higher stress, hot injection case 
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Figures 14 (B) & (C) summarize the modeling results with the following observations noted: 

 
- Near wellbore formation alteration and associated damage can occur at injection pressures 

below the fracture gradient. This alteration is realized predominantly in shear failure mode  
 

- Damage localizes within a relatively thick band and continues to propagate away from the 
wellbore at an angle with respect to the far field in-situ stress field  
 

- For the majority of the cases investigated in this study, formation damage stabilizes early 
into injection. However, lower horizontal stress regimes (or higher vertical-horizontal 
stress anisotropy), chilled geofluids and higher injection rates can trigger unstable damage 
propagation and flow channeling 
 

- Injection strategies, with a focus on engineering near wellbore temperature and injection 
gradients (i.e., with data unique to the target reservoir), have the potential to optimize 
operations and maximize system output while minimizing formation damage 
 

- Complete loss of formation strength (i.e., drop from peak to residual) within the damaged 
zones creates a risk for fines mobilization during injection and production 
 

- Although there are differences between the damage patterns emerging from analytical vs. 
numerical models, there are also directional agreements. Both modeling approaches 
suggest temperature, injection pressure and in-situ stress plays a key role in formation 
damage risk and point to the same worst case scenario(s) (see Figures 9 thru 14) 

5. Conclusions 
In this paper we modeled THM behavior of a GeoTES system in shallow, high porosity 
sedimentary formations from the US Texas Gulf Coast. Our models integrate THM coupled 
solutions with field data to simulate flow through porous media while considering 
conductive/convective heat transfer and progressive formation damage. Model results show that 
THM loading conditions can lead to formation damage and cause complete loss of strength in the 
near wellbore region for certain scenarios. This is particularly true for horizontal wellbores 
operated under relatively high injection pressures and in low horizontal stress regimes. Along these 
lines, operational parameters, unique to high porosity-weakly consolidated formations can be 
optimized to eliminate potential near wellbore formation integrity risks: including flow channeling 
and fines migration.  
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ABSTRACT  

Corrosion can often happen in geothermal plants due to high temperature and the presence of 
significant amount of chlorides in the liquid phase and CO2 and H2S in the gas phase. In some 
cases, the use of acid to reduce pH to delay amorphous silica formation, can increase the risk of 
corrosion issues that could eventually lead to loss of power or heat generation or, in severe cases, 
shutdowns to replace the part of plant corroded. 
 
The use of corrosion resistant alloys is a currently used approach, but it increases CAPEX 
associated to a new geothermal plant. For this reason, an effective treatment based on a corrosion 
inhibitor is becoming attractive. 
 
Due to the high temperature, most of the film forming corrosion inhibitor can’t be used as they 
rapidly degrade. In this work, to identify the most suitable solution, high temperature weight loss 
coupon test has been performed on several different technologies and the most promising was then 
evaluated under other different conditions. Another important aspect is the interaction between 
scale and corrosion inhibitors that in some cases could lead to unexpected loss of performance in 
the field. A proper selection of these chemicals is crucial to obtain the desired protection in the 
plant. This aspect was also evaluated in this paper, with both scaling and corrosion test carried out 
in the presence of corrosion and scale inhibitor. 
 
After this extensive lab work, a field trial to confirm corrosion properties under real field 
conditions has been scheduled. Details and results are discussed and analysed in a dedicated 
section of the paper. 
 

1. Introduction  
Geothermal energy is an attractive alternative to standard energy sources due to its environmental 
profile. However, corrosion and scale control in geothermal power production is a major hurdle in 
advancing the use of this renewable source of energy. Especially for corrosion, high temperature 
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represents an important challenge for most of the film forming corrosion inhibitor currently 
available as they easily degrade and/or create a film on metal surface which doesn’t resist at high 
temperature (Schott et al). 

Corrosivity of geothermal brines is also increased by the presence of a significant amount of 
chlorides, high total dissolved solids (TDS), and dissolved gasses such as H2S and CO2. 
Furthermore, pH modification processes to achieve pH 4.5-5.0 with mineral acids are used to 
prevent silica scale formation on the surface equipment and injection wells, but this pH reduction 
typically increases the corrosivity of the brine.  

Aim of this work was to develop a new corrosion inhibitor able to provide a good protection at 
high temperature, working under conditions as close as possible to real geothermal field. 

 

2. Experimental 
Weight Loss Coupon tests were performed at 80°C and 170°C to evaluate inhibition properties. 
Testing protocols are described in the sections below. 

The brine used for the tests is a real geothermal brine with high TDS and chlorides content (Table 
1). NaCl (ACS reagent, Sigma Aldrich), CaCl2*2H2O (ACS reagent, Sigma Aldrich), 
MgCl2*6H2O (ACS reagent, Sigma Aldrich), KCl (ACS reagent, Sigma Aldrich), SrCl2*6H2O  
(ACS reagent, Sigma Aldrich), BaCl2*2H2O  (ACS reagent, Sigma Aldrich), NaHCO3*2H2O 
(ACS reagent, Sigma Aldrich) and Na2SO4*10H2O (ACS reagent, Sigma Aldrich) were used for 
the preparation of the synthetic brine. Testing brine is freshly prepared before every test. 

10ppm of a proprietary scale inhibitor was added to the testing brine to avoid scale formation 
during the test. Any formation of scale on the metal coupons could lead to localized corrosion 
beneath it that cannot be prevent by the corrosion inhibitors. 

Metal coupons used to evaluate corrosion rate were made of C1018 carbon steel. Corrosion rate 
was calculated with the following equation (NACE TM0169/G31): 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑛𝑛 𝐶𝐶𝑟𝑟𝑟𝑟𝑟𝑟 = (𝐾𝐾 × 𝑊𝑊)/(𝐴𝐴 × 𝑇𝑇 × 𝐷𝐷) 

where: 

K = constant 

T = time of exposure in hours 

A = area in cm2 

W = mass loss in grams 

D = density in g/cm3 
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Table 1 Geothermal brine composition 

 

 

2.1 Corrosion Inhibition Test at 80°C 

Corrosion inhibition test at low temperature was performed using 1L glass bottles equipped with 
a PTFE holder for the metal coupons and a Binder M series oven to store testing bottles. 

One liter of the brine is delivered into the glass bottles, then the required amount of additive is 
added. After the additions the solution is purged with nitrogen for 30 minutes to completely remove 
the oxygen and reach anoxic conditions. During the nitrogen purge metal coupons are installed on 
the PTFE holder. After 30 minutes the coupons are submerged in the brine and then the bottles are 
immediately sealed and placed in the oven at 80°C. After twenty-four hours the bottles are taken 
out from the oven. Metal coupons are polished with diluted HCl and weighted using an analytical 
scale. The bottle without the additive is labelled as blank. 

 

2.2 Corrosion Inhibition Test at 170°C 

Corrosion inhibition test at high temperature was performed using a Berghof BR-300 autoclave 
capable to reach the max temperature of 300°C and 200bar of pressure. The inner vessel of the 
autoclave is made of PTFE to avoid any contamination during the tests. 

Na+ 27957
K+ 3893
Mg2+ 111
Ca2+ 7450
Sr2+ 492
Ba2+ 19.3
Cl- 65027
SO4

2- 76

HCO3
- 173

SiO2 170

pH 5.0-5.5

Geothermal brine (ppm)
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Figure 1. Berghof BR-300 autoclave 

 

Testing protocol for the test at high temperature is similar to the protocol followed for the tests at 
80°C. 200ml of the brine is delivered into the PTFE vessel, then the required amount of additive 
is added. After the additions the vessel is placed inside the autoclave and the solution is purged 
with nitrogen for 30 minutes to completely remove the oxygen. As per the previous test, coupons 
are installed on the PTFE holder. After 30 minutes of purging the coupons are completely 
submerged in the testing brine, the autoclave is sealed and the heating is started. After six hours at 
170°C the heater is turned off and the solution is let standing until it reaches colder temperatures. 
Untreated solution is labelled as blank. 

 

2.1 Barite static test 

Static test was performed using a Binder M series oven to store the testing bottles and an Agilent 
5800 ICP-OES to measure the residual barium in solution. 

Due to the very low scaling tendency of the geothermal brine, the barite static test was performed 
with an internal standard brine with higher barium and sulphate content. Anionic and cationic 
brines are stored in the oven at 90°C before the test. 50ml of anionic brine is delivered into a 125ml 
glass bottle, then the additives are pipetted in the required amounts and in the end 50ml of cationic 
brine is quickly added. After the latter addition the bottles are immediately sealed and placed in 
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the oven for ten minutes at 90°C, trying to simulate the residence time of the brine in the 
geothermal plant. After ten minutes a small aliquot from the solutions is taken to be analyzed by 
ICP-OES. 

 

3 Results 

High temperature test in autoclave have been used as screening test for many different 
technologies, including well-known and common film-forming corrosion inhibitors such as 
TOFA-DETA imidazoline and oleyl amine. For each product, corrosion test was repeated at least 
two times to check reproducibility of results. 

 Test n°1 (mpy) Test n°2 (mpy) Avg. (mpy) 

Blank 31.1 29.77 30.435 

Benchmark 1 29.24 30.04 29.64 

TOFA-DETA imidazoline 32.43 31.9 32.165 

Oleylamine 34.29 33.76 34.025 

Experimental 1 20.47 27.11 23.79 

Experimental 2 22.06 23.13 22.595 

Experimental 3 24.99 30.57 27.78 

Experimental 4 17.81 18.61 18.21 

Experimental 5 30.31 23.39 26.85 

Experimental 6 23.92 24.46 24.19 

Experimental 7 24.73 24.46 24.60 

Experimental 8 26.59 25.26 25.93 

Experimental 9 26.85 26.85 26.85 

Experimental 10 34.03 28.71 31.37 

Experimental 11 29.78 29.78 29.78 
 

Table 2: High temperature weight loss coupon test 
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As expected, the high temperature and long residence time lead to challenging conditions, and 
most of the technologies evaluated in this test (including TOFA-DETA imidazoline and 
oleylamine) provided low to negligible improvement in corrosion rate compared to blank. Most 
likely poor results are related to the low thermal stability of the corrosion inhibitor chemistry 
and/or of the film formed on the metal surface.  

However, Experimental 4 significantly decreased the corrosion rate (40% less compared to blank), 
looking as the most promising solution. 

Good results of Experimental 4 can also be visually observed evaluating the metal coupon after 
the test (Figure 2).  

 

 
Figure 2: metal coupons after high temperature corrosion test. Benchmark (right) and Experimental 4 (left) 

 

Weight loss coupon test was then repeated at low temperature (80°C) but increasing the testing 
time up to 24h. These conditions represent a standard for many applications. For this test, only a 
Benchmark and Experimental 4 have been considered. 

The low temperature leads to a lower corrosion rate for the blank, but also in this case, 
Experimental 4 provided a significant improvement outperforming the benchmark (Table 3). 

 

  Test n°1 (mpy) 

Blank 8.64 
Benchmark 1 12.56 

Experimental 4 4.92 
 

Table 3: Low temperature weight loss coupon test 
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Figure 3 shows the aspects of the testing bottles at the end of the test, confirming what measured 
based on the coupons’ weight. Both Blank and Benchmark solutions were turbid with a significant 
amount of deposit (corrosion by-products) at the bottom while Experimental 4 bottle was clearer 
and the deposit much lower. 

 

 
Figure 3: Weight Loss Coupon test at 80°C 

 

Another important aspect to be considered during the development of corrosion inhibitors is their 
impact on scale inhibitor performance as they are often dosed together in the same pipeline and in 
some cases there could be a negative impact on the performance of both chemicals (Scheiber et 
al). 

A simple static test was performed, comparing performance of the scale inhibitor without and with 
Experimental 4 corrosion inhibitor against Barite. 

Testing time and SI / CI ratio were selected to mimic a real field application. 
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Figure 4: Barite static test – effect of corrosion inhibitor on scale inhibitor performance 

 

Tests results confirmed that Experimental 4 has no impact on the performance of the scale 
inhibitor, with the inhibition efficiency that remained constant with and without the corrosion 
inhibitor. 

 

3.1 Field trial 

To confirm promising results obtained in the lab, a field trial has been scheduled in a geothermal 
plant in Europe. Corrosion coupons will be located in location of the plant pipeline and the 
technical performance of the product will be evaluated after three weeks. Other KPIs are brine 
composition and heat-exchanger or plant pressure.  

At the time of writing this paper, field trial was ongoing and only partial results about plant 
pressure and brine composition were available, without highlighting any significant change after 
dosing started. Despite these results are not enough to draw conclusion, they provide an indication 
that this new corrosion inhibitor is compatible with the brine and doesn’t create clogging in the 
pipeline. 
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4. Conclusion 

The tests performed in the lab provides promising results in terms of corrosion inhibitions 
and good indication about the best performing chemical blend while comparing a number of 
different and well-known chemistries. Despite all the efforts on testing the different 
chemistries at lab scale, it is very difficult to be able to properly simulate the real field 
condition of a given geothermal plant and it is not practically feasible to simulate all the 
existing geothermal plant due to high variability in terms of operating conditions 
(temperature, pressure, fluid velocity, gas/liquid ratio and chemical composition). It is 
therefore recommended to run onsite trials to monitor the performance of the chemistry 
blend selected at a lab scale. We have been working with geothermal operators to plan for 
field trials in the coming months. 
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ABSTRACT 

Silica scaling results in flow rate reduction or improper performance in power generation. To 
preserve the power generation capacity, maintenance works are required to remove scales. One of 
the issues is to predict the amount of generated silica scale for scheduling the maintenance works. 

In this work, ab initio calculation based on the quantum chemistry is applied to clarify the 
mechanism of silica scale formation and to establish the equation predicting the amount of 
generated silica scale. The simulations have been performed at pH 5.5, pH 7.0 and pH 9.0 on 
various temperature conditions with an initial concentration around 1,000 ppm. Experiments for 
verification are performed on the same conditions as well. It is found that the amount of generated 
silica scale has been predicted with high accuracy, within 10% error compared to the experiment 
results. Moreover, approximate curve could be worked out from the ab initio calculation results 
and the approximate formula is considered to be the formula predicting the amount of generated 
silica scale. Additionally, it is confirmed that the amount of generated silica scale on specific 
conditions such as pH and temperature could be predicted by the equation with a high accuracy.  

According to our results, ab initio calculation is considered to be a powerful research methodology 
for silica scale problems and a new approach for predicting the amount of generated silica scale 
with temperature and pH dependence has been established. 

1. Introduction  
Various renewable energies are attracting attention in order to realize the big goal of carbon neutral 
target in 2050. Among them, in particular geothermal power generation is a renewable energy that 
can generate power sustainably with almost zero CO2 emissions, and is said to be a "baseload 
power source" that can generate power stably without being influenced by natural conditions such 
as weather, in contrast to other renewable energies, for example solar power and wind power 1. 

In geothermal power plants, geothermal fluid is exploited for power generation. However, 
reduction of power generation due to silica scale is one of the serious issues, which is contained in 
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the geothermal fluid with a large amount. Once silica scale adheres to the inner surface of the 
pipes, valves or other parts on the brine line, such silica scaling results in flow rate reduction or 
improper performance. One of the issues is to know when maintenance works should be scheduled. 
As a solution to this issue, a study on the establishment of the equation for predicting the amount 
of generated silica scale based on the produced water conditions would be necessary. 

In order to establish the prediction method of the silica scale generation quantity, various studies 
based on real experiments has been carried out until now. For example, Gallup, Gunnison and 
Arnórsson established an empirical formula which predicts the solubility of silica in the geothermal 
water 2, 3, 4. These empirical formulas are very well known in the academic field of the geothermal 
industry. However, due to the limitations of the experimentations, it is said to be too difficult to 
control various conditions such as pH precisely 5, and a great deal of time and labor is required for 
even one experimental condition. Thus, some characteristics such as pH dependency, initial-
concentration dependency or several metal-ion contribution for example Na+, K+, Ca2+ could not 
be considered in these reported formulas, causing the low prediction accuracy in many cases. 

To overcome those problems, the authors have introduced a new method, ab initio calculation. Ab 
initio calculation or first-principles calculation applies quantum chemistry knowledge to solve the 
problems theoretically. It is based on the principles of chemistry, without the need for empirical 
values. Since the generation process of the silica scale is considered to be a kind of chemical 
reaction as well, it is expected that the prediction of the silica scale generation quantity with very 
high accuracy would be implemented, without depending on the empirical data measurement work 
by the ab initio calculation. Therefore, the theoretical analysis for silica scale has been performed. 

In the present work, a new chemical reaction model for silica scale formation has been proposed 
by the authors. Then, the ab initio calculations were performed by using the density function theory 
(DFT) 6, 7 to calculate the free energy of the chemical reactions and to estimate the rate coefficient 
and the equilibrium constant for the process of silica scale formation. Furthermore, the parameters 
above were applied to perform a chemical reaction engineering simulation to estimate the amount 
of generated silica scale on various conditions. The experiments were performed as well on the 
same conditions with the calculations to verify the accuracy. 

 

 
Figure 1: The schematic diagram of silica polymerization reaction  

and the silica scale adhered to the inner surface of the pipes 
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2. Methodologies for theoretical analysis 
2.1 Overview 

The whole theoretical analysis is composed of two processes, the ab initio calculation part and the 
chemical reaction engineering simulation part as shown in Figure 2. 

Free energy estimation of the silica polymerization process based on the new proposed chemical 
reaction model was performed by the Biovia Materials Studio DMol3 2021 package, in the ab 
initio calculation part of the theoretical analysis. 

All of the necessary thermodynamics parameters required for the following simulations were 
estimated from the Gibbs free energies with home-made scripts.  

The solubility of silica and the generation quantity of silica scale on various conditions were 
obtained using the simulation software package COMSOL Multiphysics, in the chemical reaction 
engineering simulation part of the theoretical analysis. 

 

 

 

Figure 2: The flowchart of the theoretical analysis for estimating the solubility of silica and the generation 
quantity of silica scale. The applied program or script are filled with yellow 
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2.2 Chemical reaction model for calculation 

The tetramer silica is considered to be formed via a two-step polymerization reaction from soluble 
monomer silica in solution such as geothermal water. The silica scale polymerization reaction is 
generally discussed in a reaction model as follow, Equation 1. 

Si(OH)4  ⇌  SiOSi(OH)6  ⇒  (SiO)3Si(OH)10   (1) 

Since the tetramer silica is known to be precipitated, the first step of the polymerization process 
was treated as an equilibrium reaction and the second step as an irreversible reaction. In the case 
of such a reaction model, it could be assumed that the silica species would eventually be all 
tetrameric and precipitated. However, it is known that when a silica polymerization reaction is 
actually carried out for a long time, the whole reaction system becomes a saturated system 
containing soluble silica.  

From this phenomenon, it is considered that the formation reaction of tetramer silica is not an 
irreversible reaction but an equilibrium reaction consisting of a very small equilibrium constant. It 
is necessary to introduce the precipitation equilibrium phase in order to accurately express the 
silica polymerization reaction. Therefore, a new three-step chemical reaction model incorporating 
the precipitation reaction, as shown in Equation 2 has been devised. 

Si(OH)4  ⇌  SiOSi(OH)6  ⇌  (SiO)3Si(OH)9O-  ⇌  (SiO)3Si(OH)10   (2) 

In order to express the silica polymerization reaction, several definitions were introduced into the 
new proposed reaction model above and the whole process was dived into four phases as shown 
in Figure 3. k1, k2 and kB were the equilibrium constants of the reactions, ka was the acid 
dissociation constant of the tetramer silica. All these important thermodynamics parameters could 
be estimated from the Gibbs free energies of the reactions. 

 
Figure 3: The new proposed three-step silica polymerization reaction model 

 

2.3 Free energy estimation 

As mentioned in section 2.3, free energies are required for the estimation of the thermodynamics 
parameters. In order to calculate the Gibbs free energies  

In order to calculate the Gibbs free energies  ΔGn for the determined Phase-1 and Phase-2 of silica 
polymerization, the initial structures of monomer, dimer and tetramer silica molecules were first 
prepared, as well as the deprotonated ones. Structural refinement of the initial structure created by 
program Avogadro was carried out. Then the structure optimization and energetic calculation were 
performed using the Materials Studio DMol3 2021 package.  
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The ab initio calculations for structure optimization and energetic calculation were performed by 
the density functional theory (DFT) at BLYP/DND-3.5 level. Generalized gradient approximation 
(GGA) approach was applied to calculate the exchange and correlation energy terms in DFT 
methods. The solvent was treated as water with the COSMO solvation model 8. The value of 
smearing was set to be 0.005 Ha. In addition, to verify the temperature dependency, the ab initio 
calculations were performed under the temperature conditions of 298.15 K, 373.15 K, 423.15 K 
and 448.15 K which the experiments were carried out as well. 

 
2.4 Thermodynamics parameters estimation 

In the present work, thermodynamics parameters have been worked out theoretically. The 
estimation of the equilibrium constants k1, k2 and ka were performed based on the transition state 
theory 9, 10, 11. The constants were estimated from the free energies with Equation 3. Linear fitting 
correction (LFC) scheme 12 was also introduced for the estimation of ka since it was too difficult 
to calculate the free energy of proton accurately.  

 

𝑘𝑘𝑛𝑛 = 𝑒𝑒𝑒𝑒𝑒𝑒 �−
∆𝐺𝐺𝑛𝑛
𝑅𝑅𝑅𝑅

�    (3) 

 
The apparent ionization constant kB could be calculated with Equation 4 from the relation described 
in Phase-2, as shown in Figure 2. 

𝑘𝑘B =
𝑘𝑘2
𝑘𝑘𝑎𝑎

   (4) 

 
As mentioned in section 2.2, it is necessary to introduce the precipitation equilibrium phase in 
order to accurately express the silica polymerization reaction. On the other hand, since the 
solubility of tetramer silica is too low to be measured by experiments. Thus the equilibrium-
constant ksp was worked out as follows: 

First, in case of the Phase-2 reaction as shown in Equation 5, the equilibrium constant k2 can be 
expressed by Equation 6 and the acid dissociation constant ka can be expressed by Equation 7, 
based on the definition of the equilibrium constant in chemistry.  

 
SiOSi(OH)6  ⇌  (SiO)3Si(OH)9O- ⇌  (SiO)3Si(OH)10   (5) 

 

𝑘𝑘2 =
[(SiO)3Si(OH)10]

[SiOSi(OH)6][SiOSi(OH)6]
   (6) 

 

𝑘𝑘𝑎𝑎 =
[H+][(SiO)3Si(OH)9O−]

[(SiO)3Si(OH)10]    (7) 
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Taking the product of Equation 6 and Equation 7, Equation 8 could be obtained. 

 

𝑘𝑘2 × 𝑘𝑘𝑎𝑎 =
[(SiO)3Si(OH)10]

[SiOSi(OH)6][SiOSi(OH)6]
×

[H+][(SiO)3Si(OH)9O−]
[(SiO)3Si(OH)10] =

[H+][(SiO)3Si(OH)9O−]
[SiOSi(OH)6][SiOSi(OH)6]

  (8) 

 
Generally in precipitation equilibrium reaction   HA (precipitation) ⇌ H+ + A-    the equilibrium 
constant k is determined as Equation 9.  

 

𝑘𝑘 =
[H+][A−]

[HA]    (9) 

 

Since the precipitation HA is poorly soluble, [HA] in Equation 9 becomes a very small constant. 
By transforming this equation, Equation 10 was obtained and the constant k[HA] is defined as the 
precipitation equilibrium constant ksp as shown in Equation 11.  

 
𝑘𝑘[HA] = [H+][A−]   (10) 

 
𝑘𝑘𝑠𝑠𝑠𝑠 = [H+][A−] = [H+][(SiO)3Si(OH)9O−]   (11) 

 
On the other hand, tetramer silica cannot be dissolved unless ionized. Since tetramer silica is poorly 
soluble, it is considered that there are very few ionized molecules in solutions. In contrast, dimer 
silica is formed in large quantities from monomer silica. From this phenomenon, the relation   
[SiOSi(OH)6] >> [(SiO)3Si(OH)9O−]   could be assumed in the reactive system.  

In this case, considering about the abundance ratio of the dissolved component, the part of  
[SiOSi(OH)6]  could be estimated approximately as 1. Therefore, Equation 12 can be 
approximately obtained from Equation 8. 

 

𝑘𝑘2 × 𝑘𝑘𝑎𝑎 =
[H+][(SiO)3Si(OH)9O−]

[SiOSi(OH)6][SiOSi(OH)6]
≒ [H+][(SiO)3Si(OH)9O−]   (12) 

 
Substituting Equation 12 into the definition formula of the precipitation equilibrium constant gives 
the relationship of Equation 13, which is used for the estimation of precipitation equilibrium 
constant ksp in the proposed chemical reaction model. 

 
𝑘𝑘sp ≒ 𝑘𝑘2 × 𝑘𝑘𝑎𝑎   (13) 
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2.5 Estimation for the solubility of silica and the generation quantity of silica scale 

The solubility of silica and the generation quantity of silica scale on various conditions were 
obtained using the chemical reaction engineering module in the simulation software package 
COMSOL Multiphysics. Based on the three‐step reaction model proposed in the previous section, 
the chemical species and reaction equation were defined as follows: 

A： Si(OH)4   

B： SiOSi(OH)6   

C： (SiO)3Si(OH)10  

D： (SiO)3Si(OH)9O-   

E： H+  

 Phase-1 reaction: A + A ⇌ B 

 Phase-2 reaction: B + B ⇌ C    

C ⇌ D + E 

Calculations were performed based on the reaction equation above, with the thermodynamics 
parameters and the activation energies obtained by the ab initio calculations on the temperature 
conditions temperature conditions of 298.15 K, 373.15 K, 423.15 K and 448.15 K.  

The pH dependence has been worked out in the research as well. The pH dependence was 
introduced by converting the contribution of pH and ionic strength into the activity coefficient 
based on the Debye Hückel theory 13 as shown in Equation 14. 𝛾𝛾 is the activity coefficient, Z is the 
charge number of ion species, I is the ionic strength of the solution and A,B, a are the parameters. 

 

−logγ = A𝑍𝑍2
√𝐼𝐼

1 + B𝑎𝑎√𝐼𝐼
   (14) 

 
In this case, A and B were calculated by Equation 15 and Equation 16. 

 

A = 1.825 ∗ 106(𝜀𝜀𝑅𝑅)−
3
2   (15) 

 

B = 50.3 ∗ (𝜀𝜀𝑅𝑅)−
1
2   (16) 

 
𝜀𝜀 is the dielectric constant of water and T is the temperature conditions of the ab initio calculations. 
Thus, the solubility of silica and the generation quantity of silica scale were estimated at pH 5.5, 
pH 7.0, and pH 9.0 on the temperature conditions of 298.15 K, 373.15 K, 423.15 K and 448.15 K. 
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3. Methodologies for experiment 
Eight samples with different temperature, pH and initial silica concentration were prepared to 
evaluate the silica polymerization rate. Experimental conditions are shown in Table 1.  

Table 1: Summary of the experiment conditions 

 

Silica stock solutions were prepared by dissolving Sodium silicate, powder（Na2SiO3, JUNSEI 
CHEMICAL Co., LTD. 29045-1501） in ultrapure water at room temperature. pH adjusting 
solution were use the 10% Sulfuric Acid (H2SO4, FUJIFILM wako Pure Chemical Corporation 
198-11705). 

Figure 4 shows reaction container used in hydrothermal synthesis experiment. The reaction 
container is divided into two spaces by three valves. Place 20 ml of silica stock solution in one of 
the spaces of this reaction container and 20 ml of pH adjusting solution in the other space. 

Place the reaction containers containing silica stock solution and pH adjusting solution in constant 
temperature chambers. A rotating jig is installed in the center of the constant temperature 
chambers. Reaction containers are fixed to this rotating jig. The rotating jig was rotated at 5 RPM 
during the reaction. After about 2 hours of heating, valve B is opened to mix the two solutions and 
initiate the reaction. Sampling interval were 5, 10, 20, 30, 60, and 120 minutes.  

Since this experiment deals with compressed water, silica enrichment due to boiling during 
sampling should be minimized. Therefore, the effect of the boiling point is suppressed by 
dissolving the entire reaction solution in a previously weighed 0.3 vol% hydrochloric acid aqueous 
solution and measuring the silica concentration in the solution by the molybdic acid method after 
considering the dilution ratio. 

 
Figure 4: Schematic diagram of hydrothermal synthesis experiment 

pH condition

Temperature [ K ] 373.15 423.15 448.15 373.15 448.15 373.15 423.15 448.15

Initial SiO2 conc. [ ppm ] 1100 1342 1479 1100 1479 1100 1342 1479

Sulfuric acid conc. [ μmol ] 293 350.3 389.5 277.9 363.1 183.6 133 0

acidic: pH 5.5 neutral: pH 7.0 alkali: pH 9.0
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4. Results and discussions 

As mentioned in Section 2.3, in order to calculate the Gibbs free energies  ΔGn for the determined 
Phase-1 and Phase-2 of silica polymerization, structural refinement of the initial structure of silica 
molecules was carried out. Then the structure optimization and energetic calculation were 
performed using the Materials Studio DMol3 2021 package.  

The optimized structure of silica molecule and reaction process of the polymerization was shown 
in Figure 5. The results of the free energies estimation are summarized in Table 2 and Table 3. 

 
Figure 5: Reaction process of silica polymerization 

 

Then all of the necessary thermodynamics parameters were worked out with the approaches 
mentioned in Section 2.4. The results are summarized in Table 4. 

 

Table 2: Summary of the free energies of silica polymerization reaction 

 

2Si(OH)4 ⇌ SiOSi(OH)6 + H2O 2SiOSi(OH)6 ⇌ (SiO)3Si(OH)10 + H2O

ΔG 1 [ kcal/mol ] ΔG 2 [ kcal/mol ]

298.15 15.581 5.843

373.15 23.097 31.537

423.15 33.094 18.208

448.15 40.954 10.518

T [ K ]
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Table 3: Result of the free energies of silica scale ionization process 

 

 

Table 4: Summary of the thermodynamics parameters 

 

 

By analyzing the obtained free energy and equilibrium constants of the Phase-1 polymerization 
reaction, it was found that the free energy increased as the temperature increased and the 
equilibrium constant decreased as shown in Table 5.  

In the case of higher temperatures, the Phase-1 reaction, which is considered to be the rate-limiting 
step and is less likely to occur, causing a decrease of the amount of generated dimer silica, which 
is the precursor of precipitation. As a result, increasing the reaction temperature decreases the 
amount of precipitation and increases the saturation concentration. 

 On the other hand, from past knowledge, as the temperature increased, the saturated concentration 
also increased and the amount of precipitate decreased. The same trend was observed from the 
calculation and past knowledge, so it is considered to be qualitatively reproducible.  

Therefore, the validity of the equilibrium constant calculation method was confirmed. 

 

 

 

 (SiO)3Si(OH)10 ⇌ (SiO)3Si(OH)9O
-

ΔG  [ kcal/mol ]

298.15 1205.446

373.15 1196.166

423.15 1176.320

448.15 1172.981

T [ K ]

T [ K ] k 1 k 2 k a k B k sp

298.15 1.863E-03 9.472E-02 1.062E-09 8.919E-07 1.006E-10

373.15 5.846E-04 3.849E-05 3.215E-09 1.197E-04 1.237E-13

423.15 8.219E-05 5.654E-03 3.435E-08 1.646E-05 1.941E-10

448.15 1.685E-05 5.945E-02 5.116E-08 1.162E-06 3.941E-09
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Table 5: Trend of free energy and equilibrium constants changes 

 

Furthermore, the solubility of silica and the generation quantity of silica scale on various 
conditions were obtained using the chemical reaction engineering module in the simulation 
software package COMSOL Multiphysics, as well as the experiments mentioned in Section 3.  

The detail data of the obtained solubility of silica, the generation quantity and the experiment 
results are summarized in Table 6. The solubility curves were also worked out on various pH and 
temperature conditions. For example, the results on the conditions of pH 5.5 at 423.15 K, pH 7.0 
at 373.15 K and pH 9.0 at 373.15 K were shown in Figure 6, Figure 7 and Figure 8. 

 By comparing the calculation and experiment results, it is found that solubility of silica has been 
predicted with high accuracy, within 10% error compared to the experiment results. Thus, 
generation quantity could be estimated accurately by prediction. 

 

Table 6: Summary of the calculation and experiment results 

 

  T [ K ] 298.15 373.15 423.15 448.15

ΔG  [ KJ/mol ] 15.581 23.097 33.094 40.954

equilibrium constant 1.86E-03 5.85E-04 8.22E-05 1.69E-05

prediction
by calculation

past knowledge

decreasion of amount of dimer silica
(precursor of precipitation) generation

increasion of saturation concentration
and decreasion of the amount of preciiptate

pH T [K]
initial

concentration
[ ppm ]

solubility
 experiment

[ ppm ]

solubility
 calculation

[ ppm ]

generation
quantity
[ ppm ]

error %

373.15 1073.76 461.70 468.05 605.71 1.38%

423.15 1301.49 661.28 672.84 572.03 1.75%

448.15 1417.93 807.87 888.35 455.14 9.96%

373.15 1033.02 454.12 425.33 607.69 -6.34%

423.15 1335.43 674.58 615.77 719.66 -8.72%

448.15 1474.43 792.96 815.40 659.03 2.83%

373.15 1051.96 697.49 661.94 390.02 -5.10%

423.15 1269.90 1228.30 1172.77 97.13 -4.52%

448.15 1428.58 1465.82 1423.55 5.02 -2.88%

5.5

7.0

9.0
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Figure 6: Simulation and experiments results at 423.5 K, pH 5.5. 

 

 
Figure 7: Simulation and experiments results at 373.15 K, pH 7.0. 
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Figure 8: Simulation and experiments results at 373.15 K, pH 9.0  

 

Moreover, approximate curves were worked out from the ab initio calculation results at each pH 
conditions as shown in Figure 9, Figure 10 and Figure 11 as the curves for prediction.  The results 
of the verification experiments were also plotted in the Figures and it is found that the non-
empirical prediction method shows very high accuracy.  

Additionally, the approximate formula of the curves, Equation 17, Equation 18 and Equation 19 
are considered to be the formula predicting the solubility of silica for estimating the amount of 
generated silica scale in water at pH 5.5, pH 7.0 and pH 9.0. Ce is the solubility of silica and T is 
the temperature of the water. 

 

𝐶𝐶𝑒𝑒 = 20.392𝑒𝑒0.0084𝑅𝑅   (17) 

 

𝐶𝐶𝑒𝑒 = 24.868𝑒𝑒0.0077𝑅𝑅   (18) 

 

𝐶𝐶𝑒𝑒 = 13.915𝑒𝑒0.0104𝑅𝑅   (19) 
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Figure 9: Theoretical solubility curve of silica at pH 5.5, compared to experiment data 

 

 
Figure 10: Theoretical solubility curve of silica at pH 7.0, compared to experiment data 
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Figure 11: Theoretical solubility curve of silica at pH 9.0, compared to experiment data 

 

According to the results of this work, a new non-empirical prediction method has been constructed 
theoretically, which could predict the solubility of silica and the generation quantity of silica scale 
with initial concertation, temperature and pH dependence accurately in contrast to the formula in 
past research as shown in Figure 12.  

As discussed in the introduction section, due to the limitations of the experimentations in past 
researches, it is said to be too difficult to control various conditions such pH precisely, and a great 
deal of time and labor is required for even one experimental condition, causing the low prediction 
accuracy in many cases.  

Since our new method could perform the prediction by theoretical simulations on each specified 
condition with a high accuracy, it is considered that the method has achieved a major breakthrough 
on not only the accuracy but also the practicality of the prediction technology. 

For example, in the case of geothermal water at pH 9.0, the amount of generated silica scale was 
estimated with past knowledge such as Fleming’s formula 5. The actual value and the prediction 
value were greatly deviated as shown in Figure 13. In contrast, the prediction value from our 
formula and the actual value fitted to each other very well. Therefore the accuracy of this method 
is considered to be high enough as the reference indicator when scheduling the maintenance works 
to remove scales, in order to preserve the power generation capacity. 
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Figure 12: The solubility prediction curves of past research and present work 

 

 
 Figure 13: The comparison of the practicality of the solubility prediction curves 
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5. Conclusion 
In the present work, to establish the prediction method of the silica scale generation quantity, ab 
initio calculation based on the quantum chemistry has been applied. The simulations as well as the 
real experiments have been performed at pH 5.5, pH 7.0, and pH 9.0 on the temperature conditions 
of 298.15 K, 373.15 K, 423.15 K and 448.15 K, with an initial concentration around 1,000 ppm. 

As a result of comparing solubility of silica and the generation quantity of silica scale predicted by 
the calculations with the experiment results, it is confirmed that the amount of generated silica 
scale could be predicted non-empirically with high accuracy, within 10% error.  

Moreover, approximate curves have been worked out from the ab initio calculation results, and 
the formulas predicting the amount of generated silica scale have been obtained from the 
approximate curves. Additionally, the accuracy of the formulas has been verified as well. 

According to the results, ab initio calculation is considered to be a powerful research methodology 
for silica scale generation problems, and a new theoretical approach for predicting the amount of 
generated silica scale with initial concertation dependence, temperature dependence and pH 
dependence has been established by the authors. 

This research has achieved a major breakthrough on not only the accuracy but also the practicality 
of the prediction method. The new approach is expected to make a significant contribution to the 
geothermal industry by preserving the power generation capacity with the optimized schedule of 
maintenance works, based on the prediction of the silica scale generation quantity. 
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ABSTRACT 

Smectite scaling was observed in different production wells with observable metal silicate 
formation due to aluminum, iron or magnesium ions. The type of smectite formed usually depends 
on the metal silicate present in the scale. In this particular case, the main issue observed was low 
enthalpy surface water intrusion with high content of magnesium ions. The projected deposition 
pathway is formation of magnesium silicate downhole which encourages smectite formation, 
particularly stevensite (Ca,Na)xMg3-x(Si4O10)(OH)2. After smectite formation, co-deposition with 
calcium carbonate may happen and subsequently, accumulation of these deposits at the surface 
(downstream of the master valve). At the flashpoint, well restriction was observed as confirmed 
by a caliper survey. The samples obtained were subjected to further analysis like X-ray diffraction, 
fluorescence and scanning electron microscopy (SEM). Elemental distribution graph confirmed 
co-deposition of smectite and calcite. Aside from downhole restriction, the deposits were being 
carried at the surface also, causing restriction in the downstream valves of the production wells. 

To prevent further well output decline and surface scaling problems, an inhibition program was 
developed and executed. The inhibition program used has the capability to address calcite and 
smectite simultaneously through threshold inhibition of calcite and Mg-silicate inhibition. For the 
first well trialed, it was observed that the flowrate of the well was maintained at the design flowrate 
value and there was no significant decline observed for a period of one year. At the same time, 
calcium and magnesium ions were stable without any decline that may signify deposition 
somewhere in the system. Actual field inspection of the surface facility was conducted using 
gamma ray and on-site inspection. The state of the secondary valves was relatively cleaner (very 
minimal deposits observed, <1% blockage) compared to the prior treatment (10-20% blockage).  
The results of the program provided a positive impact to the plant in terms of output preservation 
and sustainable operations.  
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1. Introduction  
Smectite scaling was observed in liquid-dominated production wells in Japan, Turkey and 
Philippines which poses a new challenge aside from the well-studied calcite scaling. These wells 
have a projected downhole inflow of surface water, bringing in Mg-rich stream that mixes with 
the geothermal fluid. Although smectite has many kinds depending on the incorporated metal ions, 
magnesium and iron-bearing smectite scales were the commonly observed scales in geothermal 
fields (Dulce et al., 2010). 

Smectite is a group of phyllosilicate mineral species and members of this group differ depending 
on the metal ions incorporated in it. The common structures observed in geothermal systems are 
stevensite (magnesium), saponite (magnesium and iron) and nontronite (iron and aluminum). 
Based on experience, this does not occur as a problem on its own. In the observed geothermal 
fields mentioned, smectite co-deposits with calcite forming harder deposits compared to relatively 
pure calcite. 

Threshold inhibition using polymer-based inhibitor was able to address calcite scaling but field 
data and observations shows that this approach is insufficient when dealing with smectite scales. 
Some observations that were gathered from the site were continuous pipe restriction build up even 
if calcite inhibition system is in place, deposition inside surface pipelines – particularly two-phase 
headers and after the separator and decreasing trend of magnesium and calcium ions sampled at 
the surface which denotes deposition somewhere downhole.  

This study aims to qualify a new inhibition program that can simultaneously target both calcite 
and smectite scaling. Several blends of potential active components were tested in the laboratory 
using standard qualification method and the potential chemistry was trialed in different geothermal 
sites where co-deposition of smectite and calcite was observed. 

 

2. Mechanism of co-deposition of calcite and smectite 
Calcite blockage can be attributed to the supersaturation of calcite upon flashing inside the 
wellbore. Boiling also reduces CO2 partial pressure which in turn increases pH and strongly 
increases carbonate ion concentration. These parameter increases are the reason behind the 
supersaturation at the wellbore compared to its initial reservoir state (Siega et al., 2005). Another 
factor that adds up to the formation of calcite scales is the reaction of bicarbonates as shown in 
Equation 1: 

𝐶𝐶𝐶𝐶2+ + 2𝐻𝐻𝐶𝐶𝑂𝑂3− → 𝐶𝐶𝐶𝐶𝐶𝐶𝑂𝑂3𝑠𝑠 + 𝐶𝐶𝑂𝑂2 ↑ +𝐻𝐻2𝑂𝑂 (Equation 1) 

By following Le Chatelier’s principle, the increase in bicarbonate concentration shifts the reaction 
forward, thus; facilitates formation of calcite scales. 

For the perceived deposition pathway of smectite, the discussion will focus on Mg-containing type 
which are stevensite and saponite. The proposed first step in deposition is the formation of metal 
silicate components which will serve as “backbone” of smectite structure formation. In the case of 
Mg-containing smectite, the first step will be supersaturation of magnesium silicates downhole 

2712



Monterozo et al. 

considering that the conditions conducive for scaling such high temperature, high pH and turbulent 
conditions are present (Kasai et al., 2000).  

For the wells where smectite scales were observed, it was noted that samples taken after the flash 
point shows combination of smectite and calcite. The samples taken at the surface, prior to 
separator and after separator showed relatively more smectite scales than calcite scales. Below is 
an X-ray fluorescence analysis of a sample scale: 

 

Table 1. Elemental Composition (XRF) of Scale Sample 

Element Si Mg Fe Ca Mn Al P Cu Na 
Weight 

(%) 
25.3 16.2 12.82 2.49 3.01 0.32 0.31 0.099 0.082 

          
 

The observed co-deposition of smectite and calcite suggests that the formation of smectite scales 
happen also at the flashpoint which is driven by increase in concentration of scale-forming 
particles due to flashing. As confirmed by Kasai (2000), mineral supersaturation and abundance 
of suspended materials in the liquid can serve as reaction nuclei. In the case of co-deposition, it 
follows both homogenous and heterogenous pathways for crystal nuclei formation. 

 

3. Technical Evaluation of Inhibition 

Since the deposition issue is not just calcite, it was proposed that a new inhibition approach should 
be incorporated to address both calcite and smectite. The evaluation pathway followed for this trial 
is outlined below: 

 
Figure 1: Evaluation pathway of the inhibitor program. 
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Geothermal fluid samples were analyzed using ICP to gather specific brine and steam chemistries. 
These were used to calculate the scaling potential using Nalco Water’s Geomizer modeling 
software. From the results, it was confirmed that the well exhibits scaling potential for calcite, 
magnesium silicate and iron silicate. To further support the scale modeling results, scale samples 
from the last inspection was analyzed using XRF, XRD and SEM. From the results, it was 
confirmed that both smectite and calcite exists in this scale. 

A new inhibitor blend, which can inhibit both calcite and smectite scales, was used in the testing. 
The proposed general mode of action will be threshold inhibition, general adsorption and 
dispersion of scale forming minerals and crystal modification of metal silicate particles. This 
inhibitor was tested using NACE TM0374 which is a standard method for screening potential 
inhibitors for calcite and anhydrite. For the proposed test, the brine chemistry is summarized 
below: 

 

Table 2. Synthetic brine chemistry composition used for NACE TM0374. 

Component HCO3- Ca Mg Cl Na Fe Silica Sulfate 
Concentration 

(ppm) 
124 539 13 12000 6341 1 319 88 

         
 

Since the NACE standard test was carried out at 78 deg. C, pH of the sample was adjusted to 7.5 
to achieve supersaturation with respect to calcite and also try to precipitate magnesium silicate. 
The monitored parameters are the following: 

1. Calcium ion levels (inhibition performance) 
2. Magnesium ion levels 
3. Iron levels 
4. Monomeric silica 

 

4. Laboratory Test Results and Field Applications 

The parameters monitored during the lab trial showed good inhibition efficiency in terms of 
calcium retention. The following figures show the comparison of inhibited and uninhibited 
treatment conditions: 
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Figure 2: Results of the measured parameters 
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Figure 3. Visual manifestation of solid particles (scale formation) for both inhibited and blank. 

 

The NACE test uses calcium retention to calculate for the inhibition efficiency. From the 
measurements done, the retention was at 95% which corresponds to inhibition efficiency of around 
79% to 88%. It was expected that magnesium ion will show a decline in the blank setup, but this 
was not observed. Magnesium ion decline was not pronounced because the conditions for both the 
inhibited and blank are not conducive to scaling. Ideal conditions for scaling are high temperature, 
high pH and turbulent. 

To be able to demonstrate the capability to affect metal ions, iron retention was also measured. 
Iron retention was ~95% for inhibited versus ~10% of blank which confirms metal ion 
inhibition/dispersion capability. Monomeric silica was maintained ~98% compared to ~84% of 
blank which confirms general dispersion on monomeric silica particles and preventing 
agglomeration because of metal ions. 

After a promising laboratory evaluation, actual field runs were conducted in Japan and Turkey. 
For the first well trialed, it was observed that the flowrate of the well was maintained at the design 
flowrate value and there was no significant decline observed for a period of one year. At the same 
time, calcium and magnesium ions were stable without any decline that may signify deposition 
somewhere in the system. Actual field inspection of the surface facility was conducted using 
gamma ray and on-site inspection. The state of the secondary valves was relatively cleaner (very 
minimal deposits observed, <1% blockage) compared to the prior treatment (10-20% blockage).  
The results of the program provided a positive impact to the plant in terms of output preservation 
and sustainable operations.  
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The field trial in Turkey also showed promising results versus the existing threshold inhibition 
program. From the previous treatment, deposition can be observed in a matter of days. After the 
program was instituted, no visible deposition was observed even just after one week of treatment 
and surface facility and equipment was kept clean. 

 

 
Figure 4. Manifestation of co-deposition of calcite and smectite (comparing existing and proposed Nalco Water 

treatment) 

 

4. Conclusions 

We are now seeing more complex scaling phenomenon compared to simple calcite scaling. 
Addressing the problem is not “one-size-fits-all”, each site will have different dosage strategy. 
Proper analysis of the brine and scale samples to confirm dosage and appropriate strategy. 
Successful field applications help us confirm that the proposed strategy is working. These 
applications help geothermal companies cope with challenging scale and maintain their production 
capacity. Ultimately helping them reduce total cost of operation. 
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ABSTRACT 

Silica scale accumulation on geothermal steam turbine blades causes power reduction. This 
problem is caused by narrowed steam flow path due to scale accumulation on the turbine blades. 
This work aimed to reduce silica accumulation by using Diamond-Like Carbon (DLC) coating. 
DLC is a carbon-based amorphous thin film that consists of a diamond structure and graphite 
structure and has characteristics of corrosion and wear resistance. In addition, it has a low friction 
coefficient, and it is expected to achieve low adhesion performance against silica scale. Both DLC 
coated and non-coated test pieces were exposed to the geothermal steam. The accumulated silica 
amount on the DLC was drastically reduced compared with no-coated steel. Moreover, erosion 
and corrosion test with sand blasting and Stress Corrosion Cracking (SCC) test was performed to 
confirm the durability of DLC coating. DLC had more than 20 year’s durability against erosion 
and corrosion which is equivalent to under geothermal steam environment. According to these 
results, it is believed that DLC coating is applicable as a new method to reduce silica scale on the 
geothermal turbine blades. 

1. Introduction  
Geothermal power plants produce renewable energy and they emit only 1 – 3 % CO2 compared to 
emission from fossil fired thermal power plants [1,2]. Additionally, geothermal power plants 
provide stable electricity supply in contrast to the other renewable power such as solar and wind 
power which are fluctuating depending on time and weather [2]. However, geothermal steam 
contains a certain amount of dissolved silica, which precipitates and accumulates on the surfaces 
of the steam turbine blades. Figure 1 shows examples of scale accumulation on the 1st stage 
stationary blades of turbines. The silica accumulation eventually reduces the power generation 
because the accumulated silica closes the geothermal-steam flow paths [3,4] inside the steam 
turbine blades especially at the 1st stage stationary blades. Physical methods for accumulated silica 
removal, such as sandblasting, and water jets are routinely adopted to mitigate this issue [5]. 
However, power plants are typically shut down for these operations. Therefore, a method to 
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suppress silica adhesion without power plant shutdowns is required. In our previous study, 
Nakashima et al. clarified diamond-like carbon (DLC) coatings could reduce silica adhesion until 
2% compared with turbine blade steel through the silica adhesion test which imitates silica 
accumulation experimentally in laboratory[6]. Therefore, the use of DLC coatings could be 
effective in suppressing the silica adhesion without power plant shutdowns. If DLC coating is 
applied, silica scale accumulation on blade surface could be avoided which will result in much less 
risk of power reduction and shutdown for blade cleaning work. DLC is a carbon-based amorphous 
thin film with diamond- and graphite-like structures with sp3 and sp2-hybridization state, 
respectively[7]. Moreover, it is resistant to corrosion and wear and exhibits a low friction 
coefficient in non-lubricant systems. So, it is expected to experience low adhesion performance in 
the case of silica scale may be expected. DLC can be categorized as hydrogen-free and hydrogen-
containing DLC; these are designated as amorphous carbon (a-C) or tetrahedral amorphous carbon 
(ta-C) and a-C:H, respectively. The ta-C coatings are excellent hard material which provide anti-
wear properties. The a-C:H coatings are generally deposited by chemical vapor deposition (CVD) 
method, showing lower hardness, however it is suitable to coat for complex shape such as turbine 
blades which has 3 dimensional curve surface optimized for steam flow. In this study, in order to 
confirm the suppression of scale accumulation by using DLC coating in actual geothermal steam 
environment, the morphology difference of accumulated silica between the surfaces of DLC and 
turbine blade steel were investigated after expose under the geothermal steam bypassed from steam 
turbine inlet. In addition, in order to reveal the durability against erosion wear and corrosion, the 
sand blast testing and Stress Corrosion Cracking (SCC) testing were conducted. Finally, the above 
results indicate that DLC coating is anew effective measures against silica accumulation which is 
the one of largest problem in geothermal steam turbines. 

 
Figure 1: Example of scale accumulation on the blades 

 

2. Experimental procedure 
2.1 Test materials and coating 

In this study, 13% chromium steel (AISI 420, SUS420J1 in JIS, 13%Cr steel), which is applied to 
geothermal steam turbines were used as the substrate for the DLC coating. To improve erosion 
resistance, CrN or TiAlN coating by arc ion plating method with different thickness were deposited 
under the DLC coating because DLC was thinner. a-C:H were deposited by plasma CVD method 
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as the DLC coating above CrN or TiAlN coating. Table 1 shows details of DLC coating. 13% 
chromium steel was also tested as the reference as imitating no coated turbine blades. For the 
erosion and corrosion test, specimen size was 40×40×t3 and 60×20×t2, respectively. Table 1 
shows overviews of specimen. 

Table 1: specimen for scaling, erosion and corrosion test 

 

 

2.2 Scaling test at site 

In order to confirm the suppression of silica accumulation at DLC coating, 13% Cr steel and DLC 
coated one, which had equivalent shape with turbine blades, was exposed under actual geothermal 
steam.  Geothermal steam was branched from the inlet of geothermal steam turbine at the 
Maibarara geothermal plant and led to the test section. In the test section, turbine blade shaped 
specimens set as imitating 1st stage stationary blades of turbine. The test specimens were exposed 
to the geothermal steam for 5 months. Figure 2 shows scaling test section. 

 
Figure 2: illustration of scaling test equipment and test section 

 

2.2 Durability testing 

In order to confirm the improvement of erosion resistance with thickness of under coat, which is 
consist of CrN or TiAlN, sand blast test was performed to DLC coating which had several 
thickness of under coat. The sand blast test imitated the solid particle erosion (SPE) which is 
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occurred at the surface of 1st stationary blades[8]. The sand blast test conducted by adopting silica 
sand named Mikawa extra #7 as erosion media, 0.05g silica sand was blasted with 70m/s. In order 
to confirm long term durability, erosion wear was accelerated by increasing the blast media amount 
up to 4.0g. After sand blasted, peeled off area of the DLC coating area was evaluated by calculating 
the erosion dent area through the image treatment software (Winroof, MITANI Corporation).In 
addition, SCC test was conducted with 4 point bending method under imitated geothermal brine. 
SCC test term was 1000hr with applied stress was from 400 to 600 MPa. Table 2 shows geothermal 
brine composition which was adopted for SCC test referred from our previous study of coating for 
geothermal turbines[9]. After SCC test, fracture time of each specimen was evaluated. 

Table 2: SCC test condition 

 

 

3. Results 
3.1 Suppression of silica scale accumulation 

In order to reveal the suppression of silica adhesion by DLC coating, adhered morphology of scale 
was observed at the surface of 13%Cr steel and DLC coating. Figure 3 shows picture of blade 
shape specimen of suction side after 5 month exposed under geothermal steam. At the no coated 
specimen, gray and white colored scale accumulated and got roughed. On the other hand, the 
surface of DLC coated specimen had few scale due to metallic luster appeared. Therefore, DLC 
coating could drastically reduce scale accumulation. In order to reveal the composition of 
accumulated scale, detailed morphologies of accumulated scale was observed by Scanning 
Electron Microscopy and Energy Dispersive X-ray Spectroscopy (SEM-EDX). Figure 4 shows 
scale morphology on the 13%Cr steel. White colored scale visually appeared was mainly consist 
of Si, Ca, O elements. On the other hand, gray colored scale was mainly consist of Fe and S 
elements. Figure 5 shows detailed morphologies of accumulated scale which was consist of 
different elements. At the Si, O and Si, Ca, O detected area, spherical and spherical and cubic 
shaped scale was observed respectively. It is well known that a spherical shape scale consist of Si 
and O element is feature of amorphous silica [10]. Therefore, cubic shape scale is thought to be 
calcium-rich scale. It is thought that white colored scale is mainly consist of silica and calcium 
based scale. On the other hand, hexagonal flake shaped scale was observed at Fe, S detected area. 
A hexagonal flake shape is feature of pyrrhotite. Therefore, it is thought that gray colored scale 
consist of Fe, S is mainly made from iron sulfide. 
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Figure 3: Appearance of scale accumulation after scaling test at (a) 13% Cr steel (no coated), (b) DLC coated 

 

 
Figure 4: Morphology of accumulated scale on the 13% Cr steel (no coated) 
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Figure 5: Detailed morphology of accumulated scale at (a) Si, O (b) Si, Ca, O (c) Fe, S concentrated area 

 

Figure 6 shows the accumulated scale on the DLC coated specimen. On the DLC coating, gray, 
gold and no white colored scale was observed. In addition, accumulated scale did not cover the 
entire surface of DLC coating. The gray and gold colored scale was consist of Fe, S elements. 
Figure 7 shows detailed morphologies at Fe, S detected area. The gray colored scale was made 
from fine particles consist of Fe, O and S. No clear features with crystalline structure was observed. 
Therefore, it is thought that gray colored scale is mainly made from iron oxide and iron sulfide. 
On the other hand, the gold colored scale had cubic structure consist of Fe, S. It is features of pyrite. 
Therefore, DLC coating could significantly suppress silica and calcium based scale accumulation 
and reduce accumulation of iron sulfide compared with 13%Cr steel. 
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Figure 6: Morphology of accumulated scale on the DLC coating 

 

 
Figure 7: Detailed morphology of accumulated scale at (a)gray (b)gold colored with Fe, S detected area 

 

3.2 Erosion resistance of DLC coating 

DLC coating had significant improvement for scale accumulation. However, the problem of 
erosion resistance was revealed.  Figure 8 shows erosion wear by SPE at 13%Cr steel and peeled 
off of DLC coating. After 3 month expose under geothermal steam flow at the leading edge of 
blades got eroded and DLC coating was partly peeled off. Therefore, in order to confirm long term 
SPE resistance, SPE test method was established through a sand blast testing. In addition, in order 
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to improve durability against SPE, the influence of erosion wear with the under coat thickness was 
clarified. At first, an erosion dent distribution was compared to establish the sand blast testing 
method which imitates erosion wear distribution at site. Figure 9 shows erosion dent after 3 month 
exposed under Maibarara geothermal plant and 0.05g of silica sand blasted by sand blast testing. 
The size and distribution of erosion dent by sand blast was similar to it in Maibarara geothermal 
power plant. Therefore, it was defined that the 0.05g of silica sand blasted is equivalent to 3 month 
expose under Maibarara geothermal steam environment. Then, sand blast test was performed up 
to 4.0g silica sand blasted, which is defined as 20 years durability, to confirm long term durability 
against SPE. 

 

 
Figure 8: Erosion wear under geothermal steam at (a)DLC coating (b)13% Cr steel 

 

 
Figure 9: Comparison of erosion dent distribution at (a) Site (b) Sand blast testing 

After sand blast, DLC coating was partly peeled off. Figure 10 shows peeled off distribution of 
DLC coating after 4.0g sand blasted. At the thicker under coat with TiAlN 16 µm and CrN 22 µm, 
few peeled off area of DLC coating was observed. However, under coat with TiAlN 3 µm and CrN 
8 µm, DLC peeled off area was clearly observed. In order to confirm durability of DLC coating, 
remained DLC coating area was evaluated. Figure 11 shows relationship between sand blasted 
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amount and remained DLC coating area. At the same material as under coat, the peeled off area of 
DLC were lower at 22 µm than 8 µm thickness of CrN, 16µm than 3µm thickness of TiAlN, 
respectively. In addition, peeled off area ratio increased as reducing the thickness of under coat 
regardless of under coat material. As results of above, it is thought that under coat thickness affects 
and kinds of under coat material does not affect the durability against SPE, respectively.  DLC(a-
C:H), TiAlN, CrN and 13%Cr steel generally has hardness around 2000, 3000, 2000, 300 Hv, 
respectively. 13% Cr steel is significantly softer than a-C:H. TiAlN and CrN. It is indicated that 
13% Cr steel easily get plastic deformation and tend to get cracked in hard coating faced on the 
13%Cr steel. Shen et al. clarified that thicker DLC could prevent the plastic deformation of 
substrate and crack occurrence of the DLC coating was also prevented[11]. Therefore, it is thought 
that TiAlN and CrN have similar hardness as DLC coating, TiAlN and CrN behaved as thicker 
DLC and finally SPE resistance was improved. DLC coating with over 16mm undercoat had few 
peeled area with 4.0g blasted. Therefore, DLC coating with over 16µm undercoat consist of CrN 
or TiAlN is expected to have 20 years durability due to 0.05g blasting has been equivalent to 3 
month SPE.  

 
Figure 10: peeled off distribution of DLC coating after 4.0g sand blasted at under coat with (a)TiAlN 16 m, 

(b) CrN 22 m, (c)CrN 8m (d)TiAlN 3 m 
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Figure 11: Reduction of peeled off area of DLC coating by thicker thickness of under coat.  

 

3.3 Corrosion resistance 

In order to confirm corrosion resistance, SCC test was performed at DLC coating with CrN 22µm 
and TiAlN 16µm, which had higher SPE resistance in the sand blast testing, because geothermal 
steam generally contains corrosive component. Figure 12 is fracture term in SCC test. Fracture 
term of 13%Cr steel in same SCC test condition was plotted as the reference. 13% Cr steel have 
applied as turbine blade material. Therefore, if DLC coated specimen has longer fracture term than 
13% Cr steel, it has longer durability compared with present turbine blades. Both DLC coating 
with TiAlN and CrN as under coat had longer fracture term than 13% Cr steel. At the DLC with 
CrN had no fracture in the 600MPa. On the other hand, At the DLC with TiAlN got fractured about 
100 to 110 hours. Therefore,  DLC with CrN had higher SCC resistance than  DLC with TiAlN. 
The hardness of TiAlN is higher than CrN, it is indicated that young’s modulus of TiAlN is also 
higher than it of CrN. It is indicated that when the higher stress such as 600MPa applied to 13% 
Cr steel, higher elongation was occurred at the interface between 13%Cr steel and under coat and 
applied stress on TiAlN is higher than CrN due to higher young’s modulus. Therefore, it is thought 
that the DLC with TiAlN tend to get fractured than with CrN. 
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Figure 12: Fracture time in SCC test at DLC coated specimen.  

 

4. Discussion 
4.1 Suppression mechanism of silica scale accumulation by DLC coating 

In order to discuss the suppression mechanism of scale accumulation by DLC coating, scale 
accumulation morphology on the 13%Cr was additionally observed. Figure 13 shows accumulated 
morphology of silica or calcium based scale on the 13%Cr steel. On the surface of 13%Cr steel, 
hexagonal flake shaped iron sulfide covered widely. In addition, iron sulfide had appeared partly 
inside of the silica and calcium scale. There was no area where the silica or calcium scale adhered 
directly on the steel surface. Therefore, it is thought that silica and calcium based scale adhered 
strongly on the surface of iron sulfide because iron sulfide behaved as anchor for the silica and 
calcium based scale due to its roughness. In contrast, DLC coating had few adhesion of hexagonal 
flake shaped iron sulfide, silica and calcium based scale as Figure 6. Moreover, the gray colored 
scale consist of Fe, O, S observed on the surface of DLC coating was made of fine particles and 
accumulated partly. It is indicated that DLC has low adherence against iron sulfide. Figure 14 
shows illustration of scale accumulation model on the 13%Cr steel and DLC. At the 13%Cr steel, 
Iron sulfide is tend to grow up because a main component of 13% Cr steel is Fe element. Moreover, 
these iron sulfide grew up with rough surface due to hexagonal flake shaped structure of pyrrhotite. 
Therefore, iron sulfide became an anchor for the silica and calcium based scale, it is thought that 
silica and calcium scale finally accumulated with strong adhesion due to the anchor of iron sulfide. 
In contrast, DLC coating prevented to expose steel surface to geothermal steam, it caused to 
prevent the growth of iron sulfide compared with 13%Cr steel. Moreover, in our previous study, 
it was revealed that DLC coating could reduce adhesion of silica directly by reducing chemical 
adhesion site of silica[12]. DLC coating used in this study contains hydrogen element and it could 
weaken the adsorption energy between DLC and silica. Therefore, it is thought that both iron 
sulfide and silica scale could be reduced on the DLC coating.  
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Figure 13: silica and calcium based scale accumulation above iron sulfide on the 13%Cr steel.  

 

 
Figure 14: Scale accumulation model on the (a)13%Cr steel, (b)DLC coating and accumulated morphology of 

scale model on the (a’)13%Cr steel, (b’)DLC coating 
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5. Conclusions 
In order to suppress silica accumulation on the surface of turbine blades which frequently causes 
power reduction of geothermal steam turbine, the suppression of scale accumulation was evaluated 
for the DLC coating, which has chemical stability and expected to suppress scale accumulation, 
through the scale accumulation at the Maibarara geothermal power plant. At first, DLC coated 
blade steel and no coated one (13%Cr steel) had been exposed under geothermal steam for 5 
months and accumulated scale morphologies on the DLC or 13%Cr steel were observed. 
Secondary, in order to confirm long term durability against erosion and corrosion, sand blast and 
SCC test was conducted to DLC coating. The accumulated scale amount on the DLC coating was 
significantly reduced compared with the 13% Cr steel. Moreover, DLC coating had higher erosion 
and corrosion resistance than 13%Cr. Therefore, it is believed that DLC coating is applicable as a 
new method to reduce silica scale on the geothermal turbine blades. The evaluation results are as 
follows. 

• After expose under geothermal steam, accumulated scale observed entirely on the 13%Cr steel. 
However, only few scale was observed on the DLC coating with visual inspection. The 
accumulated scale on the 13% Cr steel was consist of silica, calcium based scale and iron 
sulfide. In contrast, DLC coating had iron sulfide partly on its surface, and few silica or 
calcium based scale were observed with SEM-EDX observation. 

• The accumulated scale of silica and calcium on the 13% Cr steel had grew up above the surface 
of hexagonal flake shaped iron sulfide. Iron sulfide could be an anchor for silica and calcium 
based scale. 

• The peeled off area of the DLC coating reduced with increasing the thickness of under coat of 
CrN or TiAlN through the sand blast testing which imitates SPE. Influence of the thickness of 
under coat was larger than the kinds of under coat material for the peeled off area ratio. The 
DLC coating with over 16 µm under coat had few peeled off area. 

• Fracture term of the DLC with over 16µm under coat of CrN or TiAlN in the SCC test was 
longer than it of 13%Cr steel. It indicates DLC coating with thicker under coat had higher 
corrosion resistance than the 13%Cr steel. 

 

Acknowledgement  

The authors are grateful to involved in the Maibarara geothermal power plant for their long-term 
proper maintenance and management of the scale accumulation test equipment and for their fruitful 
discussions. 

REFERENCES 

[1] Imamura E, Iuchi M, Bando S. "Comprehensive Assessment of Life Cycle CO2 Emissions 
from Power Generation Technologies in Japan." Central Research Institute of Electric Power 
Industry Report, (2016), Y06. 

2731



Nakashima et al. 

[2] Yonekura H. "Overview of Policies on Geothermal Development in Japan",  
https://www.irena.org/-
/media/Files/IRENA/Agency/Events/2013/Jan/11_4/11_Yonekura.pdf?la=en&hash=B3A84
54BF076F83053364120562261A32FAF8979 (accessed 1 July 2023). 

[3] Kawahara Y, Shibata H, Kubota K. "Technology to counter silica scaling in binary power-
generating system using geothermal hot water". Fuji Electric Review, 59:2, (2013), 101–
106. 

[4] Pambudi NA, Itoi R, Jalilinasrabady S, Gürtürk M. "Sustainability of geothermal power plant 
combined with thermodynamic and silica scaling model". Geothermics, 71,(2018) 108–117. 

[5] Thorhallsson S. "Common Problems Faced in Geothermal Generation and How To Deal With 
Them". https://orkustofnun.is/gogn/unu-gtp-sc/UNU-GTP-SC-12-44.pdf (accessed 1 July 
2023). 

[6] Nakashima Y, Umehara N, Kousaka H, Tokoroyama T, Murashima M, Mori D. "Carbon-
based coatings for suppression of silica adhesion in geothermal power generation", Tribology 
International, (2023), 177 

[7] Ferrari AC, Robertson J. "Interpretation of Raman spectra of disordered and amorphous 
carbon". Physical Review B,  61, 20, (2000), 14095.  

[8] Kawagishi H, Ikeda K. "Erosion in steam turbines by solid particles”, Turbo Machines, 21, 4, 
(1993), 240-245 

[9] Kato H, Shiokawa K, Sakai Y. "Blade materials used for the geothermal steam turbines are 
required both corrosion-resistance and erosion-resistance". Turbo Machines, 32, 10,  (2004), 
599-606. 

[10] Iler RK. THE CHEMISTRY OF SILICA. Wiley interscience. 1979 
[11] Shen, Y., Liao, B., Zhang, Z., Wu, X., Ying, M., & Zhang, X. "Anti-sand erosion and 

tribological performance of thick DLC coatings deposited by the filtered cathodic vacuum 
arc". Applied Surface Science, (2020), 533, 147371. 

[12] Nakashima Y., Umehara N., Kousaka H., Tokoroyama T., Murashima M.,  Murakami K. 
"Influence of Defects in Graphene-Like Network of Diamond-Like Carbon on Silica Scale 
Adhesion". Tribology Letters, 71,1,(2023), 17. 

2732



GRC Transactions, Vol. 47, 2023 
 

 

Update on the CaSil Technology: Economically Solving the 
Worldwide Problem of Silica Scaling and Enabling 

Unprecedented Low Temperature Direct-Heat Extraction 
and Electricity Generation Utilisation 

 

Michael Schweig1,2, James H. Johnston1,2, Thomas Borrmann1,2, H. Putri Fraser1,2 
1 School of Chemical and Physical Sciences, Victoria University of Wellington, PO Box 600, 

Wellington 6140, New Zealand 

2 CaSil Technologies Ltd, PO Box 10-811, Wellington 6143, New Zealand 

 

 

Keywords 

Geothermal, silica scaling, calcium silicate hydrate, direct-heat utilisation, process heat, 
enhanced energy extraction 

ABSTRACT 

Silica scaling remains the world-wide largest unsolved problem in the full utilisation of geothermal 
resources. Scaling occurs due to the concentration of dissolved silica species in the brine during 
steam production, as well as the accompanying drop in fluid temperature and silica solubility 
caused by a reduction in fluid pressure. Heat extraction through bottoming binary plants or direct-
heat applications lowers the silica solubility further, exacerbating the scaling problem. The 
intractable silica scale blocks pipework, heat exchangers and reinjection wells. This reduces the 
efficiency of the binary plant heat exchangers and hence the amount of electricity produced and 
sold significantly over time in all affected power plants. Regular and costly maintenance is 
required which necessitates plant downtime. Currently used technologies for silica scale mitigation 
are not wholly successful and come with downsides like high cost or corrosion issues. 

The proprietary CaSil technology utilises a disruptive approach of transforming dissolved silica 
entities into a novel nanostructured calcium silicate (CaSil) product which forms discrete particles 
that stay in suspension and do not stick to metal surfaces. A significant reduction of the silica 
saturation index well below 1 is achieved within seconds. The robust process is compatible with a 
wide range of brine compositions, regardless of the initial silica concentration. Silica scaling is 
reliably prevented. Additionally, the temperature of the brine can be safely lowered further than is 
currently possible without inducing any silica scaling. This allows for new business opportunities 
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in form of sales of additional process heat for direct-use applications, such as greenhouses, 
aquaculture or milk powder preparation, aiding in the decarbonisation of industry. 

The CaSil Technology has been successfully demonstrated in an automated pilot plant on three 
different geothermal resources in New Zealand. The technology can be readily interfaced to 
existing geothermal operations or greenfield plants. 

This paper presents data from the trials and highlights the effectiveness of the technology to 
prevent silica scaling while also unlocking the full potential of geothermal resources for heat 
extraction. 

1. Introduction 
1.1 Silica Scaling 

The earth’s core holds practically inexhaustible amounts of thermal energy. This energy can be 
extracted to produce electricity particularly in tectonic plate boundary areas with volcanic activity. 
Figure 1 shows a schematic diagram of an exemplary geothermal power station. Hot water, steam, 
or a mixture of both is extracted from a natural or artificially created geothermal reservoir. The 
sourced fluid typically contains a mixture of different minerals in solution, such as chloride-based 
salts, precious metals and silica. The specific composition is dependent on the pressure, 
temperature and rock structure of the resource and varies from location to location. However, 
steam is required for the technical utilisation, which is produced by reducing the pressure of 
sourced water in a flash vessel. This causes a portion of the liquid to boil off as steam that can then 
be used to drive a turbine and produce electricity. 

 
Figure 1: Schematic diagram of a geothermal power plant. 

The mass reduction of the liquid phase causes the dissolved chemical species to concentrate in the 
brine. Additionally, the water temperature decreases to the respective pressure-dependent boiling 
point. This causes the silica solubility to decrease which is dependent on the fluid temperature. 
Typically, silica becomes supersaturated after the flashing stage due to the two simultaneously 
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occurring effects and leads to unwanted scaling. This is a well-documented problem in geothermal 
resource utilisation and a world-wide challenge (Iler 1979; García et al. 2005). 

Silica starts to polymerise after a short induction period. The length of this period and the rate at 
which the polymerisation takes place depend on the pH value of the brine, salt content and degree 
of supersaturation (Makrides et al. 1980). A hard and intractable scale forms which blocks pipes, 
valves, heat exchangers and even reinjection wells (marked yellow in Figure 1). Some of the 
remaining heat energy in the brine after steam production can be utilised to generate additional 
electricity by a downstream binary cycle plant. However, this promotes additional scaling as the 
fluid temperature is lowered and the silica solubility decreases further. Finally, the spent fluid is 
reinjected underground at medium temperatures. 

The formation of silica scale in all process equipment significantly lowers the efficiency of the 
power plant. Scaled heat exchangers have a significantly lower heat transfer rate and increased 
pressure loss which leads to a loss in electricity production and sales over time. Blocked pipework 
must be exchanged and affected reinjection wells worked over to reinstate the required flow 
capacity. New wells may need to be drilled. Costly cleaning and maintenance efforts are required 
which necessitate plant shutdowns and adding further losses of revenue. A balance between heat 
exploitation for power generation and required maintenance efforts is necessary to ensure an 
economical operation. 

Several strategies and methods have been developed and adopted by industry in an attempt to 
manage or mitigate silica scaling. For example, the temperature of the fluid can be kept deliberately 
high after the flashing process to provide a higher silica solubility and limit the mineral 
concentration after steam production. The hot fluid is reinjected or discarded quickly before silica 
starts to polymerise after its induction period. However, significant amounts of thermal energy of 
the brine are left unused. Other methods work by delaying the polymerisation process. This can be 
done with sequestering agents which disperse silicate ions or by addition of acid which prolongs 
the induction period. However, existing silica scale mitigation technologies fall short of providing 
a comprehensive solution. All of these methods are costly and cannot fully prevent silica scaling, 
making cleaning efforts still necessary. They can also introduce significant corrosion issues which 
need to be managed as well (Gunnarsson and Arnórsson 2005; Thorhallsson 2011; Richardson et 
al. 2014). 

1.2 CaSil Technology 

The Calcium Silicate (CaSil) technology has been developed to address the shortcomings of 
currently utilised silica scaling mitigation efforts. The technology offers a novel and disruptive 
solution which can wholly eliminate silica scaling in geothermal resource utilisation. Additionally, 
significantly lower brine temperatures are possible after the CaSil technology treatment without 
inducing silica scaling than with any other commercially available and economical technology. 
This unlocks the full potential of geothermal resource utilisation for power generation and direct-
heat applications. Figure 2 shows a schematic diagram of the CaSil technology interfacing with a 
typical geothermal power station. 
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Figure 2: Schematic diagram of the CaSil technology interfacing with a geothermal power plant. 

A treatment agent is injected into the geothermal brine as soon as silica reaches a supersaturated 
state, which typically occurs after the flashing process. The dissolved silica is rapidly transformed 
into a novel nanostructured calcium silicate (CaSil) material which does not stick to metal surfaces 
and has unique chemical and structural properties. The chemical reaction is completed within 
seconds and forms a colloidal suspension with discrete particles. The suspension can easily flow 
through pipework and heat exchangers used in a binary cycle plant or for direct-heat applications. 
Little turbulence is needed to keep all CaSil particles in suspension. Finally, the CaSil is separated 
as a useful material before brine reinjection. 

By transforming the silica, the residual silica concentration is actively lowered which leads to a 
reduction of the silica saturation index (SSI) significantly below 1. Silica scaling is effectively 
prevented at currently common discharge temperatures of geothermal power stations (medium 
temperatures, see Figure 1). Currently, the electricity output of binary cycle units experiences a 
saw-tooth production profile which is caused by gradual silica scaling. Valuable production 
capacity is lost until costly cleaning efforts are undertaken. However, scaling starts again 
immediately after cleaning. With the CaSil technology no silica scaling can occur which means a 
stable production curve at full output can be realised. This can equal an estimated increase in 
generated electricity of up to 25 % over time with the same existing asset. 

Additionally, to the increase in sales revenue from binary cycle power production, more heat 
energy can be extracted safely from the medium temperature brine before an SSI of 1 is re-
established. This can be done in additional downstream binary cycle plants or through heat supply 
to direct-heat applications like greenhouses, aquaculture or milk powder preparation. Thereby, the 
CaSil technology aids in the decarbonisation of industry and adds additional revenue streams to 
the plant owner (see also section 4). The lower brine temperature at reinjection aids with the 
injectivity of reinjection wells through the slight cooling and contraction of the immediate rock 
strata below and increased density of the water. 
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The CaSil technology can be readily installed into existing geothermal power stations or greenfield 
projects to offer a comprehensive silica scaling prevention technology as well as enable the full 
utilisation of a geothermal resource. 

2. CaSil Development Plant 
The CaSil Technology has been successfully demonstrated at different geothermal fields in New 
Zealand. Development of the process on a continuous scale started 2017 at Wairakei where 
significant research was undertaken to characterise and understand the CaSil process and product 
properties under field conditions using real geothermal brine with all its impurities and possible 
side reactions. Upon completion of the work, the CaSil plant was relocated to Kawerau in 2021. 
The robust process worked without complications with the significantly different brine chemistry. 
In 2023 the development plant was installed at the Mokai geothermal field (see Figure 3) and 
delivered equally satisfying results (see Figure 5 for all three sites). 

The CaSil development plant is fully automated and capable of processing up to 3 t/h of geothermal 
brine. Different plant configurations can be tested as well as tie-in scenarios into a geothermal 
power station. All unit operations of a large-scale process are represented in this plant. The 
individual process chemistry required for an optimal CaSil process can differ slightly between 
geothermal fields and depends on the unique chemical composition of the brine. Additionally, 
complementing batch experiments can be conducted in our mobile laboratory that has a large 
capability of on-site experiments and sample analysis. 

The continuous process on development plant scale allows the testing of various dosing regimens 
and evaluation of its effectiveness well before significant financial commitments need to be made. 
Batch experiments can be used to expand the process knowledge for edge cases or special 
scenarios. The collected data can be used to inform a large-scale process design. 

 
Figure 3: CaSil Development Plant installed at Mokai, New Zealand. 
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3. Field Results 
3.1 Silica Saturation Index over Time at Wairakei 

While the CaSil development plant was deployed in Wairakei, we took regular samples of the 
incoming brine as well as the fluid after treatment. Figure 4 presents the silica saturation index 
over the course of one workday, which varies considerably. The SSI has been calculated for the 
incoming fluid temperature of 95 °C. 

 
Figure 4: Silica saturation index calculated for 95 °C over time for sampled raw brine and CaSil treated brine 

utilizing fluid from Wairakei, New Zealand. 

The raw brine (orange line) was already supersaturated in silica once we sourced it. In the morning 
an SSI of approximately 1.4 was recorded. Over the course of the day the silica concentration rose, 
which meant the SSI increased accordingly. A maximum SSI value of 2.2 was observed. Since 
silica starts to polymerise at an SSI > 1, the brine was already polymerising and scaling in the 
morning and got progressively worse as the day continued. This change in chemical composition 
is natural and expected from geothermal wells and shows that the scaling rate can go through 
cycles. 

After treating the sourced brine with the CaSil technology (blue line) the SSI was reduced 
significantly, to below 0.19, within seconds of dosing. Silica scaling was effectively prevented. 
Additionally, the SSI of the treated brine remained relatively constant over the day, despite the 
increase in silica observed. This means that the treatment success is independent on the incoming 
silica concentration and a consistent silica scale prevention plan can be guaranteed. The CaSil 
chemistry and process technology are very robust. 

3.2 Silica Saturation Index and Temperature for different geothermal fields 

The treatment success for all three different fields (Wairakei, Kawerau, Mokai) is depicted in 
Figure 5. Both the SSI and silica saturation temperature (SST), the temperature at which the 
SSI = 1, have been calculated. The average initial SSI and SST are depicted. 
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Figure 5: Silica saturation index for Wairakei, Kawerau and Mokai geothermal fields in New Zealand for 

sampled raw brine and CaSil treated brine at field discharge temperature. 

As previously shown, the SSI was reduced to below 0.19 after the CaSil treatment in Wairakei. 
This means that the temperature of the brine could be safely reduced to about 42 °C, without 
inducing any more silica scaling. Significant amounts of thermal energy have been made available 
for economic extraction without silica scaling through the CaSil treatment (see also Figure 7). The 
discharge temperature at Wairakei after the existing binary cycle is about 87 °C (Zarrouk et al. 
2014) which is too cold for additional electricity generation. However, the additional heat recovery 
made available by the CaSil technology could be used for direct-heat applications. 

In Kawerau an initial SSI of approximately 2 was recorded in the sourced brine. This equals an 
SST of 162 °C which means silica scaling occurs under current operating conditions as observed 
by Addison et al. (2015). After treatment, the SSI dropped to 0.6 with an SST of approximately 70 
°C. Similarly, an initial SSI of 2 was recorded in Mokai which was reduced to 0.45 after treatment. 
The SST was 77 °C. For a conventional power generation plant these SST values are more than 
sufficient to stop all silica scaling in process equipment, ensure clean heat exchangers for binary 
cycles and a stable power production profile at maximum rating. 

The increase in SST of Kawerau and Mokai brines compared to Wairakei can be explained by the 
fluid chemistry. Wairakei is an alkaline resource with a pH = 8.5, whereas Kawerau and Mokai 
brines are more acidic. This slightly affects the CaSil process chemistry. However, the robust 
process chemistry can be readily adjusted so that lower SST values are realised and further heat 
extraction down to low temperatures for direct-heat applications remain possible without silica 
scaling. 

  

2739



Schweig et al. 

4. Unlocking Geothermal Resources 
4.1 Enhanced Energy Generation 

As previously mentioned, hot brine injection as a silica scaling mitigation method is a technique 
used by industry. This is typically used by geothermal plants with significant scaling problems and 
very high silica concentrations. By applying the CaSil technology to these fields, the SSI can be 
sufficiently lowered to allow a downstream binary cycle to operate without silica scaling. 

 
Figure 6: Additional electricity that can be generated in MWel. 

The amount of electricity (in MWel) that can be additionally generated from geothermal resources 
is plotted in Figure 6. The incoming brine temperature (current discharge temperature) and total 
brine flow rate are used to identify the total potential installed capacity of a downstream binary 
plant in MWel. An outlet temperature of 80 °C is assumed, which is a safe discharge temperature 
after CaSil treatment (see Figure 5). A conservative efficiency factor for the binary of 10.5 % is 
assumed. 

In the Dieng geothermal plant in Indonesia, brine is discharged into an open channel at 182 °C, 
with an SiO2 concentration of 1093 ppm and a flow rate of 565 t/h (Rudiyanto et al. 2021, Juhri et 
al. 2023). Silica can precipitate in the channel before the water is reinjected in order to protect the 
reinjection wells from severe silica scaling. For a very conservative estimate, a bottoming binary 
cycle could produce at least 7 MWel more from this resource than currently possible, an 11.6 % 
uplift to the currently existing 60 MWel production. However, accounting for the very high 
incoming brine temperature, the plant efficiency factor would be significantly higher than the 
assumed 10.5 %, boosting the energy output even further. Instead of a binary cycle plant an 
additional flash cycle could also be installed which typically has a higher efficiency. 

Similarly, at the Rotokawa power station in New Zealand 574 t/h of 148 °C hot brine is discharged 
at SSI = 1. The high load of silica prevents any further heat extraction (Wilson et al. 2007, Addison 
et al. 2015). As depicted in Figure 6, about 4.8 MWel could be produced additionally with the CaSil 
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Technology. Again, a significantly higher efficiency factor can be expected for a real production 
plant. 

Temperature and brine flow rate values for Las Pailas (Costa Rica), Takigami (Japan), Cerro Prieto 
(Mexico) and Mahanagdong (Indonesia) power plants were taken from Kamila et al. (2021). 
Similar significant improvements regarding electricity production could be made in these plants 
with high silica loads and scaling rates by implementing the CaSil technology. 

4.2 Direct-Heat Applications 

Geothermal plants which can already economically lower the brine temperature through electricity 
generation to the 100 °C region are not going to experience the same generation uplift as seen in 
Figure 6. However, they will still profit significantly from the elimination of the typical saw-tooth 
production profile, generating up to 25 % more electricity over time by including the CaSil 
technology to their operation as a silica scale elimination scheme. While small downstream binary 
plants are possible to install, the big opportunities lie in the sale of heat energy. This is also a 
possibility for plants with currently high scaling rates as valuable heat energy will be left in the 
brine after any binary cycle plant (80 °C discharge temperature assumed for Figure 6). 

Figure 7 shows the amount of heat energy in MWth that can be extracted from a geothermal brine 
by using the difference in temperature (ΔT = Tin - Tout, y-axis) and available brine mass flow. 
Multiple exemplary power stations are marked in the diagram. 

 
Figure 7: Heat energy that can safely be extracted in MWth. 

As seen in Figure 5, the SST of the treated brine from Wairakei was reduced to 42 °C in the CaSil 
development plant. Currently, Wairakei discharges 2800 t/h of brine at 87 °C (Zarrouk et al. 2014). 
A total ΔT of 45 °C would be available before silica can polymerise again (87 °C - 42 °C = 
ΔT 45 °C). However, for these ultra-low temperatures very large heat exchangers are required 
which is not economical. Therefore, an outlet temperature of 60 °C is more realistically assumed, 
giving a ΔT = 27 °C. A total of 88 MWth can be extracted from the brine to be used in direct-heat 
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applications. This is a significant new revenue stream for plant operators that is currently not 
available. 

Similarly, the Nga Awa Purua power station in New Zealand discharges 1039 t/h of brine at 125 °C 
(Gray 2010). If a new discharge temperature of 60 °C is assumed again, 78 MWth are available to 
be sold to heat consumers. Assuming this process heat is replacing existing gas fired boilers, up to 
132.829 tCO2e could be offset for the Nga Awa Purua example alone (54 gCO2e/GJ, MFE 2022). 
In the Miravalles power plant in Costa Rica 2748 t/h of fluid is discharged at approximately 120 °C 
(Moya and DiPippo 2007). For this plant, 192 MWth would be available for direct-heat custormers. 
This illustrates the significant new business opportunities for direct-heat usage and how much 
geothermal energy can contribute to the decarbonisation of industries requiring such process heat, 
which is uniquely enabled by the CaSil technology. 

Additionally, the prior examples of the Dieng and Cerro Prieto power stations are depicted. Figure 
6 highlighted the additional electricity that can be generated from these resources. However, there 
is still surplus thermal energy in the brine which can also be used for direct-heat applications. The 
plotted data points assume a ΔT of 20 °C (Tin = 80 °C – Tout = 60 °C). For Dieng approximately 
13 MWth are available while Cerro Prieto could sustain 52 MWth of heat take-off. 

Heat intensive processes like the operation of greenhouses, aquaculture or milk drying are but a 
few examples of direct-heat applications that can benefit from low-grade heat that geothermal 
power stations are currently forced to discard (Hall and Climo 2015). Typically, greenhouses 
require approximately 1-2 MWth/ha, with a 60 % load factor, depending on their location 
(Mertoglu et al. 2003). Using the Nga Awa Purua station as example, 39-78 hectare of greenhouses 
could be sustained at their peak heat demand (coldest night in the year) from the heat energy of 
that station. During daylight hours where greenhouses don’t require much heat energy input 
additional heat customers can be supplied, maximising the heat supply. 

5. Conclusion 
Silica scaling is the single largest hinderance worldwide in the full utilisation of geothermal 
resources. The intractable scale blocks pipework, heat exchangers and reinjection wells, lowering 
the efficiency of the plant, reducing the electricity output and necessitating costly maintenance. 
Current mitigation efforts fall significantly short of providing a definitive long term solution to 
silica scaling. All of them require a trade-off between energy production and required maintenance. 
Additionally, significant amounts of heat energy are left in the brine and must be discarded due to 
severe scaling rates at low temperatures. 

The CaSil technology is a novel and disruptive technique that uniquely provides a comprehensive 
silica scale elimination plan for a wide range of geothermal resources. Additionally, the full 
potential of geothermal energy is unlocked by significantly lowering the silica saturation 
temperature to unprecedented levels in an economical way. The technology can be readily 
interfaced with existing geothermal plants or greenfield developments. 

A CaSil development plant proved the viability and effectiveness of the technology at the 
Wairakei, Kawerau and Mokai geothermal resource in New Zealand. Silica saturation 
temperatures as low as 42 °C were achieved in the field. Further, the CaSil process chemistry can 
be adjusted so that even lower temperatures without silica scaling are possible. 
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Geothermal power plants with severe scaling rates which are forced to discharge brine at very high 
temperatures can benefit significantly from the CaSil technology as downstream binary plants are 
unlocked that can boost the overall electricity generation significantly from the same amount of 
sourced brine, which is hitherto unobtainable. Generation plants with less severe scaling problems 
achieve an uplift in performance by eliminating the typical saw-tooth production profile from 
binary plants due to progressive silica scaling. 

Also, significant new business opportunities are unlocked with the sales of heat energy for direct-
heat applications such as greenhouses, aquaculture or food product drying. This contributes to the 
decarbonisation of industry, where geothermal energy can have a significant impact as well. 
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ABSTRACT 

Hydraulic stimulation in Enhanced Geothermal Systems in the form of hydro-shearing is 
performed to increase the reservoir permeability (by further opening of the pre-existing 
fractures/faults) and to improve the hydraulic connectivity between wellbores (by creating new 
flow pathways). The complexity of reservoir behavior during hydraulic stimulation depends on 
several factors, such as in-situ stress state, geometry of the pre-existing permeable structures and 
interactions between them, operational conditions (pressure/flowrate), etc. The current case study 
aims to evaluate the influence of such factors on the creation of new flow pathways during a hydro-
shearing experiment at the Bedretto Underground Laboratory for Geosciences and Geoenergies 
(BULGG).  

BULGG is located at Tunnel Meter (TM) 2000 in the 5.2-km-long Bedretto tunnel in Ticino, 
Switzerland, with an overburden of approximately 1.1 km. In total, nine wellbores are drilled into 
the reservoir rock volume, out of which one is zonally isolated with packers over 14 intervals 
(interval numbers increasing upward with interval 1 representing the deepest intervals in the 
wellbore) for performing stimulation experiments, and other wellbores are used for 
multidisciplinary hydro-geophysical monitoring (approximately over a rock volume of 1003 m3). 
The current study focuses on the stimulation experiment carried out in the packed intervals 9/10 
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combined (spanning from ca. 152 m to 185 m measured depth) in the stimulation well. The 
injection is carried out over a period of approximately 16 hours at controlled flow rate steps, 
followed by a bleed-off. 

Approximately five hours after the start of injection, the injection pressure started to decrease 
sharply, followed by a rapid pressure increase in the lower packed interval (Interval 8-extending 
from 186 m to 217 m in stimulation wellbore). Simultaneously, strong mechanical deformation 
was also observed in the monitored reservoir volume. The subsequent well-testing confirmed that 
the stimulation operation resulted in an increase in reservoir transmissivity by almost a factor of 
two.  

The results show that, during the fluid injection, a new hydraulic connection was established 
between the injection interval with the one below. The results suggest that the zonal isolation can 
play a major role in establishment of the newly generated flow path between the two nearby packed 
intervals. 

Results of this study shed light on the importance of designing efficient stimulation protocols to 
improve the permeability of target rock structures in subsurface reservoirs. 

1. Introduction  
Enhanced Geothermal Systems (EGS) are a vital component of geothermal energy resources, 
presenting significant potential for sustainable energy extraction (Tester et al. 2007). However, the 
development of EGS is accompanied by various challenges, with the establishment of a well-
connected flow path with high permeability within the reservoir volume being particularly crucial 
(Zhang et al. 2022). To overcome this challenge, stimulation operations are carried out in the target 
reservoir volume by fluid injection at elevated pressures for limited duration (Lei et al. 2021).  
Stimulation operations are designed to induce both the shearing of preexisting fractures as well as 
creation and opening of the new fractures (McClure and Horne 2014). The elevated pressure levels 
at which the stimulation operations are carried out often cause induced seismicity (Deichmann and 
Giardini 2009, Wassing et al. 2021).  Although considered as a safety concern, seismicity serves 
as a significant reservoir management tool and provides important information about the 
subsurface (Majer et al. 2007), such as stress state and its changes, slip mechanism, pore pressure 
propagation, etc. Tracking seismicity during a stimulation operation can be used for monitoring 
the pressure propagation in the reservoir volume. As an example, Mukuhira et al. (2020) proposed 
a new method to evaluate fluid flow behavior in geothermal reservoirs by extending discrete pore 
pressure data to a continuous distribution and utilizing seismicity information to characterize the 
flow pathway. However, developing potential methods for comprehensive and quantitative 
understanding of fluid flow behavior within fractured geothermal reservoirs, in particular during 
reservoir stimulation, is still under investigation. This study, by integration of different data 
sources, aims to further investigate the influence of reservoir stimulation on alteration of the flow 
paths within a fractured rock volume at the Bedretto Underground Laboratory for Geosciences and 
Geoenergies (BULGG), in Switzerland.  

2. Site Characterization 
The BULGG, situated within a 100 m long enlarged section of the 5.2 km long Bedretto Tunnel in 
Ticino, Switzerland, serves as a research infrastructure developed by ETH Zürich to advance the 
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utilization of renewable geothermal energy in alignment with the Swiss Energy Strategy 2050 
(Gischig et al. 2020, Ma et al. 2022). The experimental laboratory niche is located 2 km from the 
southern entrance. The majority of the tunnel, including the laboratory, is situated within the 
Rotondo granite, which is typically an equigranular, fine-grained granite, though it also consists 
of a more biotite-rich and porphyroclastic granite in certain domains (Rast et al., 2022). Notably, 
the topography above the Bedretto Tunnel exhibits significant variation, with an elevation of 
approximately 1030 m at the location of the BULGG (Bröker et al. 2023). The detailed geological 
map and cross-section of the Bedretto Tunnel can be found in Rast et al. (2022), Wenning et al. 
(2022), and Keller and Schneider (1982). A schematic of the drilled wellbores in the BULGG is 
shown in Figure 1. 

 
Figure 1: A schematic of the BULGG with the drilled monitoring/stimulation wellbores. 

To-date, within the BULGG reservoir volume, nine wellbores have been drilled and instrumented 
for distinct objectives. These purposes include characterization/monitoring (MB1, MB2, MB3, 
MB4, MB5, MB7, and MB8), and stimulation (ST1 and ST2). The measured depths of these 
wellbores range from 101 m to 404 m, with varying inclinations. ST2 is the only wellbore, which 
is cased and cemented and open to atmospheric pressure, allowing it to flow in perforated locations 
along the wellbore and used for flow and temperature measurements. A multitude of sensors are 
installed in the wellbores, encompassing the utilization of diverse sensor types, including 
piezoelectric accelerometers, in-situ acoustic emission (AE) sensors, fiber-optic cables for 
distributed acoustic sensing (DAS), distributed strain sensing (DSS), distributed temperature 
sensing (DTS), fiber Bragg grating (FBG) sensors, geophones, ultrasonic transmitters, and pore 
pressure sensors, a detailed review of which is provided by Plenkers et al. (2023). The ST1 
wellbore is equipped with 14 packers as a means for zonal isolation for targeted stimulation 
operations in the reservoir volume. Several stimulation operations have been carried out in the 
ST1/ST2 wellbores, amongst which the operation in Intervals 9/10 (combined) in ST1 is the focus 
of the current study. Intervals 9/10 span over the measured depth range of 151.98 m to 185.18 m 
in ST1 wellbore.  
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2.1 In-Situ Stress  

Within the BULGG and its vicinity, six shallow stress measurement boreholes (referred to as SB) 
were drilled. These boreholes, ranging from 30 to 40 meters in length, were used for conducting 
small-scale hydraulic fracturing (also called mini-frac) tests in undisturbed rock sections (Bröker 
and Ma 2022). The estimated stress magnitudes obtained from experiments in four vertical 
boreholes are as follows: minimum horizontal stress (Shmin) ranges from 11.2 MPa to 16.4 MPa, 
maximum horizontal stress (SHmax) ranges from 20.4 MPa to 27.9 MPa, and the vertical stress 
(Sv) is approximately 26.5 MPa. Overall, the stress state in the proximity of the BULGG is 
transitional between normal faulting and strike-slip faulting (Shmin < SHmax ≤ Sv). The local 
pore pressure, determined by extended overnight shut-ins lasting up to 15 hours, varies from 2.0 
MPa to 5.6 MPa, and it is below hydrostatic values due to strong tunnel drainage and pressure 
drawdown. The average orientation of SHmax, estimated from the azimuth of hydraulic fractures 
observed in acoustic televiewer (ATV) logs, is N100°-120°E, with some local variations. 
Additionally, the overburden stress Sv can be assumed to be vertical around the BULGG. 

In borehole MB1, several mini-frac tests were conducted at specific depth intervals but testing 
between 150m to 250 m measured depth (MD) was not possible due to high fracture density and 
borehole breakouts (see Figure 2), which prevented reliable packer seating and the selection of 
intact intervals (Ma et al. 2022). The stress magnitudes inferred from measurements taken farther 
away from the BULGG are similar to those measured in the short SB boreholes but follow a higher 
gradient. Another stress indicator is the occurrence of borehole breakouts in all MB and ST 
boreholes, mainly within a large fault zone intersected by these boreholes (Hertrich et al. 2021, 
Zhang et al. 2023). The breakouts show an azimuthal rotation from the periphery of the major fault 
zone to its center, indicating a significant stress drop and complex stress rotation associated with 
the fault zone. 

2.2 Fracture Network 

We utilized acoustic (ATV) and optical televiewer (OTV) logs to identify fractures and geological 
discontinuities along the boreholes. The identified discontinuities were classified into several 
categories: non-filled fractures, filled fractures (commonly biotite-rich), undifferentiated fractures 
(uncertain if filled or non-filled), mylonitic ductile shear zones, dikes and veins, and compositional 
foliation within the granite (Zhang et al. 2023). 

Figure 2 displays the ATV and OTV data of interval 9 and 10 in ST1, including the packer in-
between the two intervals. Within the two intervals, many open fractures with considerable 
openings can be observed over the entire interval length. Moreover, many undifferentiated 
fractures, which are only faintly or partly visible on the ATV amplitude and/or travel time data, 
are present. Nearly all fractures have a similar orientation, striking NE-SW and dipping steeply 
towards NW with a mean angle of 50°. This fracture orientation was predominant across all 
boreholes within the rock volume (Ma et al. 2022). Steeply dipping fractures striking NW-SE have 
intermediate slip tendencies in the previously described stress field and the slip tendency increases 
for fractures striking more E-W (Bröker et al. 2023).  
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3. Results 
3.1 Injection Pressure and Seismicity 

The injection pressure and flow rate profile observed during the stimulation of Intervals 9/10 in 
ST1, along with the recorded seismic activity (processed with open-source software SeisComP 
(Helmholtz Centre Potsdam GFZ German Research Centre for Geosciences and gempa GmbH 
2008) to produce seismicity catalogues with relocated events based on double-difference location 
software (Scarabello 2021)), are depicted in Figure 3 and Figure 4, respectively. The stimulation 
was conducted following a constant injection flow rate protocol with incremental increases. The 
flow rate gradually rose, reaching a maximum of ca. 80 lpm during the final stages of stimulation. 
Additionally, the injection pressure peaked at 17.7 MPa. Notably, Interval 11 (the upper adjacent 
interval) exhibited a strong hydraulic connection with the injection interval (Intervals 9/10). After 
approximately six hours, Interval 8 began to display a notable hydraulic connection with the 
injection interval, leading to a significant increase in pressure (indicated by the vertical line “I” 
in). Approximately 40 minutes before the major pressure response in Interval 8, the injection 
pressure in the stimulation interval (Intervals 9/10) started to decline by over 1 MPa. 

 
Figure 2: The Acoustic (ATV) and Optical Televiewer (OTV) well logs in ST1 over the stimulation intervals (9 

and 10) depth range, as well as the picked geological structures and stereo-plot of the structures in the 
corresponding intervals (after Wenning et al. (2023) and Shakas et al. (2021)). 
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Figure 3: (a) injection-pressure and -(smoothed) flow rate measured during the ST1-Interval 9/10 stimulation 

as well as the measured pressure in the nearby intervals in ST1 (all pressure values are measured 
downhole), (b) recorded seismicity rate within the reservoir volume with AE sensors during the 
stimulation. More than 6000 events were detected. The magnitudes and location accuracy of events are 
still under further investigation. The vertical dotted lines I, II and III represent the start of the injection, 
start of major pressure response observed in the lower interval (Interval 8), and bleed off at the end of 
the stimulation, respectively. 

Seismicity during time time-range I – II is mostly localized around ST1- Interval 10 (Figure 4, red 
dots) with a tendency to propagate towards east. During time-range II – III, seismicity propagates 
further away from ST1- Interval 10 (Figure 4, green dots). 

 
Figure 4: 3D-view of seismicity along with injection intervals 8 to 11 in injection wellbore ST1. The seismicity 

is color coded according to experiment-time-interval I – II in red, and II – III in green. 
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3.2 Temperature Changes 

The temperature profiles within the reservoir volume, measured at the monitoring/stimulation 
wellbores, in particular the ones that exhibited notable variations, are depicted in Figure 5, along 
with the injection pressure/flow rate data. As illustrated in the figure, it takes approximately 30 
minutes before the injection interval’s fluid temperature starts to decrease. While both intervals 9 
and 10 are exposed to the injection fluid, the thermal cold front expands faster towards the bottom 
of Interval 10 compared with Interval 9.  

Following approximately 5 hours of injection stimulation, the initial substantial decline in pressure 
within the injection interval triggers a noticeable alteration in the temperature profile of Interval 9, 
as fractures in the lower section of the interval are activated, which aligns with the intense seismic 
activity observed during the injection process (see Figure 3-b). The lower nearby interval to the 
injection (Interval 8), shows the breakthrough of the slightly warmer fluid. Also at the measured 
depth of 120.2 m in wellbore MB8, warmer fluid breakthrough occurs despite injecting colder 
fluid relative to the ambient temperature within the injection intervals.  

 
Figure 5: (a) injection-pressure and -flow rate in stimulation intervals (9 and 10), (b) measured temperature 

profile (DTS) in stimulation intervals, (c) measured temperature profile (DTS) in MB8, (d) measured 
temperature profile (DTS) in ST2. The vertical dotted lines I, II and III represent the start of the 
injection, start of major pressure response observed in the lower interval (Interval 8), and bleed off at 
the end of the stimulation, respectively. 

3.3 Mechanical Deformations 

3.3.1 Fiber Bragg Grating (FBG)  

The deformations observed in the reservoir volume using FBG sensors are shown in Figure 6. The 
figure clearly illustrates that all FBG sensors exhibit a notable extensional deformation during the 
injection phase. However, once the injection stops, the deformation pattern reverses. Notably, the 
FBG sensor located in the MB8 wellbore, specifically at the depth of 171.15 m which is at a 
distance of about 20 m from the center of the injection interval, demonstrates the largest extension, 
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exceeding 60 µ-strain. Moreover, both MB8 and MB5 display sudden changes in the deformation 
pattern following a sharp pressure response in Interval 8, occurring at depths of 171.15 m and 
204.39 m, respectively. 

 
Figure 6: (a) injection-pressure and -flow rate in stimulation intervals (9 and 10), (b) localized strain measured 

in MB1 using FBG sensors, (c) localized strain measured in MB5 using FBG sensors, (d) localized strain 
measured in MB8 using FBG sensors. Compression is represented with negative values in measured 
strain. 

3.3.2 Distributed Strain Sensing (DSS)  

In addition to the strains recorded by FBG sensors as described above, we used distributed fiber 
optics to monitor strain. A full description of the installed fibers is provided by Plenkers et al. 
(2023). 

Figure 7 shows an example measurement for the borehole MB8 during the stimulation of Interval 
9/10. The strain signal was corrected for temperature effects, and we used a median filter to remove 
coherent noise. While most of the well presents small strain changes, a relatively large feature is 
observed at about 180 m depth, consistent with the observation from the FBG (see Figure 6-d). A 
time series analysis of the traces at 179.5 m and 182 m shows a correlation with the injection phase. 
While the uppermost feature shows mostly extensional deformation, the bottom feature shows 
relatively large strain changes with about 200 micro-strain in compression accumulated within 
about 2 hours. The two traces could be related to the reactivation of the same fracture zone, with 
the dilation corresponding to some opening, while the compression could be linked to shear 
deformation of the fracture zone. The time series of a deeper feature shows values always within 
the instrumental response (green line in Figure 7). 
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Figure 7: Distributed strain sensing in borehole MB8 during the stimulation injection in intervals 9/10: (a) 

waterfall plot of the strain in the entire borehole, along with (b) the zoomed in waterfall plot over 
reactivated features during the time of injection (red square in panel (a)), (c) time evolution of the 
recorded strain for individual traces at 179.5 m (blue), 182 m (orange), and 208.5 m (green) in 
comparison to the injection flow rate (light green). Reported times are in UTC. 

4. Discussions 
Figure 8 presents a zoomed-in-time plot of the seismic events' locations around the start of the 
pressure decline in the injection interval. Additionally, fracture sets corresponding to the depths of 
observed thermal anomalies in Intervals 9 and 8 are displayed. In interval 9, two prominent open 
fractures exist at the respective depth section. These fractures strike 228° and 242°, and dip 42° 
and 59°, respectively. The steeply dipping fracture has a high slip tendency, and we predict that it 
could be reactivated at pressures around 15 MPa to 16 MPa in the estimated stress field. On the 
contrary, the fractures in the respective depth section in interval 8 have only intermediate slip 
tendencies, do not show a clear sign of opening in the logging data, and our predicted reactivation 
pressures are above 18 MPa. We have to consider that the orientations of fractures in interval 8 
(strike around 210° to 230° with a dip of 54° to 60°) only differ slightly from the ones in interval 
9, but that there are uncertainties in the estimated and extrapolated stress field, the picking of the 
fractures, and hence the determination of the slip tendency.  

Figure 8 demonstrates that part of the seismic activity occurred at the intersection of these fracture 
sets, which likely contributed to the establishment of the new hydraulic connection between the 
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two intervals. Notably, during a preceding stimulation in Interval 8 (below interval), an unforeseen 
hydraulic connection with interval 9 had formed. A new connection was also established during 
interval 9/10's subsequent stimulation (focus of the current study). Despite interval 8 and 9/10's 
proximity and the use of a significantly higher flow rate during the stimulation of interval 8 
(exceeding by a factor of two), the established hydraulic connection during interval 9/10 
stimulation did not emerge previously. The distinct seismic cloud patterns observed prior to the 
establishment of each hydraulic connection suggests that this phenomenon is likely attributed to 
the effects of zonal isolation – a hypothesis that aligns with the complex geological factors. This 
research underscores the complex nature of hydraulic response within the reservoir volume and 
emphasizes the role of zonal isolation in influencing hydraulic flow pathways. 

It is also crucial to consider the potential risk of such a connection occurring in close proximity to 
the injection interval. This proximity could lead to a short circuit within the reservoir, in particular 
in the injection wellbore, compromising its efficiency. To mitigate this risk, a comprehensive 
characterization of fracture properties, including geometry and stress state, is necessary to design 
an efficient stimulation protocol. Additionally, further investigation is required to address 
uncertainties associated with the collected data, such as the location of seismic events, fracture 
geometry relative to borehole trajectory, and the depths of observed effects from various 
monitoring systems. Resolving such uncertainties will enhance the understanding of reservoir 
behavior and help us in optimizing stimulation strategies for geothermal reservoir development.  

The results of this study highlight the valuable insights that can be gained from seismicity patterns 
during hydraulic stimulation of reservoirs, particularly in understanding the changes in flow paths. 
A comprehensive monitoring system is also essential for characterizing the reservoir response. For 
instance, temperature measurements using DTS played a crucial role in identifying the activated 
features based on the depths at which thermal anomalies occurred.  

 
Figure 8: A zoomed-in-time plot of the seismic events' locations from 10 minutes before until 10 minutes after 

the start of the pressure decline in the injection interval along with the projected fracture sets at the 
depths of observed thermal anomalies in the two hydraulically connected intervals (8 and 9). 
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5. Conclusions 
This study highlights the importance of having a comprehensive and multi-disciplinary monitoring 
system to better characterize the impacts of stimulation operations on subsurface reservoirs via a 
case study performed at BULGG in Switzerland. The implemented DTS, FBG and DSS systems 
helped us to detect the depths of anomalies in the reservoir volume, which are then compared 
against the locations of the seismic events, based on which the geometry of the newly established 
flow path is identified.  

This study also shows the importance of zonal isolation for efficient stimulation of subsurface 
reservoirs. The results also necessitate the need for thorough reservoir characterization campaigns 
for the design of efficient stimulation protocols to mitigate the risk of hydraulic short circuits, 
especially at the close distance from the injection wellbore. 

The findings underscore the importance of considering an integrated approach in understanding 
reservoir response during hydraulic stimulation, leading to a more effective and sustainable 
strategy for geothermal energy extraction. 
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ABSTRACT 

Current US geothermal power systems target primarily conventional reservoirs where naturally 
occurring heat, water, and rock permeability (k) are sufficient for energy extraction. Through 
conventional resources, geothermal energy currently contributes to a modest fraction of US energy 
production. However, tapping into hot, dry, unconventional reservoirs in enhanced geothermal 
systems (EGS) has the potential to produce almost half of the US electric power generating 
capacity. A key barrier from reaching this potential is that EGS reservoir rocks are extremely tight 
(‘tight’ meaning low k) and have low φ, making it difficult to circulate fluid for steam production. 
Traditionally, the amount of φ is considered a primary control on k and seismic wave velocities 
(Vp and Vs), which are the primary proxies to probe and monitor reservoir properties. However, 
in tight rocks, Vp, Vs, and k can change substantially despite only small changes in the amount of 
φ due to processes like the formation of low pore volume, thin, microcracks. Microcracking can 
be deliberately initiated to supplement reservoir stimulation through ‘thermal shocking’: injecting 
surface water into the subsurface to quickly cool mineral crystals, induce crystal contraction, and 
cause thermal cracking. We explored the role of two factors in controlling the degree of thermal 
cracking and thermal stimulation success: (1) the lithology’s microstructure and mineral thermal 
properties and (2) the number of thermal cycles required for effective and efficient reservoir 
stimulation. To do so, we assessed lithology’s role in controlling φ, k, Vp, and Vs evolution during 
thermal shock stimulation and also its role in optimizing the number of thermal shocks needed for 
effective stimulation. 

We selected three tight lithologies with unique microstructures: granodiorite, basalt, and 
carbonate. We simulated thermal shocking by slowly heating samples to a ‘reservoir temperature’ 
of 350°C and then quenching them in ~25°C water. With time-lapse imaging, we saw extensive 
thermal cracking in granodiorite and carbonate associated with thermally sensitive minerals (e.g. 
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quartz) and thermally anisotropic minerals (e.g. calcite). Pre-existing vuggy pores also contribute 
to cracking in carbonates. Basalts have thermally insensitive minerals which resulted in few to no 
visual signs of thermal cracking. For all lithologies, k reflects the degree of observed thermal 
cracking well – granodiorite and carbonate showed k increases of 1 - 9 µD, respectively, while 
basalt k’s were largely unchanging. Despite different degrees of thermal cracking among 
lithologies, both Vp and Vs decreased at lower effective pressures (Peff’s) for all samples indicating 
the introduction of compliant thermal cracks. Therefore, Vp and Vs are good indicators of both 
thermal cracking and k increases in granodiorites and carbonates and reflect increased compliance 
of pre-existing cracks in basalts upon thermal treatment. Basalts likely require multiple thermal 
shock stimulations to increase k. When carbonate was thermally shocked repeatedly, we found that 
the additional thermal shocks were more affective for increasing k measured under low Peff 
conditions, rather than at high Peff conditions. This indicates to operators that low Peff (high pore 
pressure) EGS reservoirs made of carbonates may benefit more from cyclic thermal shock 
treatment than high Peff reservoirs (low pore pressures). Our results highlight how micro-scale 
changes influence bulk rock properties in EGS reservoirs and which lithologies are more 
responsive to single and cyclic thermal shock stimulation and are ideal for microcrack monitoring 
through Vp and Vs mapping. 

1. Introduction 
Geothermal energy has potential to scale up from meeting less than 2% of US energy consumption 
demands (US Energy Information Administration, 2023), to contributing roughly 40% of the US 
power generating capacity (Williams et al., 2008; Buttel, 2023). The key to doing so involves 
transforming where and how we source geothermal energy: from conventional reservoirs where 
heat, naturally high permeability (k), and water coexist towards enhanced geothermal systems 
(EGS) in unconventional reservoirs which can contain substantially more heat. 

One major barrier, however, is that EGS reservoirs are composed of ‘tight’ rocks that naturally 
have low k (Law and Spencer, 1993; Tobin, 1997), preventing optimal fluid flow. These rocks are 
composed of tightly mated mineral crystals and very little pore volumes that take form as 
microcracks. Tight rock microstructures impact the bulk behavior of EGS rocks and in turn must 
be considered while developing these reservoirs. For example, each mineral crystal in the reservoir 
has its own thermal properties which dictate how the crystal behaves as heat passes through the 
rock. Mineral crystals can expand or contract in the presence of a thermal gradient, creating 
mechanical stresses that can be released upon crack creation (Pearson, 1941; Johnson and Parsons, 
1944; Heap et al., 2014). The resulting thermal cracks can reduce the rock’s overall stiffness, and 
in turn the compressional and shear acoustic wave velocities (Vp and Vs) measured by operators 
to remotely monitor changes in the reservoir. Or if these cracks coalesce, they can potentially 
transmit fluids, enhancing rock k. 

Developing EGS reservoirs requires optimal stimulation, and currently, hydrofracking is the 
primary method of enhancing k in EGS. However, because hydrofracking can result in induced 
seismicity, complementary techniques are being explored (Hofmann et al., 2018). One 
complementary method to increase k in EGS reservoirs is through thermal shocking: injecting 
surface water (~25-40°C) to chill naturally hot (>150°C) subsurface rocks using injection pressures 
lower than those used in hydrofracking (Dempsey et al., 2015; Rutqvist et al., 2015). As injected 
surface water comes in contact with the hot rock, a thermal shock is induced and thermal cracks 
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can develop, serving as permeable pathways through which water and steam can flow. The success 
of this technique, however, relies on three factors: (1) the extent to which thermal cracks form and 
coalesce in a tight lithology, (2) the number of thermal shocks needed to sustainably optimize 
stimulation; and (3) and how well we can remotely monitor the rock’s microstructure in terms of 
thermal crack formation. 

Therefore, to enhance fluid flow through thermal shock treatment, it’s ideal to distinguish which 
microstructures, inherent to different reservoir lithologies, lend themselves to greater extents of 
thermal crack propagation. Taking a time-lapse approach by documenting the underpinning 
microstructures with microimaging before and after thermal treatment is useful for relating 
microstructures to given extents of thermal cracking. Scanning electron microscopy (SEM) is a 
particularly advantageous technique, because it’s non-destructive sample preparation allows for 
imaging the same rock microstructures before and after any laboratory treatment meant to replicate 
geological processes. With SEM imaging, we can then correlate time-lapse, microstructural 
changes, like the propagation of thermal cracks, to time-lapse geophysical measurements, such as 
k, Vp and Vs. By relating micro- to macro-scale time-lapse changes in the laboratory, we can better 
discern dynamic subsurface processes, like thermal cracking, from geophysical monitoring. 

Attempts to relate thermal cracking to geophysical monitoring for geothermal reservoir 
development have included measuring benchtop Vp (Yavuz et al., 2010; Jin et al., 2019; Shang et 
al., 2019) and Vs (Keshavarz et al., 2010; Siratovich et al., 2015; Griffiths et al., 2018; Mordensky 
et al., 2019) values before and after thermal treatments which include heating and either slow 
cooling samples in air or quickly quenching samples in water. A comprehensive table of details 
related to these studies can be found in the supplementary material of Malenda and Vanorio (2023). 
To our knowledge, few studies (Darot and Reuschlé, 2000; Vinciguerra et al., 2005) have 
measured confined Vp and Vs after thermal shocking, and very few authors (Vinciguerra et al., 
2005) complemented their confined Vp and Vs measurements with imaging of the rocks’ 
microstructures. However, we know of no studies that have imaged their samples in the same 
locations before and after treatment, documenting time-lapse changes in the rock microstructure 
that could have influenced measured elastic rock properties. Building a dataset that aids in linking 
observations of thermal crack generation to changes in Vp and Vs with increasing pressure will 
help improve seismic monitoring of tight, thermally shocked, geothermal reservoir rocks with 
distinct microstructures.  

Furthermore, Vp, Vs, and k can evolve in reservoirs that undergo repeated thermal fluctuations. 
For example, geothermal operators may thermally stimulate a reservoir with dozens of thermal 
shocks (Hofmann et al., 2021). Ideally operators optimize their stimulation to achieve the greatest 
increase in k using the fewest number of thermal shocks. While a number of experiments have 
studied how k (Wu et al., 2019; Eggertsson et al., 2020; Feng et al., 2020; Ivankina et al., 2020) or 
Vp (Kim et al., 2014; Gautam et al., 2018; Griffiths et al., 2018; Rong et al., 2018; Wu et al., 2019; 
Zhu et al., 2019) change with repeated thermal shocking, none have curated a data set which 
encompasses Vp, Vs and k. Finally, only a handful of the studies mentioned here have tested the 
same thermal shocking protocol on different lithologies to compare one-to-one which lithologies 
are more receptive to cyclic thermal shocking. Establishing systematic correlations between both 
elastic and transport evolution with repeated thermal shock treatment will allow us to understand 
the controls on thermal crack and k evolution and remotely monitor this evolution in the field. 
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Here, we systematically correlate microstructures of three tight lithologies to the extent of thermal 
cracking and to time-lapse, confined pressure k, Vp and Vs measurements. We assess three 
lithologies prevalent in geothermal reservoirs: granodiorite, basalt, and carbonate. Each of our 
chosen lithologies inherently has their own distinct microstructural features, allowing us to 
constrain which microstructures facilitate or hinder thermal shocking. Specifically, we focus on 
pore structure and mineral thermal properties. We SEM image several of our samples’ 
microstructures before and after thermally shocking them in order to specify which features 
contribute to thermal crack propagation. We also correlate our microstructural observations with 
pre- and post-treatment Vp and Vs measurements. Initial results of three samples (one sample from 
each lithology) were recently published in Malenda and Vanorio (2023). Since then, we have 
expanded the dataset to include timelapse k, Vp, and Vs measurements of replicate samples for 
each lithology. Additionally, we have begun repeated thermal shock tests, measuring k after each 
thermal shock, and documenting confined pressure Vp and Vs and microimaging before and after 
the entire treatment protocol. We intend to establish the minimum number of thermal shock cycles 
needed to stimulate different tight lithologies, thereby informing how to tailor thermal stimulation 
to different EGS rock types. Our research will provide systematic datasets that (1) aid in linking 
microscale-controls and elastic properties in tight, geothermal reservoirs where thermal cracking 
is ubiquitous and (2) reveals which tight lithologies should be targeted for repeated thermal shock 
stimulation and (3) provide seismic signatures of lithology-relevant stimulation. 

2. Methods 
2.1 Sample Selection 

We selected three tight lithologies prevalent in geothermal reservoirs: granodiorite, basalt, and 
carbonate (Figure 1). The general workflow including sample selection, characterization and 
treatment is shown in Figure 2. We tested three samples for each lithology, totaling nine samples, 
and all samples are 1” diameter, 1” long cores. Using X-ray diffraction (XRD), the Sierra White 
Granodiorite (SWG) samples were characterized by calcium plagioclase, sodium plagioclase, 
quartz, mica, and minimal hornblende (Table 1). Two of the three Mt. Etna basalt samples are 
porphyritic trachybasalts (PTB, Tanguy et al., 1997) with mostly sodium plagioclase, sanidine, 
augite, and minimal olivine and magnetite (Table 1). The third basalt sample is an alkali basalt 
(PAB) composed of calcium plagioclase, augite, some sanidine, diopside, olivine, and minimal 
magnetite (Table 1). All three Mt. St. Angelo (MSA) carbonate samples are dominated by calcite, 
and two carbonate samples, MSA7a and MSA15a, have minimal dolomite and quartz detected in 
the XRD analysis (Table 1). While not detected with XRD, minimal quartz and amorphous SiO2 
were observed in MSA15d during microimaging.  

  

2763



Malenda and Vanorio 

 
Figure 1: SEM images of tightly interlocked crystal structures of granodiorite SWGC1 (A), basalt 1132b (B), 

and carbonate MSA15d (C) samples. In particular, the granodiorite has plagioclase (plag), hornblende 
(hnbld), quartz (qtz), and magnetite (mag) as identified with EDS. The basalt as plag, pyroxene (pyx), 
and mag. The carbonate has calcite (cal) minerals here.  

 
Figure 2: Experimental workflow, including various measurements, imaging, and thermal shock treatments. 

Step 1 details the control test, Step 2 details the thermal shock treatment procedure on samples which 
were reimaged with SEM, Step 3 details the thermal shock treatment procedure for the replicate samples, 
which did not include SEM imaging, and Step 4 details repeated thermal shock treatment. Steps 3 and 
preliminary results of Step 4 are specific to this paper alone. 
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Table 1: Percent mineral composition (%) of the samples as characterized with XRD. For conciseness, the 
following abbreviations were implemented: anorthite (An.); phlogopite (Phl.); magnetite (Mag.); hornblende 
(Horn.); forsterite olivine (Fors.); nepheline (Neph.); plagioclase (Plag.); diopside (Dio.); dolomite (Dol.). 
Samples demarked with * were featured in Malenda and Vanorio (2023). Sample SWGC1, was also in Malenda 
and Vanorio, 2023, and this sample’s composition is represented by XRD conducted on powder sourced from 
the original granodiorite block from which the three SWG samples were cored. 

Granodiorites Basalts Carbonates 

Minerals All SWG 
Samples Minerals 1132a, 

PTB 
1132b*, 

PTB 
1606, 
PAB Minerals MSA7a MSA15a MSA15d* 

Quartz 23.9 Augite 13.5 7.9 32.2 Calcite 93 99.3 100 

An. 35 Albite 69.8 73 0 Quartz 0.1 0.4 0 

Alb. 30.2 Sanidine 12.9 18.3 13.5 Dol. 6.9 0.3 0 

Phl. 6.7 For. 0.2 0.2 7 

 Mag. 0.4 Mag. 1.9 0 1.1 

Hor. 3.8 Neph. 0.2 0.3 0 

 

Sodalite 1.3 0.1 0 

 

Phl. 0 0.1 0 

Fayalite 0.1 0 0 

Plag. 0 0 35.3 

Dio. 0 0 10.7 

Total 100  100 100 100  100 100 100 

 

2.1 Lithologies Imaging and Rock Physics Measurements 

Microstructural imaging of one sample from each lithology (SWGT1, 1132b, and MSA15a) was 
completed to characterize geometries, sizes and distributions of pores and mineral crystals. Before 
each imaging, flat surfaces of the cylindrical cores were polished to a 1 µm grit and carbon coated. 
A JEOL JSM-IT500HR environmental SEM was used for microstructural imaging, and energy-
dispersive spectrometery (EDS) was used to collect mineral phase information that complement 
our XRD analyses. Powder for XRD was sourced from excess granodiorite material left over from 
coring the SWG samples and was used to represent all SWG samples (Table 1). For the basalt and 
carbonate samples, a clean blade was used to scrape material from the sample edges and collect 
powder. Therefore, each basalt and carbonate sample has a unique XRD composition (Table 1). 

Rock physics measurements include measuring connected porosity (φ), k, Vp and Vs. Before all 
geophysical measurements, samples are slowly heated (1°C min-1 increase) to a drying temperature 
of 100°C and maintained at this temperature until sample weights stabilize.  
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Connected φ is measured with benchtop helium porosimetry based on Boyle’s Law of Gas 
expansion. While the samples’ bulk densities (ρb) are computed knowing the samples’ masses and 
volumes, grain densities (ρg) are computed once having the samples’ connected φ’s and grain, or 
solid, volumes. Uncertainty related to φ is within one percent (φ unit). 

Permeability is measured using the pulse-decay technique (Bourbie and Walls, 1982; Jones, 1997) 
and the unsteady state decay technique under confining pressure. Samples with k greater than 5 
µD are measured using a Coretest Systems, Inc. AP-608 Automated Permeameter, which 
determines effective, or liquid k, by measuring the pressure decay rate of nitrogen. For samples 
with k’s less than 5 µD, we measure their gas k’s with the Coretest Systems, Inc., NDP-605 
NanoDarcy Permeameter, and conduct a Klinkenberg correction (Klinkenberg, 1941) to determine 
their liquid k’s. All samples except for basalts 1132a and 1132b are measured using the NDP-605. 
Regardless of the instrument used for measurement, all k’s reflect effective pressures (Peff’s) of 5, 
10, 20, 35, and 50 MPa, and uncertainty related to k measurements is within one percent. 

Vp and Vs are measured using the pulse transmission technique (Birch, 1960) under hydrostatic, 
confining pressure conditions with a house made acoustic pressure vessel (PV). A detailed account 
of how these measurements were conducted, including a diagram of the PV, can be found in 
Malenda and Vanorio (2023). The samples are dry and drained, meaning pore pressure lines are 
open and pore pressures are at atmospheric pressure (0 MPa). Upon pressurizing, sample lengths 
and bulk volumes decrease due to microcrack closure and pore collapse (i.e. a decrease in φ). The 
decrease is accounted for by measuring sample length in-situ using three potentiometers spanning 
the sample length and are connected to the core holder endcaps. At intermittent pressure points, 
we manually select arrival times of wavefronts from acoustic waveforms and calculate Vp and Vs 
accordingly. Time resolution for both P and S waves is 50 ns, and velocity error, mainly attributed 
to error in picking the first arrival, is about ±1%.  

2.1 Control Test and Thermal Shocking 

As noted in Figure 2, Step 1 of our experiments involved conducting a control test where we slowly 
heated (increasing by 1°C min-1) one sample from each lithology in an oven and then slowly cooled 
the samples by keeping them in the oven after it was shut off and allowing them to return to room 
temperature. Before the control test, we conducted SEM imaging and then took all rock physics 
measurements to determine pre-treatment values of Vp, Vs, and k. Pre-and post-treatment 
observations from this control test were ultimately compared to pre-and post-treatment 
observations of Step 2, which involved slowly heating followed by quickly cooling the samples to 
replicate thermal shocking. Our goal for the Step 1 control test was determining whether or not the 
slow heating in Steps 2 through 4 impart thermal cracks alone, even before shocking the samples 
in water. Details of the control test are included in Malenda and Vanorio (2023). Ultimately, with 
pre- and post-control test SEM imaging, we observed no new thermal cracks and no alterations of 
pre-existing thermal cracks with slow heating (Figure 3). Our control test verified that any thermal 
cracks we would observe after thermal shocking would be the result of shock cooling alone and 
are not imparted during slow heating to the reservoir temperature. 

After the control test, we conducted Step 2: performing thermal shocking on the same three 
samples from the control test (Figure 2). Crack networks were intentionally induced by following 
a “bucket quenching” procedure used by others to simulate thermal shock stimulation of 
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geothermal reservoirs (Kim et al., 2014; Zhu et al., 2019; Eggertsson et al., 2020). We slowly 
heated (increasing by 1°C min-1) samples and then cooled them by quickly immersing them in a 
room temperature (~25°C) water bath. Finally, each location on the samples was reimaged for a 
third time after thermal shocking (Figures 4-6, right hand column) to verify whether thermal cracks 
were imparted with thermal shocking. We then took post-treatment measurements of Vp, Vs, and 
k. To test the reproducibility of the influence of thermal shocking on Vp, Vs and k, we conducted 
Step 3 of the experiment, where we compared pre- and post-thermal shock treatment 
measurements of Vp, Vs, and k for six additional samples – two additional samples of each 
lithology (Figure 2). In Step 4, we are working with the original three samples (SWGC1, 
PTB1132a, and MSA15d) and exposing them to thermal shock treatment multiple times in a row, 
measuring k after each thermal shock, and then conducting SEM imaging and measuring post 
treatment Vp and Vs after a ‘final’ thermal shock treatment. Before conducting Step 4 officially, 
we are testing the repeated thermal shocking protocol on sample MSA15a to determine what 
experimental challenges may arise during repeated thermal shocking. Thus far, we have completed 
ten thermal shocks on the carbonate and present results for k measured after each shock. 

 
Figure 3: Time-lapse SEM images of the granodiorite (A1,2), basalt (B1,2), and carbonate (C1,2) samples before 

and after slow heating (1°C min-1 increase) and then slow cooling (<2°C min-1 decrease). Top row and 
bottom row images show samples before and after the control treatment, respectively. Notice minimal to 
no cracking after the control protocol. Minerals are labeled accordingly and were identified using EDS: 
mica (mica), quartz (qtz), plagioclase (plg), pyroxene (pyx), olivine (olv), magnetite (mag) and calcite 
(cal). 

  

2767



Malenda and Vanorio 

 
Figure 4: SEM images of the SWG lithology (sample SWGC1) before and after thermal shocking. The first 

column (A1, B1, C1, D1) includes examples of pre-shocking images. The second column includes 
examples of post thermal shocking images (A2, B2, C2, D2). Any newly observed cracks created during 
thermal treatment are indicated with red arrows. Minerals are labeled accordingly and were identified 
using EDS: mica (mica), quartz (qtz), plagioclase (plg), and hornblende (hnbld). 
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Figure 5: SEM images of the PTB lithology (sample 1132b) before and after thermal shocking. The first column 

(A1, B1, C1, D1) includes examples of pre-shocking images. The second column includes examples of post 
thermal shocking images (A2, B2, C2, D2). Any newly observed cracks created or cracks which were 
widened during thermal treatment are indicated with red arrows. Minerals are labeled accordingly and 
were identified using EDS: plagioclase (plg), pyroxene (pyx), olivine (olv), and magnetite (mag). 
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Figure 6: SEM images of the MSA lithology (sample MSA15d) before and after thermal shocking. The first 

column (A1, B1, C1, D1) includes examples of pre-shocking images. The second column includes 
examples of post thermal shocking images (A2, B2, C2, D2). Any newly observed cracks created during 
thermal treatment are indicated with red arrows. Minerals are labeled accordingly and were identified 
using EDS: quartz (qtz) and calcite (cal). 
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3. Results 
3.1 Initial Sample Microstructures (Step 1 Results) 

While a detailed accounting of our microimaging can be found in Malenda and Vanorio (2023), 
here we summarize our key findings. The lefthand columns of Figures 4 through 6 include images 
of the SWG, PTB, and MSA microstructures before thermal shocking, respectively. We see tightly 
bounded plagioclase, mica, quartz, and hornblende crystals in sample SWGC1 (Figure 4; A1, B1, 
D1) and φ only in the form of pre-existing microcracks (C1, D1) and depressions within and along 
mineral crystals (A1, D1). The PTB lithology (sample 1132b) contains plagioclase phenocrysts 
(Figure 5; B1- D1) and a groundmass of tightly mated plagioclase, pyroxene, magnetite, and 
olivine crystals (Figure 5; A1), small pre-existing cracks, and larger pores with some well-defined 
crystals (A1). We see some long (more than 100 mm; B1- D1) and irregular, oblate, vuggy pore 
spaces (A1-D1) and some pre-existing cracks traveling through these vugs from one side to another 
(B1-D1). The MSA lithology (sample MSA15d) has vuggy, irregularly shaped, oblate pores 
(Figure 6; A1-C1) that pinch out at two ends (A1, B1) and are sometimes lined with rhombohedric 
calcite crystals (A1, B1). Although not detected with XRD, MSA15d also contains some quartz 
which fills vugs (C1) or exists in patches that span multiple mm’s in length (D1). The dashed red 
line in C1 highlights several boundaries between the quartz-rich area and calcite matrix. 

3.2 Time-Lapse Microimaging of Thermally Shocked Lithologies (Steps 1 and 2 Results) 

The right columns of Figures 4 through 6 present the post-thermal shocking microstructures of 
SWG, PTB, and MSA, respectively. In general, we notice extensive, newly formed, thermal cracks 
between plagioclase crystals and crystals of mica, quartz, or hornblende (Figure 4; A2, B2, D2). 
Thermal cracking along boundaries between crystals of different minerals is common in SWG. In 
fact, one quartz crystal has loosened from its originally tightly bound arrangement (D2, middle 
arrow). Additionally, thermal shocking extended (C2) and widened (D2) pre-existing cracks.  

In general, we observed little to no difference in the PTB microstructure after thermal shocking 
(right column of Figure 5). We observed only one instance of crack widening, which occurred 
along a pre-existing crack passing first through a plagioclase phenocryst, then through a vug, and 
finally through the groundmass (C2). Otherwise, no new cracks were formed, and no other pre-
existing cracks were widened or lengthened with treatment. 

The MSA sample shows thermal cracking in the form of new cracks propagating from where vugs 
pinch out (Figure 6; A2). Additionally, B2 shows thermal cracks extending from one vug, passing 
through micrite-rich areas of MSA15d, and traveling until reaching other vugs. Importantly, these 
thermal cracks serve as channels between vuggy pores, connecting potentially once-isolated φ. 
Thermal cracks extend from and propagate through areas of quartz (C2) and loosen once-
interlocked quartz pieces. We also see thermal cracks traveling along boundaries between quartz 
patches and calcite dominated areas (D2). Dashed red lines (D1 and D2) outline these boundaries 
and outline the paths of cracks along these boundaries (D2). 

3.3 Time-Lapse Rock Physics Measurements of Thermally Shocked Lithologies (Steps 2 
through 4 Results) 

Upon thermal shocking, benchtop connected φ for samples of all lithologies only slightly increased 
(Table 2), and the ρbulk and ρgrain for all samples showed little to no change. For several samples, 
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connected φ may have increased only slightly, indicating the working gas, helium, reached newly 
created, small volume, crack like φ.  

Figure 7 shows Vp and Vs versus Peff for all samples before (open symbols) and after (closed 
symbols) thermal shocking. SWG, basalt, and MSA data are presented in panels A, B, and C, 
respectively. From lithology to lithology, the change in velocities with thermal shocking is 
consistent – generally a decrease in velocity at lower pressures due to the presence of compliant, 
thermal cracks. Generally, for SWG and the basalt lithologies, velocities recover to their pre-
treatment values as Peff increases – indicating crack closure. Because this behavior is not present 
in the MSA samples, we can presume the cracks may not be fully closed at higher Peffs, possibly 
due to heightened crack stiffness related to mismatched crack walls or larger aspect ratios 
compared to the cracks in SWG and the basalts. Therefore, where Peffs are lower in an EGS 
reservoir (i.e. high pore pressures), thermal cracks are detectable in all three lithologies. Where 
Peffs are higher (i.e. low pore pressures), however, remotely monitoring thermal crack generation 
will be easier in MSA compared to SWG or PTB. 

Figure 8 shows k versus Peff for all samples before and after thermal shocking. Note pre-thermal 
shocking k for several samples is not presented because these pre-treatment values were below the 
NDP detection limit. The SWG samples, basalt 1606 and MSA7a went from essentially 
impermeable to permeable, indicating a single thermal shock treatment is effective for increasing 
k. MSA seems most promising for thermal shock stimulation in that k of all samples increased by 
10 µD. Alternatively, k of basalt samples 1132a and 1132b were unaffected by thermal shocking. 
The striking difference between 1132a,b and the other lithologies reflects the power that lithology 
– a collection of unique microstructures and mineralogy – has on the extent of a rock’s reaction to 
thermal stimulation. 

Figure 9 presents k measurements after MSA15a underwent repeated thermal shocks, and Table 3 
includes related benchtop connected φ, ρbulk and ρgrain measurements. After the first thermal shock, 
k increased by 10 µD at low Peff, and then by 90 µD with a second shock (A). Also, with the second 
shock treatment, k became more pressure sensitive. Subsequent shock treatment had little influence 
on both the magnitude and pressure sensitivity of k. Figure 9B presents the same k data, only versus 
thermal shock treatment number and colored by Peff. Here, we see that at higher Peff’s, one thermal 
shock is needed to reach and plateau at a given k. At lower Peff’s, k can be increased even further 
with a second thermal shock before plateauing. 

Microstructural features of each lithology assessed above can either facilitate or mitigate thermal 
cracking (Malenda and Vanorio, 2023) and subsequent k, Vp, and Vs changes. We suspect that 
minerals with high thermal conductivities (𝑘𝑘𝑇𝑇, Eq. 1) and thermal expansion coefficients (𝛼𝛼𝐿𝐿 , Eq. 
2), such as quartz (Cermak and Rybach, 1982; Robertson, 1988), contribute to thermal cracking in 
SWG. 

𝑘𝑘𝑇𝑇 = 𝑄𝑄∆𝐿𝐿
𝐴𝐴∆𝑇𝑇

       (1) 

𝛼𝛼𝐿𝐿 = Δ𝐿𝐿
𝐿𝐿0Δ𝑇𝑇

      (2) 

In Equation 1, Q is heat (W) transmitted through a unit thickness, L (m), of a mineral crystal in a 
direction normal to a surface of unit area, A (m2), given a temperature gradient, ΔT (Kelvin or 
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degrees Celsius). For Equation 2, ΔL (m), is the change in length of the mineral along a given 
crystallographic axis, and L0 (m), and is the initial mineral length along the axis. 

Alternatively, the PTB lithology may be more resilient to thermal shocking – showing minimal 
thermal shocks with SEM observations and little change in k –because it lacks minerals with high 
kt and 𝛼𝛼𝐿𝐿. The MSA lithology has both quartz and calcite minerals, tightly mated together. With 
instant cooling, quartz will contract, but calcite will anisotropically contract along one axis and 
expand along the other. Juxtaposing minerals with extremely different thermal properties likely 
contributed to the thermal cracking and dramatic increases in MSA’s k. Even the anisotropy alone 
is likely enough to contribute to thermal cracking in areas where quartz is not present in the 
lithology. Additionally, stresses concentrated along the edges of oblate vugs in MSA also became 
epicenters for thermal cracking of calcite.  
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Table 2: Benchtop connected φ, ρbulk and ρgrain measurements of samples before and after thermal shocking. 
Eight measurements of length and diameter were taken for each sample, and the average of these are included 
here. The bulk volumes are calculated from these averages. 

Sample Status Length 
(cm) 

Diameter 
(cm) 

Mass 
(g) 

ρbulk 
(g cm-3) 

ρgrain 

(cm-3) 
Connected 
φ (%) 

SWGC1 

Initial, 
Pretreatment 2.70 2.37 32.22 2.70 2.71 0.38 

Post Treatment 2.70 2.37 32.20 2.70 2.73 0.91 

SWGT2 
Initial 2.74 2.38 32.20 2.74 2.74 0.15 

Post Treatment 2.74 2.38 33.37 2.74 2.76 0.82 

SWGT3 

Initial 2.76 2.38 33.73 2.74 2.77 1.13 

Control 2.76 2.38 33.72 2.74 2.79 1.75 

Post Treatment 2.76 2.38 33.73 2.74 2.77 1.15 

1132a 
Initial 2.98 2.48 37.87 2.62 2.82 7.00 

Post Treatment 2.98 2.48 37.79 2.62 2.85 7.99 

1132b 

Initial 3.00 2.49 38.29 2.63 2.84 7.49 

Control 3.01 2.49 38.26 2.62 2.86 8.50 

Post Treatment 3.00 2.49 38.25 2.63 2.87 8.40 

1606 
Initial 2.99 2.48 41.18 2.86 2.88 0.76 

Post Treatment 2.99 2.47 41.11 2.86 2.95 3.10 

MSA7a 
Initial 2.66 2.49 33.49 2.58 2.69 4.18 

Post Treatment 2.66 2.49 33.42 2.58 2.71 4.74 

MSA15a 
Initial 2.49 2.49 31.01 2.56 2.62 2.28 

Post Treatment 2.48 2.49 30.88 2.56 2.69 4.90 

MSA15d 

Initial 2.49 2.49 31.24 2.57 2.68 4.01 

Control 2.49 2.49 31.24 2.57 2.70 5.06 

Post Treatment 2.48 2.50 31.06 2.56 2.69 5.03 
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Figure 7: Vp (top row) and Vs (bottom row) measurements versus Peff’s for the SWG (A1, A2), basalt (B1, B2), 

MSA (C1, C2) lithologies. Measurements taken before thermal shocking are shown as smaller, open 
symbols, while measurements taken after thermal shocking are indicated with larger and filled symbols. 
All data presented was measured as Peff was increased from 0 to 60 MPa. Pore pressure remained 0 MPa. 
Uncertainty is less than 1% of measured values. 
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Figure 8: Permeability versus Peff for the SWG (A), PTB (B), and MSA (C) lithologies before and after thermal 

shocking. Smaller, empty symbols represent k data associated with pre-thermal shocking and, larger, 
filled symbols represent k data associated with post-thermal shocking. For several samples (SWCC1, T1, 
T2; 1606; MSA7a), k before thermal shocking was below the detection limit of the NDP (0.01 µD), and 
therefore are not plotted. Error bars are less than 1% of measured values. 

 

Table 3: Benchtop connected φ, ρbulk and ρgrain measurements of MSA15a before and after multiple thermal 
shocking episodes.  

Sample Status Length 
(cm) 

Diameter 
(cm) 

Mass 
(g) 

ρbulk 
(g cm-3) 

ρgrain 

(cm-3) 
Connected 
φ (%) 

Pre Treatment 0 2.49 2.49 30.99 2.56 2.65 3.23 

Post 1 Treatment 1 2.48 2.49 30.88 2.56 2.70 5.32 

Post 2 Treatment 2 2.48 2.49 30.87 2.56 2.70 5.50 

Post 3 Treatment 3 2.48 2.49 30.86 2.55 2.70 5.44 

Post 4 Treatment 4 2.48 2.49 30.86 2.55 2.70 5.33 

Post 5 Treatment 5 2.48 2.49 30.85 2.55 2.69 5.26 

Post 10 Treatment 10 2.48 2.49 30.87 2.55 2.70 5.57 
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Figure 9: Permeability versus Peff (A) and versus number of thermal shocks (B) for sample MSA15a. In A, color 

becomes darker with increasing treatment numbers, while in B, color becomes darker with increasing 
effective pressure. Uncertainty is less than 1% of measured values. The NDP detection limit is noted, 
however, all k’s were measurable. 

4. Conclusions 

A lithology’s underpinning mineralogy and microstructure can control (1) a reservoir’s response 
to stimulation processes such as thermal shock stimulation, (2) how many stimulation cycles are 
effective in increasing k, and (3) to what degree we can remotely monitor the response to 
stimulation using seismic wave velocities. Here, we assessed how k, Vp, and Vs in three lithologies 
prevalent in EGS reservoirs are impacted upon by thermal shocking. We paired our time-lapse 
measurements with time-lapse micro-imaging to show which thermally sensitive minerals and 
which pre-existing pore structures can heighten a lithology’s response to thermal shock. We found 
that k in MSA is the most sensitive to thermal shocking followed by that of SWG and then the 
basalts. Vp and Vs of all three lithologies show decreases in k measured at lower Peff indicating 
the presence of thermal microcracks – even if the cracks were not connected well enough to 
increase k, as is the case for PTB.  

We also showed that subsequent thermal shock treatments can further increase k in MSA at lower 
Peff. Therefore, if operating at higher Peff conditions, it would be advantageous to stimulate twice 
for heightened k, but if operating at lower Peff, likely a single stimulation is optimal for heightened 
k, with additional stimulations resulting in diminishing returns. Future work will include repeated 
thermal shock tests on samples SWGC1, 1132a, and MSA15d with k, Vp and Vs measurements 
and SEM imaging. In doing so, we will test a lithology-based optimization strategy for thermal 
shock stimulations to increase k even in less thermally sensitive lithologies, like basalt. By 
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establishing the minimum number of thermal shocks needed to stimulate different lithologies, we 
will inform how to tailor thermal stimulation to different tight lithologies. Our research will reveal 
which tight lithologies should be targeted for repeated thermal shock stimulation in EGS reservoirs 
and provide seismic signatures of lithology-relevant stimulation. 
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ABSTRACT  

Enhanced Geothermal Systems (EGS) have recently emerged as a compelling source of reliable, 
cost-effective, and environmentally friendly energy. Traditionally, these systems are artificially 
constructed underground reservoirs, established through drilling wells and subsequently linking 
them via a network of fractures. Some modeling practices consider the fractures as having uniform 
apertures throughout their extension. However, real-world observation reveals that the fracture 
aperture varies across the fracture. In this study, we applied a thermo-hydromechanical (THM) 
simulation to delve into the implications of such aperture heterogeneity on heat production. Given 
that an EGS encompasses multiple fractures, each exhibiting a different fracture aperture, we 
scrutinized the effect of this fracture anisotropy on each plane of the fractures. While previous 
researchers have ventured into this issue, their investigations were often limited to a small number 
of fractures. To address this, our study primarily employed a Thermal-Hydro (TH) coupling 
approach to ascertain the proportion of high-conductivity fractures that may induce thermal short-
circuiting, and to evaluate the severity of the subsequent thermal decline. Our findings reveal that 
considering fracture aperture heterogeneity in a single plane results in an extended thermal decline 
compared to scenarios where the fracture aperture is presumed to be constant. Moreover, including 
thermal stress resulted in smaller parasitic pressure losses required. Furthermore, our study 
suggests that thermal short-circuiting within a plane is proportional to the percentage of high-
conductivity fractures relative to the total number of fractures, and its impact can be negligible at 
lower percentages. These findings carry significant implications for the modeling and operation of 
Enhanced Geothermal Systems. 

1. Introduction  
The concept of Enhanced Geothermal Systems (EGS), also known as Hot Dry Rock, was initially 
unveiled at Fenton Hill under a project spearheaded by the Department of Energy and executed by 
the Los Alamos National Lab. This technology's principle revolves around constructing an 
underground network of fractures that link two wells. When injected into one well, the working 
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fluid traverses through these fractures, subsequently heating up and being produced from the 
second well (Ouadi et al., 2023; Gyimah et al. 2023) . 

Research on EGS systems undertaken by McClure and Horne (2014) provided insights into the 
hydraulic stimulation mechanisms pertinent to EGS systems. They explained that creating induced 
fractures in addition to hydroshearing in EGS is a possibility. Complementing this, a parametric 
study by Li et al. (2016) evaluated the impact of well completion and stimulation on EGS system 
performance. Their findings underscored the strong correlation between a high number of stages, 
enhanced net present value, and potentially higher rates, but also emphasized the need for a delicate 
balance between possible lateral length and well spacing to ensure sufficient heat extraction from 
the reservoir. However, they based their study on the assumption of a homogenous fracture 
aperture. 

Later, Wu et al. (2021b) ventured to model the fracture aperture heterogeneity within the EGS 
collab laboratory project, conducting a stochastic analysis of tracer injection/response to 
understand fracture aperture distribution underground. This knowledge was then utilized to 
decrease uncertainty through temperature decline. Okoroafor et al. (2022) further examined the 
influence of fracture aperture anisotropy and flow direction on EGS system performance, 
integrating statistical data and laboratory work from Co and Horne (2015) and Ishibashi et al. 
(2012). They demonstrated that fracture roughness and flow direction significantly affect the true 
contact area and heat recovery. Their study, however, was limited to flow and heat transfer 
modeling. In this paper, we seek to build upon their work by incorporating thermoelastic stress 
into the analysis. 

To elucidate the impact of fracture aperture anisotropy, Hawkins et al. (2020) conducted a 
mesoscale experiment at Altona Flat Rock in New York. They used tracers to comprehend the 
subterranean fracture geometry in a five-spot well configuration. The predicted fracture geometry, 
derived from a statistical distribution, was subsequently used to model heat transfer within the 
fracture. Their results suggested that heat recovery strongly relies on the fluid's flow path. 
Following this, Wu et al. (2021a) developed a model to evaluate the thermal performance of six 
observation wells based on an anisotropic fracture aperture inferred from tracer response in an 
intermediate-scale field laboratory experiment. Using the same Altona laboratory data, Bjarkason 
(2023) highlighted the substantial uncertainty related to the tracer relationship with temperature 
evolution. All these investigations underscored the correlation between fluid flow, fracture 
aperture distribution, and thermal decline. 

Guo et al. (2016) simulated a single fracture utilizing THM coupling and ran thousands of 
heterogeneous fracture aperture models to gauge the impact of fracture aperture heterogeneity on 
heat production. They found that the heterogeneous aperture delineates the flow path. Hence, 
thermal performance is improved if the flow path is longer than the path with a low resistance 
distance between the injector and the producer (the shorter path in a parallel plate model). 
Expanding on this, McLean and Espinoza (2023) used THM coupling to explore the evolution of 
thermal destressing on flow channeling and plane channeling, concluding that thermal stress leads 
to increased thermal short-circuiting. They, however, assumed a parallel plate model in their study. 

In the present study, we delve deeper into these phenomena by examining the implications of 
considering fracture aperture heterogeneity on thermal decline and injection pressure. 
Subsequently, we expand the scope of the investigation by incorporating more fractures to 
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understand the impact of uneven flow between fractures and its relationship with thermal short-
circuiting. 

2. Methodology 
2.1 Governing Equations 

The approach used is a multi-physics fully coupled hydraulic fracturing, geomechanics, and 
reservoir flow simulator. 

The flow in the reservoir is governed by Darcy flow using the following equation (McClure et al., 
2018):  

𝑞𝑞𝑐𝑐,𝑖𝑖,𝑗𝑗 = 𝑇𝑇𝑖𝑖𝑗𝑗�
𝑧𝑧𝑐𝑐,𝑝𝑝,𝑖𝑖𝑗𝑗𝑘𝑘𝑟𝑟𝑝𝑝,𝑖𝑖𝑗𝑗𝜌𝜌𝑀𝑀,𝑝𝑝,𝑖𝑖𝑗𝑗

𝜇𝜇𝑝𝑝,𝑖𝑖𝑗𝑗
�𝜙𝜙𝑝𝑝,𝑖𝑖 − 𝜙𝜙𝑝𝑝,𝑗𝑗� 

𝑝𝑝=3

𝑝𝑝=1
(1) 

Where the fluid phase 𝑝𝑝 flows from matrix 𝑖𝑖 to matrix 𝑗𝑗. The flow is subject to relative permeability 
𝑘𝑘𝑟𝑟𝑝𝑝,𝑖𝑖𝑗𝑗, flowing molar density 𝜌𝜌𝑀𝑀,𝑝𝑝,𝑖𝑖𝑗𝑗 and viscosity 𝜇𝜇𝑝𝑝,𝑖𝑖𝑗𝑗 under flow potential 𝜙𝜙𝑝𝑝. The grid geometry 
and properties upscaling are handled in parameter 𝑇𝑇𝑖𝑖𝑗𝑗. Relative permeability in the matrix is 
governed by Brooks Corey correlation while for the fracture, we assume an X-curve relative 
permeability curve.  

Flow through the fracture is governed by the difference in potential 𝜙𝜙𝑝𝑝 between fracture grids. It 
is calculated using the classical cubic law as follows (McClure et al., 2018):  

𝛥𝛥𝜙𝜙𝑝𝑝
𝛥𝛥𝛥𝛥 =

𝑞𝑞𝑝𝑝,𝑜𝑜

𝑊𝑊 �
12𝜇𝜇𝑝𝑝,𝑠𝑠

𝐸𝐸3𝑘𝑘𝑟𝑟𝑝𝑝,𝑐𝑐𝑟𝑟𝑜𝑜
� + 𝑠𝑠𝑠𝑠𝑠𝑠�𝛥𝛥𝜙𝜙𝑝𝑝� �

𝑞𝑞𝑝𝑝,𝑜𝑜

𝑊𝑊𝐸𝐸
�𝛽𝛽𝑐𝑐𝑟𝑟𝑜𝑜𝛽𝛽𝑟𝑟𝑝𝑝,𝑐𝑐𝑟𝑟𝑜𝑜𝜌𝜌𝑝𝑝,𝑠𝑠 (2) 

Where the flow in the fracture crosses a length 𝛥𝛥𝛥𝛥 for a fracture width of 𝑊𝑊 and an aperture of 𝐸𝐸. 
The fluid phase has a viscosity of 𝜇𝜇𝑝𝑝,𝑠𝑠 in a relative permeability 𝑘𝑘𝑟𝑟𝑝𝑝,𝑐𝑐𝑟𝑟𝑜𝑜. In this work the relative 
permeability curves are linear with no residual saturations. 𝛽𝛽𝑐𝑐𝑟𝑟𝑜𝑜 is a non-Darcy flow factor, and 
𝛽𝛽𝑟𝑟𝑝𝑝,𝑐𝑐𝑟𝑟𝑜𝑜 is the reciprocal of relative permeability. 

The fracture aperture are stress and pore pressure dependent. The code models both mechanically 
open and closed fractures where the pressure in the fracture is either higher than the normal stress 
or lower for the second case (McClure et al., 2018). In our study, we only inject below the fracture 
parting pressure (mechanically closed fracture). The aperture for mechanically closed fractures are 
calculated using the following equation: 

𝐸𝐸 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑠𝑠 +
1 − 𝐶𝐶𝑝𝑝𝑟𝑟,𝑐𝑐

1 − 𝐶𝐶𝑝𝑝𝐶𝐶
[𝐸𝐸𝑐𝑐𝑟𝑟 + 𝐸𝐸𝑏𝑏] (3) 

𝐸𝐸𝑐𝑐𝑟𝑟 = 𝐸𝐸0(1 − 𝛾𝛾𝑏𝑏)�
1
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𝜎𝜎𝑛𝑛,𝑟𝑟𝑟𝑟𝑟𝑟

�  (4) 

 𝐸𝐸𝑏𝑏 = (𝐸𝐸0𝛾𝛾𝑏𝑏 + 𝐸𝐸𝑝𝑝𝑟𝑟) exp �−𝑐𝑐𝑏𝑏,𝛷𝛷(𝜎𝜎𝑛𝑛 − 𝑃𝑃)�  (5) 

𝛾𝛾𝑏𝑏 = min �1.0,
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� (6)  
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Where 𝐸𝐸𝑟𝑟𝑟𝑟𝑠𝑠 is the residual aperture, 𝐶𝐶𝑝𝑝,𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum proppant volume fraction with a 
default value of 0.66,  𝐶𝐶𝑝𝑝𝑟𝑟 is the proppant value for the element. In our case, there would be no 
proppant, which brings the values of 𝐶𝐶𝑝𝑝𝑟𝑟,𝑐𝑐 to 0. This implies that the fracture aperture is: 

𝐸𝐸 = 𝐸𝐸𝑟𝑟𝑟𝑟𝑠𝑠 +  𝐸𝐸𝑐𝑐𝑟𝑟 (7) 

𝐸𝐸𝑐𝑐𝑟𝑟 = 𝐸𝐸0 �
1

1 + 9(𝜎𝜎𝑛𝑛 − 𝑃𝑃)
𝜎𝜎𝑛𝑛,𝑟𝑟𝑟𝑟𝑟𝑟

�  (8) 

𝐸𝐸0 is the maximum possible aperture above the residual value 𝐸𝐸𝑟𝑟𝑟𝑟𝑠𝑠. It is scaled based on the stress 
properties 𝜎𝜎𝑛𝑛,𝑟𝑟𝑟𝑟𝑟𝑟 which is the net effective stress where the aperture loses 90% of its maximum 
aperture. The change in these values is stress dependent. Thus, the THM modeling results would 
be influenced by these properties.  

2.2 Input and Model Description 

The fractures were generated using Sequential Gaussian Distribution with data from (Co & Horne, 
2015; Ishibashi et al., 2012; Okoroafor et al., 2022). This distribution was then assigned to local 
fractures of 3.5ft-by-3.5ft size. We generated 10,000 fractures that are connected between each 
other’s to model the flow within a fracture. The total fracture geometry was 350ft by 350ft. Figure 
1 illustrates a schematic of the approach we used to generate fracture aperture heterogeneity. The 
wells are spaced at 320 ft. 

 
Figure 1 Fracture aperture models (a) fracture aperture for heterogeneous distribution (colors are aperture 

distributions. (b) fracture aperture for homogeneous parallel plate distribution.  

The parallel plate model assumes the same aperture distribution through the whole fracture. We 
used the harmonic average of the aperture distribution of the heterogeneous model. The same 
dimensions of the fractures were kept the same with the same number of fractures. 

In both models, we have used small fractures elements with a dimension of 7ft by 7ft. We 
positioned the center of each generated fracture in a way that intersects other fractures. These 
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fractures then creates one big fracture which is the scanned fracture from the work of Okoroafor 
et al. (2022). Examples of the fractures’ realization are illustrated in Figure 2 and Figure 3.  

 
Figure 2 Fracture aperture distribution for heterogeneous model.  

 

 
Figure 3 Fracture aperture distribution for homogeneous parallel plate.  
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The injection rate was kept constant at 0.02 bpm for 50 years. The bottom hole pressure at the 
producer was kept constant at 1200 psi. The reservoir model geometry was 1000ft by 600 ft by 
100ft. These values were selected to mimic the potential interference between multiple fractures 
in enhanced geothermal wells. The rock properties were obtained from the FORGE project and are 
reported in Table 1 (FORGE, 2020). 

Table 1 Rock properties of the reservoir 

Property Value Unit 
Permeability 4e-6 𝑚𝑚𝑚𝑚 

Porosity e-7 % 
Rock Density 172 𝑙𝑙𝑙𝑙/𝑓𝑓𝑡𝑡3 

Rock heat Capacity 0.19 𝐵𝐵𝑇𝑇𝐵𝐵/(𝑙𝑙𝑙𝑙 − 𝑅𝑅) 
Rock Thermal Conductivity 1.76 𝐵𝐵𝑇𝑇𝐵𝐵/(ℎ𝐶𝐶 − 𝑓𝑓𝑡𝑡 − 𝐹𝐹) 

Coefficient of Linear Expansion 4.5e-6 1/𝐹𝐹 
Biot Coefficient 0.6 - 

 

 
Figure 4 Schematic of the base model matrix  

In the second part of this study, we modeled the plane short-circuiting of an EGS system. Figure 
5 illustrates the new schematic. The simulation has two wells. An injector and a producer separated 
600 ft. These wells are connected through a system of 100 fractures and circulate at a rate of 15 
bpm. The fracture height is 600 ft and their length is 625 ft. The fracture conductivity was assumed 
constant at 300 md. All other properties were kept the same. In this part, we sensitize the potential 
of thermal short-circuiting that can be caused by a variation in the fracture conductivity. The 
fracture aperture was changed starting from the toe of the well only by increasing fracture 
conductivity to 3000 md. Note that the thermal stress was ignored in this study. Other schematics 
for conductivity changes are going to be studied in future research. 

2787



Merzoug and Okoroafor 

 
Figure 5 Schematic of an injector and a producer for an EGS system. The blue lines are the vertical section of 

the wells. They extend with laterals through the fractures. The yellow lines are the connecting fractures 
between the two wells. 

Results and Discussion 

Figure 6 illustrates the comparative results between the parallel plate and the heterogeneous model. 
The thermal drawdown of a parallel plate model is steeper than the thermal drawdown of a 
heterogeneous model. This is mainly attributed to the least resistance flow path, which is longer 
for the heterogeneous case compared to the parallel plate model. In Figure 7, The flow velocity in 
the fracture is shown. It can be noted that the velocity distribution in the heterogeneous model 
shows a longer path compared to the shortest possible path in the parallel plate model.   

 
Figure 6 Temperature profile at the producer well for different fracture aperture models. 
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Figure 7 Flow velocity in the fracture (left) parallel plate model, (right) heterogeneous model 

Figure 8 illustrates the difference in the temperature and pressure profiles when accounting for 
thermal stress compared to when thermal stress is ignored. It can be noted that the pressure required 
to circulate the fluid when the thermal stress is ignored is higher than the pressure profile when 
the thermal stress is included in the simulation. This is mainly related to the change in conductivity 
due to the change in fracture aperture because the rock shrinks and the aperture expands. This 
results in lower pressure drops required for flow through the fractures. The second plot of Figure 
8 illustrates that the temperature profile is the same for both cases. This is mainly because the 
contact area and the rock mass are the same. Figure 9 shows the change in the aperture for (1) 
accounting for thermal stress and (2) ignoring thermal stress after 60 years of circulation.  
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Figure 8 Pressure and temperature changes for thermal stress model and non-thermal stress model. 
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Figure 9 Aperture distribution at 60 years (left) accounting for thermal stress (right) neglecting thermal stress. 

The latter section of our simulations zeroes in on the phenomena of plane channeling. For this 
segment, a well incorporating 100 fractures was modeled. These fractures were simulated to have 
a conductivity of 300 md. Various scenarios were examined in which 2%, 4%, 8%, 10%, 15%, 
20% and 25% of these 100 fractures featured a tenfold increase in conductivity to 3000 md. The 
associated thermal decline for these scenarios is graphically represented in Figure 10. We have 
observed that the impact of thermal short-circuiting is contingent on the ratio of high-conductivity 
fractures to the total fracture count. This effect can be severe by changing the flow rate. More 
comprehensive investigations will be required to substantiate these findings and shed light on the 
behavior of different well schematics and fracture properties.  

 
Figure 10 Thermal drawdown for different fracture conductivities. 
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This study encompasses a few inherent limitations that merit further attention. Firstly, the 
fracture aperture was presumed to be stress-dependent, an assumption made without the benefit 
of any laboratory measurements. While this assumption might alter the pressure profile, the 
impact of thermal stress is anticipated to remain constant. 

Secondly, the heterogeneity of plane properties was confined to the examination of the well's toe. 
It is important to acknowledge that varying configurations could yield differing outcomes. 
Consequently, an exploration of these alternate configurations and their implications will be the 
subject of future investigations. 

Conclusion 
This investigation illuminates the impact of fracture aperture heterogeneity on heat production 
within an Enhanced Geothermal System (EGS). The study establishes that aperture heterogeneity 
can lead to an different circulation path, thereby supporting a deviation of heat production when 
compared to the traditional assumption of a parallel plate model. This aligns with previous 
researchers (Guo et al., 2016; Okoroafor et al., 2022). 

Additionally, including thermal stresses results in lower parasitic pressure requirements for fluid 
circulation. Nonetheless, it does not impact the total thermal energy production, suggesting that 
thermal stress could reduce the overall operational costs in the long term. 

When examining a multistage fractured system, plane heterogeneity may lead to thermal short-
circuiting. However, the extent of this effect is largely determined by the proportion of fractures 
with high conductivity compared to the total number of fractures. It becomes apparent that this 
effect can be disregarded when this percentage is low. The findings of this study underscore the 
need for further investigations into EGS system models that account for fracture aperture 
heterogeneity and its various impacts on system performance. 
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ABSTRACT 

New Zealand is endowed with generous geothermal resources. NZ’s deeper, currently untapped, 
supercritical geothermal resources have the potential to provide a source of renewable energy. 
New Zealand’s unique Taupō Volcanic Zone tectonic setting, with its active rifting arc, producing 
voluminous magma and outstanding heat flow, delivers exceptional opportunities for geothermal 
development. Started in October 2019, the Geothermal: The Next Generation research programme 
aims to resolve the critical geological, geophysical and geochemical questions on supercritical 
reservoir formation, and identify the technological challenges of establishing supercritical 
geothermal as part of the solution for Aotearoa’s carbon neutral energy future.  

The research team is composed of New Zealand and overseas geophysicists, geologists, 
experimental geochemists, reservoir, and geodynamic modelers, as well as, economic and Māori 
strategic investment advisors. The project is focusing on three aspects: EXPLORE for future 
geothermal resources, UNDERSTAND the geochemistry of supercritical reservoirs, and 
INTEGRATE, translate, and communicate knowledge (www.geothermalnextgeneration.com). 

As part of EXPLORE the geophysics, geology, petrology and modeling team is focusing on 
revising the integrated 3D model of the southern Taupō volcanic Zone which includes the deep 
roots of Rotokawa, Wairakei -Tauhara geothermal fields and using it to model geophysics signals. 
Another example is a large-scale study refining the architecture of the Taupō Volcanic Zone 
basement and shows that the terranes boundaries is oblique dipping to the northwest.  

The UNDERSTAND experimental geochemistry team has successfully obtained new quartz 
solubility data from 375°C to 600°C and 200–270 bar. The experiments were performed using a 
unique flow-through reactor capable of reaching supercritical conditions for pure water.  

The INTEGRATE team which looked at how the regulatory framework will support or limit the 
development of deep geothermal resources. Also, the team compare the forecast of well 
performance at supercritical and subcritical conditions, the authors identified a range of output 
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with values up to 220MWh and 80MWex across a range of wellhead conditions up to 220bar with 
wellhead temperatures ranging from 250 to 420°C.  

This paper presents some of these results but as well identify the future challenges in term of 
science and how to continue these efforts into a new phase of New Zealand geothermal exploration.  

1. Introduction  
Early supercritical projects are expected to have long lead times because these very hot conditions 
(>400°C) are yet to be encountered for energy production in Aotearoa New Zealand. Supercritical 
energy is a logical next step in maintaining and expanding existing geothermal infrastructure in a 
producing geothermal field, providing an energy refresh, whilst retaining the existing land 
footprint. Unknowns include drilling location, well design, drillability, fluid handling, appropriate 
surface facilities for energy transformation, consenting, cost and more. We aim to advance 
understanding and knowledge as part of determining if supercritical is a viable geothermal energy 
opportunity for Aotearoa. 

Supercritical geothermal conditions are extensive deep in the Taupō Volcanic Zone (TVZ) above 
and in proximity to partial melt conditions, offering prospects of high temperature (400 ºC – 600 
ºC), baseload, renewable, low-carbon geothermal energy. Whilst supercritical geothermal is not a 
new idea globally, the conditions have not yet been encountered in geothermal wells drilled for 
energy production in New Zealand. Hence early New Zealand supercritical projects are expected 
to have long lead times, as technical mastery develops the level of understanding sufficient to offer 
industry-ready, economically feasible solutions.  

In order to advance this opportunity for Aotearoa New Zealand, and to ensure supercritical 
geothermal is considered in the future renewable energy portfolio, research is needed now to match 
the Government’s aspirations and environmental drivers demanding fast solutions in transitioning 
to low-carbon renewable energy.  

2. Supercritical geothermal: an opportunity for Aotearoa New Zealand  
Why drill deeper and into hotter, possibly even supercritical, geothermal conditions? 

As well as generating low-carbon, renewable electricity, geothermal energy is an important enabler 
of investment in parts of Aotearoa New Zealand’s strong and competitive business sectors. 
Geothermal energy is a contributor to a number of sectors; food and beverage, horticulture, 
renewable energy, technology and innovation, tourism, and wood processing (White and 
Chambefort, 2016; Climo et al., 2016), supporting regional economic growth and Māori socio-
economic development. Realizing supercritical geothermal would build on this success offering 
additional future investment opportunities.  

Like conventional geothermal, supercritical geothermal will be baseload and can provide sustain 
electricity to the grids compare to other renewables, limiting the need for developing reliable 
battery systems. Supercritical conditions may be an opportunity for maintaining and expanding 
existing geothermal infrastructure in a producing geothermal field, providing an energy refresh, 
whilst retaining the existing land footprint. Supercritical resources may also present an opportunity 
for new geothermal ventures beyond the boundaries of currently known geothermal resources.  
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As well as potential for energy efficiency improvement and more effective industrial heating 
processes, new industrial processing operations might be established. Current process heat supply 
from geothermal delivers usable process temperatures up to about 220°C; what opportunities open 
up if supply temperatures can be provided above 370°C? 

3. A strategic approach 
How do we move Aotearoa New Zealand’s supercritical resources from potential to reality? 

Large geothermal energy development projects are characterized by significant upfront investment 
and quite long lead times - the development of a geothermal resource, from exploratory surveys to 
operational facilities takes from years to a decade or more (Carey, 2015). Significant unknowns to 
be overcome relating to supercritical geothermal include: resource and drilling locations, 
applicability of consenting frameworks, well design, drillability (as more ductile rock conditions 
are encountered), fluid handling, fluid chemistry, deposition and corrosion risks, materials, 
appropriate surface facilities for energy transformation and more.  

A strategic approach is needed that moves New Zealand’s supercritical resources from potential 
to reality - where supercritical becomes technologically business as usual.  

To align hot, deep supercritical geothermal with New Zealand’s low carbon economy and energy 
sector aspirations, sector-wide roll out of supercritical geothermal operations ideally needs to occur 
before 2050. Working backwards, pilot and scale up demonstration of supercritical energy 
production would be needed by about 2040, and thus, the first exploration wells need to be drilled 
by about 2030. To reduce the time to achieving earlier deployment, early and greater investment 
in these workstreams is necessary, focusing on the areas that have potential to delay or derail 
progress. The research and investigations required will need to be undertaken in parallel. Risk 
sharing and other incentivization mechanisms might usefully be implemented to assist in attracting 
investment funding to progress exploratory drilling, and pilot plant and scale up activities. 

4. Key highlights from the program 
The programme focusses on three different aspects: Explore for future geothermal resources, 
Understand the geochemistry of supercritical reservoirs, and Integrate, translate, and 
communicate knowledge (www.geothermalnextgeneration.com). In the following sections we are 
presenting some selected key results from these projects.  

4.1 Explore 

A combined disciplines approach workshop between scientists led to the selection of geothermal 
exploration targets to site a potential supercritical exploration well. The Southern Taupō Volcanic 
Zone (TVZ; Rotokawa, Tauhara, Wairakei geothermal areas) and the North of Okataina area are 
proposed as key exploration locations. 

A new Total Magnetic Intensity grid, built on the North Island TMI integrated grid (Barreto and 
Caratori-Tontini, 2022) that includes offshore magnetic data that has been constructed for use in 
Curie Point Depth (CDP) calculations. This new grid is the first update to part of the Zealandia 
magnetic map in more than 20 years. This map provides a fundamental geoscience resource for 
the Zealandia continent. Three-D inversion work of gravity and magnetic anomalies in Wairakei-
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Tauhara and Rotokawa geothermal fields has commenced. These models are extending knowledge 
based on extensive drilling in these fields and extend our interpretations to depths beyond drill 
hole penetration. 

Data from regional gravity surveys over the southern Taupō Volcanic Zone (TVZ) were merged 
with microgravity data from Wairakei-Tauhara and Rotokawa geothermal fields and processed for 
Bouguer gravity anomalies using a correction density of 2.67 g/cc (Figure 1). These observed 
anomalies were compared with the calculated gravity response from forward modelling of a 
geological block model constructed using information from drilling. For each forward model, 
density contrasts of rock units were adjusted (within range of known densities from drill cores) 
and the difference (residual) between observed and calculated gravity values computed. Further 
adjustments to density contrasts could not achieve a mean misfit closer to zero than 4.07 mGal. 
This suggests that changes to geometries of rock units are needed to get a better agreement between 
observed and calculated gravity values, particularly those units that contribute to large residuals 
(positive or negative). For example, the depth to top of the Torlesse Greywacke unit (pink) at the 
southeast corner of the geological model can be made shallower to produce higher calculated 
gravity values. This is an area where greywacke depths are not constrained by wells and gravity 
data can provide a good depth estimate.  

 

Figure 1. Plot of observed Bouguer gravity anomalies over the Wairakei-Tauhara area compared with 
calculated gravity anomalies from a geological model. 

We also have been able to successfully advance the state of knowledge of TVZ crustal structure 
beyond what we knew three years ago. We can decide between the vertical and dipping terrane 
contact options. Two main results are visible in the Figure 2: (1) most of the hot, deep crust under 
Taupō Volcanic Zone – crust that is absorbed by ascending magmas – is probably floored by 
Torlesse Terrane, not Waipapa Terrane; (2) supercritical geothermal target zones in eastern TVZ 
will be hosted in Torlesse Terrane and will be unaffected by complications related to terrane 
contact faults and fractures (Mortimer et al., 2023). 

2799



Chambefort 

 5 

 

Figure 2. Drawn-to-scale section across Taupō Volcanic Zone. The new xenolith data show the gently-dipping 
terrane contact. Potential supercritical geothermal sites under eastern TVZ will not be influenced by 
terrane contact structures. 

 

4.2 Understand 

Under Project UNDERSTAND, the most important outcome is the establishment of a unique 
research facility for experimentation on fluid - rock, fluid - infrastructure interactions under 
supercritical conditions. This is providing a fundamental resource for the testing of materials and 
will support engineering projects into the future. 

One of the highlight from the program has been new experimental data constraining quartz 
solubility under supercritical conditions. 

Figure 3. Schematic diagram of the experimental conditions using the Supercritical set up at the Experimental 
Geochemistry Laboratory at the GNS Science Wairakei Research Centre and new solubility curve for 
quartz (Rendel and Mountain, 2023). 

 

The solubility of quartz in deionized water has been determined experimentally from 375˚C to 
600˚C and 200 bar to 270 bar. The experiments were performed using a unique flow-through 
reactor The solubility of quartz in deionized water has been determined experimentally from 375 
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˚C to 600 ̊ C and 200 bar to 270 bar. The experiments were performed using a unique flow-through 
reactor capable of reaching supercritical conditions for pure water. The results cover the 
approximate range of temperature and pressure expected to be found in deep geothermal systems 
where supercritical conditions could be expected. Quartz solubility has not been previously well-
defined in this region and will be a crucially important parameter during engineering and 
thermodynamic design of and future supercritical geothermal development. 

4.3 Integrate 

Long term strategic thinking is delivered under Project INTEGRATE. To align hot, deep ultra-hot 
geothermal with New Zealand’s low carbon economy and energy sector aspirations, sector-wide 
roll out of supercritical geothermal operations needs to occur before 2050. Working backwards, 
pilot and scale up demonstration of supercritical energy production would be needed by about 
2040, and thus, the first exploration wells need to be drilled by about 2030. A supercritical 
geothermal strategy for Aotearoa New Zealand is being developed, and preparatory and pre-
planning work, including an International Continental Scientific Drilling Program proposal, is 
underway (e.g., geoscience, exploration, well design, regulatory assessment, social engagement) 
to work towards drilling a deep exploratory well in the next decade. 

Integrate is the third pillar of the Geothermal the Next Generation research programme where 
communication of research outcomes, reports and thought pieces inform parties and stakeholders 
interested in superhot geothermal. Integrate has been active in preparing papers, in attending and 
presenting at conferences, in running webinars and through the GNG website which is the main 
vehicle for communicating to stakeholders and the public in general.  The web site has two parallel 
language sites; one in te reo Māori https://mi.geothermalnextgeneration.com and the other in 
English https://www.geothermalnextgeneration.com/.  

Figure 4 is a screen shot of the updates page to the web site which has articles regularly added as new material 
becomes available. 
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As well as the range of material already produced by the Integrate team on: 

• Regulatory Planning aspects (Kissick et al 2020, Kissick et al 2021, Kissick et al 
2023(a+b)), 

• Commercial arrangements associated with current large scale geothermal energy 
developments (Climo et al., 2022), 

• Modelling production outputs of superhot wells (Rivera and Carey, 2023, Rivera, 2023), 
• Preparation for exploratory drilling (Carey et al., 2021a, Carey et al., 2021b, Kissick et al., 

2023b),  
• Publications in the proceedings of the World Geothermal Congress 2023 (Bromley and 

Carey, 2023, Carey and Chambefort, 2023, Carey et al., 2023, Kissick et al., 2023),  

and there is work underway on. 

• A report documenting an Inventory of New Zealand’s supercritical resource potential,  
• A Market Proposition report for superhot / supercritical geothermal in New Zealand, and  
• The Supercritical Heat Strategy for New Zealand (2020-2050) that will be prepared during 

2024 with the aim of moving supercritical to deployable by 2040 with wider rollout 
beyond, being well aligned with NZ’s 2050 “zero carbon” energy aspirations.   The strategy 
will be complementary to geothermal activity that is already occurring.  

Follow us on the website, facebook or linkedin to keep abreast of releases. 
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ABSTRACT 

High enthalpy SuperHot Rock (SHR) Engineered (or Enhanced) Geothermal Systems (EGS) 
(>375 °C) are gaining recognition as one of the most promising paths to scale clean, firm, cost-
competitive geothermal electricity production worldwide, but significant scientific and 
development uncertainty surrounds these potential high-value resources. In this paper, we discuss 
the technologies needed to create SHR reservoirs and describe critical gaps where targeted public 
and private investment can break down roadblocks.  

We begin with a brief review of existing SHR wells and describe insights from these experiences 
as they pertain to SHR EGS reservoir creation. Then we describe the utility and challenges of 
working from reservoir analogs in economic mineral deposits formed at similar pressure, 
temperature, and permeability conditions. Finally, we describe two distinct heat extraction 
techniques for engineered geothermal systems, stimulated rock volumes and closed-loop, before 
exploring the current state-of-the-art and gaps. 

Creation and operation of superhot engineered geothermal systems involve risks and opportunities 
that need to be further evaluated by lab testing and field demonstrations, such as a) well and tool 
integrity, b) fluid-rock-casing interactions, c) reservoir management and longevity, and d) the 
possibility of felt or damaging injection-induced seismicity. The technology development and 
testing needed to plan for, drill to, characterize, and mine heat from SHR include: a) numerical 
models, b) laboratory studies of rock geomechanics, fluid dynamics, and fluid-rock interaction at 
SHR conditions, c) SHR materials and equipment – drill bits, drill string, proppants, diverters, 
sealants, instruments, and zonal isolation tools, and d) for SHR EGS reservoir creation, stimulation 
tools, and methods, tested at wellbore and reservoir scales. 

The scope of the challenge invites collaboration between geothermal and oil and gas operators, 
and those with broader expertise in deep, higher-temperature geologic systems, such as economic 
geologists and metamorphic petrologists, or engineers and laboratories that routinely work in 
superhot and supercritical conditions. 

1. Introduction 
Recovery of just 2% of the thermal energy stored in hot rock 3 to 10 km below the continental US 
is equivalent to 2000 times the primary US energy consumption (Tester et al., 2006). By 
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developing these resources, clean, firm renewable geothermal power becomes possible virtually 
anywhere. Over the past few decades, most engineered geothermal system (EGS) R&D and 
deployment has focused on resources less than 200 °C. However, the goal of economic EGS 
anywhere may not be achievable unless power production per well can be significantly improved. 
There are three ways to increase power production per well: increase flow rate, increase flow 
temperature, or both. Cladouhos et al. (2018) proposed that drilling into superhot rock (SHR) 
resources and producing high-enthalpy fluids (>2100 kJ/kg) is one of the most promising potential 
paths to scale clean, firm, cost-competitive geothermal electricity production worldwide. In this 
paper, we update that argument and focus on the current status of technologies and geoscience 
needed to create SHR EGS reservoirs to mine heat and produce power.  

We use the term superhot rock (SHR) to refer to systems with formation temperatures above 
375 °C. The “super” adjective has two sources. First, “super” is a progression of existing 
terminology used in the O&G industry – High Pressure High Temperature (HPHT) (150-205 °C), 
ultra HPHT (205-260 °C), and extreme HPHT (260-300 °C) (Shadravan and Amani, 2012). 
“Super” at 375 °C avoids any overlap with these classes. Second, pure water is in a “supercritical” 
state at temperatures above 374 °C and pressures above 22 MPa (Figure 1). Under these 
conditions, the density and viscosity of pure water decrease, and the enthalpy of the fluid increases. 
Due to the compelling properties of supercritical fluids, much emphasis has been placed on 
“supercritical” resources. However, as discussed in Driesner (2021), the terminology around these 
systems varies and fluid encountered or produced from superhot wells may not be accurately 
characterized as “supercritical.” Several dozen or more wells have encountered temperatures in 
excess of 375 °C (Figure 2), but the reported pressures are often not >22 MPa (Kruszewski and 
Wittig, 2018), suggesting the native fluid is superheated, but not supercritical. Even in truly 
supercritical resources, as fluid flows up a well, the pressure may drop below the critical pressure 
and the produced fluid flowing through a turbine will likely not be supercritical (McClure, 2021). 
However, getting fluid to the surface while maintaining pressure above 22 MPa is possible; the 
Habanero well pair in the Cooper Basin, Australia produced 19 kg/s of 215 °C (not superhot) water 
with a production wellhead pressure of 32 MPa and an injection well pressure of 43 MPa (Hogarth 
and Bour, 2015). In any case, we prefer a temperature-only and more generic definition “superhot.”  

Naturally occurring supercritical resources found near young magmatic intrusions are outliers even 
in producing hydrothermal fields (Figure 2) and are not scalable for global geothermal energy 
production. However, SHR resources, rock hotter than 375 °C, occur everywhere on the planet, at 
depths dependent on the local temperature gradient. Therefore, to achieve the goal of scalable, 
clean, firm, cost-competitive geothermal electricity production worldwide, developing the 
technologies to create engineered superhot rock geothermal systems in low permeability rock 
could prove transformative and worth the additional effort and investment. 

Superhot rock engineered geothermal systems can be globally scalable because they can 
theoretically compete with most other forms of electricity production due to dramatically increased 
enthalpy and the possibility of higher flow rates from reduced density and viscosity (Uddenberg, 
2021; Uddenberg et al., 2022) (Figure 1). The most complete description of the energy of a 
geothermal fluid is enthalpy. As steam fraction, pressure, and temperature change in the journey 
from formation into and up the well, enthalpy will only be reduced by minimal heat loss to the 
formation along the wellbore (which can be mitigated by using insulted casing or, if conventional 
casing is used, will drop with time as the well-adjacent rock heats up). Superhot geothermal 
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systems may produce fluids with usable enthalpy greater than 2100 kJ/kg at the surface compared 
to an enthalpy of ~700 kJ/kg for a 190 °C EGS resource (Figure 1). The higher enthalpy of the 
produced fluid results in much higher thermal-to-electricity conversion efficiency and less 
parasitic load (Moon and Zarrouk, 2012) as a steam power plant would be connected to the SHR 
wellfield rather than a binary power plant (Figure 1). 

 

Figure 1: Pressure vs Enthalpy graph for pure water showing conditions at the wellhead or inlet to the power 
plant typically encountered in lower temperature EGS, conventional hydrothermal fields, and the promise of 
SHR geothermal.  

Augustine et al. (2023) suggests that achieving the 2021 US DOE Energy Earthshot of $45/MWhr 
can be achieved for EGS at 175 °C but at much higher flow rates (125 kg/s) than has been 
demonstrated in even the most successful EGS projects to date (Norbeck and Latimer, 2023). 
Levelized cost of electricity (LCOE) targets of $20-35/MWhr (Hill et al., 2021) and $46/MWhr 
(Cladouhos et al., 2018) have been calculated for SHR EGS at flow rates of 80 kg/s. In all three 
scenarios, the projected costs assume an "nth of a kind” (NOAK) plant after technology de-risking 
and reduced costs due to mass manufacturing. The cost of electricity from the first of a kind 
(FOAK) plant and its immediate successors will likely be much higher as EGS developers learn-
by-doing. Identifying uncertainty and improvements needed to start at FOAK and continue to 
NOAK is a key purpose of this paper.  

Superhot geothermal resources have caught the attention of the general public and interested 
investors. Much of the focus in the public press (i.e., Morenne, 2022; Newcomb, 2022; Raz, 2022; 
Thompson, 2022; Rassenfoss, 2023) has been on drilling to the SHR resource. Left unaddressed 
in these stories are the methods or technologies to extract the heat from SHR resources once it is 
reached by a drill bit. In the professional literature, others have reviewed the general challenges 
and technological needs for supercritical and SHR geothermal systems (Dobson et al., 2017; 
Reinsch et al., 2017; Lu, 2018; Petty et al., 2020; Driesner, 2021; Ingason and Kristjansson, 2021; 
Petty, 2022; Petty et al., 2023). In this paper we focus on the challenges and opportunities of 
reservoir creation: from rock-mass characterization using reservoir analogs and geomechanical 
results needed for project design to relevant subsurface engineering such as drilling, well logging, 
well completion, zonal isolation methods, and seismic monitoring. The goal of the paper is to 
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identify knowledge gaps requiring future research and development. In the example of an SHR 
engineered geothermal system created using hydraulic fracturing techniques, some of the most 
important gaps include: 

• Integrated, physics-based, validated fracture propagation models which fully account for 
rock mass heterogeneity, supercritical fluid properties, and rock properties near the brittle-
ductile transition. 

• Field and laboratory data to validate and constrain modeling assumptions. 
• The role of natural fractures or other mechanical heterogeneities on fracture propagation 

and connectivity in SHR resources. 
• Supportable projections for fracture propagation size and operating flow rates, the 

parameters most critical for SHR EGS power generation, longevity, and thus LCOE.  

To shed light on these and other questions, we reviewed the conditions encountered in wells 
already drilled into SHR geothermal resources. In addition, because relatively few wells have been 
drilled in SHR conditions, we searched for reservoir analogs that may provide the best reservoir-
scale insight into geomechanics, fracture mechanics, and fluid-rock interaction until an SHR EGS 
pilot can be completed. The observations made in reservoir analogs can be compared to laboratory 
results and used to calibrate geomechanical, geochemical, and reservoir models.  

2. Background 
2.1 Geologic Highlights and Drilling Challenges from Existing SHR wells 

Superhot rock resources have been described in association with traditional hydrothermal fields 
since at least the 1980s (Gianelli and Scandiffio, 1989; Steingrimmson et al., 1990; Zan et al., 
1990; Fournier, 1991; Muraoka et al., 1998), with the intentional search for supercritical 
temperatures accelerating in recent years as part of joint industry, government, and academic 
efforts in Iceland, Japan, Mexico, New Zealand, and recently in the US. The details of these efforts 
are synthesized in Reinsch et al. (2017), Kruszewski and Wittig (2018), Bromley et al. (2021), and 
Hill et al. (2022). Here we highlight observations from these high-temperature experiences that are 
especially pertinent to issues of reservoir creation and management.  

First, although existing SHR wells have been drilled in volcanic terrains, reservoir lithologies 
encountered in these wells include igneous, sedimentary, and metamorphic rock units. Well-
known, high-temperature resources at The Geysers, Salton Sea, Taupo, and Campi Flegrei all 
include sections of clastic sedimentary reservoir rocks, such as sandstone, greywacke, and shale. 
In Acoculo, Mexico, and Latera, Italy, reservoir rocks include carbonates (limestone, marble, 
skarn). Fractured intervals in heterogeneous metamorphic rock (phyllite to gneiss) host 
supercritical fluids in the Larderello geothermal field in Italy. And volcanic, volcaniclastic, and 
plutonic host lithologies have produced superhot temperatures in Iceland, Hawaii, and Japan. Even 
in plutonic-hosted systems, mineralogy ranges from mafic to felsic, which has implications for the 
thermal conductivity and mechanical behavior of fractured reservoirs at elevated temperatures. 
Despite the significant emphasis placed on improved drilling rates and outcomes in high-
temperature crystalline rock, reservoir stimulation strategies and reservoir modeling should 
anticipate a full suite of host rocks; granitic rocks should not be considered the only reservoir 
targets during exploration or modeling. On one hand, this increases the complexity of designed 
systems, as rock properties, mineralogy, fracture networks and mechanical discontinuities may be 
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quite varied between potential SHR EGS sites (e.g., Watanabe et al., 2017a). However, on the 
other hand, the native state of potential SHR EGS sites may be simpler than typical hydrothermal 
sites, which tend to form in structurally complex, tectonically active areas; that is what creates and 
maintains the permeability that allows convection. EGS targets will have heat but not permeability, 
so are likely to be less complex and active than hydrothermal sites, which should reduce drilling 
and stimulation risks. 

Figure 2. Temperature versus depth for SHR wells and producing geothermal fields described in Zan et al. 
(1990), Wamalwa et al. (2016), Kruszewski and Wittig (2018), and Ball (2022). The boiling-point-with-depth 
curves after Haas (1971) assume a pressure gradient imposed by a near-boiling hydrostat to the surface. 
Critical points of different fluid compositions after Bischoff and Pitzer (1989). The nominal mean reservoir 
depth and temperature of producing hydrothermal fields around the globe scaled to generating capacity after 
Callahan (2018). Wells >550 °C which intersected magma in Iceland (Elders et al., 2014), Kenya (Ball, 2022), 
and Hawaii (Helz and Wright, 1983; Teplow et al., 2009) are not shown. 

Second, the composition of high-temperature fluids encountered in superhot wells has been 
diverse, which has an elevated impact on reservoir behavior near the critical point of fluids. An 
example of this difference occurred in Iceland between drilling IDDP-1 and IDDP-2. Both wells 
are broadly located in the same tectonic setting, but IDDP-2 in the Reykjanes area encountered 
hydrothermal fluids with a higher salinity due to communication with sea water at depth 
(Friðleifsson, 2017). In addition to compositional variability related to fluid source and 

2808



Cladouhos & Callahan 

compositional changes related to magmatic-hydrothermal processes, host rock lithology will also 
impact the properties and behavior of fluids in engineered fracture volumes at SHR conditions. 
We see this impact in unusual fluid chemistry in hydrothermal systems hosted in carbonate and 
sedimentary reservoirs (e.g., elevated Li, B, NH3, F in Latero (Gianelli and Scandiffio, 1989)) or 
exceptionally high brine contents in the Salton Sea (Stimac et al., 2017). The composition of fluid 
has demonstrated impact on wellfield infrastructure (corrosion, erosion), but also the properties of 
the fluids in an engineered reservoir: the critical point of water depends on the character and 
quantity of dissolved solids (Figure 2). For instance, the critical temperature of seawater (3.5 wt% 
NaCl) is ~407 °C, and in magmatic/hydrothermal brines (~14 wt% NaCl) the critical temperature 
and pressure are >500 °C and 58 MPa (Bischoff and Pitzer, 1989). The complexity of native fluid 
chemistry and the impact this has on fluid properties near the critical point is well described in 
Driesner (2021) and may represent a significant challenge for future SHR reservoir modelers and 
engineers during operation of natural SHR hydrothermal systems and creation and operation of 
SHR engineered geothermal systems.  

Fortunately, fluids circulated through an engineered geothermal system are likely to be much less 
corrosive and laden with total dissolved solids than native supercritical fluids. Native fluids are 
sourced from magma that may include volatile, corrosive gases and/or meteoric fluids which have 
achieved equilibrium with the formation over thousands of years. In contrast, EGS fluids will be 
in contact with reservoir rock for a short time period (months), and have little time to equilibrate 
with the formation, although equilibration times could be quite short at SHR conditions. The 
tendency for undersaturated EGS fluids to dissolve and then precipitate minerals will need to be 
further studied and is identified below as a knowledge gap.  

Third, several wells exhibit interesting behavior that may highlight the importance of the brittle-
ductile transition in SHR reservoirs. The brittle-ductile transition (BDT) is a transition that occurs 
at high temperatures in rock that will impact the mechanics of drilling, well completions, hydraulic 
stimulation and EGS operations. In this transition, deformation gradually changes from 
brittle/localized to ductile/distributed. But many variables control this transition, including strain 
rate, rock type, and fluid content (Violay et al., 2010; Violay et al., 2012; Violay et al., 2015; 
Parisio et al., 2019b; Acosta et al., 2021). For example, at lab strain rates (10-5 s-1) the BDT occurs 
around 800 °C in quartz and feldspar-rich rocks (i.e., granites), while at tectonic strain rates (10-14 
s-1) the BDT is at 400 ±100 °C (Violay et al., 2017). For basalts, the BDT is at 850 °C for lab strain 
rates and 550 ±100 °C at tectonic strain rates (Violay et al., 2015) (Table 1).  

An apparent transition to more ductile behavior was described in WD-1a at Kokkanda, Japan 
(Figure 2). Hydrothermal circulation was documented to ~3100 m and 380 °C. However, below 
3100 m, fractures diminished and temperatures increased linearly to 500 °C at the bottom of the 
well (3729 m), consistent with conductive heat transfer and reduced permeability within the brittle-
ductile transition zone (Muraoka et al., 1998). Similarly, an increased rate of penetration and 
temperature gradient in Vennelle-2, Larderello, Italy, at 2.9 km and 507 °C may have indicated 
the onset of ductility and/or supercritical conditions (Baccarin et al., 2019). The pressure and 
temperature conditions in the transition zone in this well are not well constrained, but in other 
wells that did encounter SHR temperatures in Larderello, Nesjavellir, The Geysers, and Salton Sea 
greater-than-hydrostatic fluid pressures have been reported (Fournier, 1991; Dobson et al., 2017; 
Kruszewski and Wittig, 2018). The reduction in permeability and increase in fluid pressure in the 
BDT may be ascribed to changing rock rheology (Manning and Ingebritsen, 1999; Watanabe et 
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al., 2017b; Acosta et al., 2021) or enhanced mineral precipitation and sealing (Fournier, 1991; 
Dobson et al., 2021). The rheology of rocks near the brittle-ductile transition may present 
challenges to fracture stimulation and sustainability in SHR reservoirs, especially in felsic or 
quartz-rich rocks that become ductile at lower temperatures than in mafic rocks (Fournier, 1999). 
Alternatively, some have suggested that aspects of this behavior may be desirable by reducing 
seismic hazards and leak-off in engineered reservoirs below the BDT (Muraoka et al., 2014). 

Table 1. Strain Rate, Temperature, Lithology, and BDT 

Limit of Dilatant Brittle Deformation (Onset of Ductile Deformation) 
lithology laboratory strain rate (10-5/s) tectonic strain rate (~10-14/s) reference 

mafic (basalt) up to 850 °C 450-650 °C Violay et al. (2015) 
felsic (granite) up to 800 °C 300-500 °C Violay et al. (2017) 

 

2.3 Evaluating Reservoir Analogs in Magmatic and Metamorphic Systems 

The physical properties and chemical processes likely encountered in SHR hydrothermal and EGS 
projects are expected to be distinctly different from those encountered in lower-temperature 
hydrothermal systems. For this reason, it may be useful to look to analogs observed in magmatic 
and metamorphic assemblages to better understand 1) the physical and chemical processes 
governing the behavior of supercritical fluids and the behavior of reservoir rocks near the brittle-
ductile transition, and 2) describe the lithologic and structural framework of specific SHR projects 
from outcrop as targets for development emerge. Siliciclastic, carbonate, and fractured basement 
outcrop analogs are used in this way in oil & gas endeavors to improve conceptual models, identify 
laboratory test conditions, validate analytical models, and obtain suitable laboratory test specimens 
(Zeeb et al., 2013; Kolawole et al., 2019; Callahan et al., 2023). However, the selection of 
appropriate outcrop analogs is not trivial. 

Several SHR wells have encountered hydrothermal systems and very high temperatures associated 
with young granitic intrusion, inviting comparisons with granitic porphyry-style mineral deposits 
and outcrops (Bando et al., 2003; Tsuchiya, Yamada and Uno, 2016; Amanda et al., 2022). 
Porphyry-style mineral deposits are critically important contributors to Cu, Au, Mo and are 
arguably some of the most well-studied mineral systems in the world (Sillitoe, 2010; Reed et al., 
2013). They form in plutonic systems emplaced in rapidly exhuming contractional magmatic arcs 
from 2 to greater than 5 km depth, with environments ranging from magmatic to epithermal, 
include hypersaline magmatic to dilute meteoric fluids, and pressures transitioning from lithostatic 
to hydrostatic through the BDT. Boiling or phase separation results in the generation of hypersaline 
brines and vapor phases, each with evolving physical properties, including transitions back and 
forth between fluid-like or vapor-like behavior as the compositions evolve toward or away from 
their respective critical points. Mineral deposition and self-sealing along with ductile deformation 
around these systems contribute to increases in fluid pressure from hydrostatic toward lithostatic 
(Fournier, 1991; Dutrow and Norton, 1995; Fournier, 1999; Redmond et al., 2004), which may 
drive repeated cycles of hydrofracturing, brecciation, pressure decline, and resealing. Pressure 
fluctuations may change the solubility of minerals like quartz, driving cycles of dissolution and 
precipitation even in isothermal conditions (Rusk and Reed, 2002).  

2810



Cladouhos & Callahan 

There are intriguing observations from the porphyry deposit literature that may have parallels in 
SHR reservoirs. First, the transition between hydrostatic and lithostatic pressure, possibly related 
to sealing/rupturing cycles and/or fracture closure due to more ductile behavior, is reported from 
multiple porphyry ore deposits, and encountered in SHR wells in The Geysers, Salton Sea, Iceland, 
and Japan (Fournier, 1999). Based on these observations, lower permeability and higher ambient 
fluid pressure, and potentially very dynamic changes in pressure, may need to be considered in 
SHR EGS development. Second, changing fracture styles, from more diffuse and irregular to 
longer and more planar, have been described from porphyry systems and SHR outcrops that 
transitioned from ductile to more brittle behavior (Henley and Berger, 2000; Sillitoe, 2010; 
Amanda et al., 2022). This is potentially mirrored in high-temperature deformation experiments 
described below (Goto et al., 2021b) and suggests that the resulting fracture cloud networks may 
significantly weaken rocks at the microscale and need different modeling approaches.  

As SHR EGS development expands beyond magmatic regions with elevated geothermal gradients, 
the suite of appropriate reservoir analogs may broaden to include non-magmatic ore deposits, 
regional metamorphic belts, and even deep sedimentary basins. Greenschist facies temperatures 
(300-500 °C) and minerals have been reported in several high-temperature and SHR environments, 
including wells in The Geysers (Fournier, 1991), the Salton Sea (Swanberg, 1983; Cho et al.,  
1988; Shearer et al., 1988), and on the flanks of Newberry Volcano, Oregon (Waibel, Frone and 
Jaffe, 2012). Although these specific sites are peripheral to magmatic systems, they invite analogy 
with orogenic mineral deposits hosted in greenstone to amphibolite facies metamorphic conditions, 
where lower salinity fluids and both brittle and ductile features are often encountered (Sibson et 
al., 1988; Cox, 2005; Mancktelow and Pennacchioni, 2005; Lawley et al., 2023; White et al., 
2023). This is a knowledge gap that may benefit from engaging with economic geologists, who 
may be able to evaluate whether this analogy could provide the geomechanics data currently 
missing from SHR EGS conceptual models and designs. 

Of particular interest to SHR EGS reservoir creation in these analogs will be the properties of fault 
and fracture networks in low permeability rocks. Decreasing permeability and porosity of the crust 
with depth has been described by many (i.e., Manning and Ingebritsen, 1999; Ingebritsen and 
Manning, 1999, 2010; Manga et al., 2012). Scibek (2020) presents a particularly relevant, recent, 
systematic, and multidisciplinary compilation of permeability measurements of fault zones 
measured in wells. For the EGS wells captured in this database (Fjallback in Iceland, Urach in 
Germany, Kakkonda and Ogachi in Japan, Habanero in Australia, Basel in Switzerland, GPK-
1/2/3 in Soultz-sous-Forêts, France, Fenton Hill, and Raft River in USA) the permeability 
measurements before, during, and/or after stimulation are given, providing a comparison between 
native permeability and what can be engineered (Figure 3). Also shown are field-wide permeability 
estimates for commercial geothermal fields, which are generally greater than 3x10-13 m2 (300 mD). 
The curves from Manga et al. (2012) show permeability with depth curves for undisturbed crust 
and disturbed crust – the latter being distinguished by the occurrence of earthquake swarms and 
fluid movement. The consistently low permeability measured in deep (>3000 m) wells outside of 
hydrothermal fields illustrates that heat mining cannot rely on preexisting permeability and that to 
make “geothermal anywhere” a reality an engineered system is needed. There are currently two 
end-member approaches to this engineering challenge: closed-loop geothermal systems (CLGS), 
which do not attempt to change the permeability of the formation, and engineered geothermal 
systems (EGS), which do.  
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Figure 3: Graph of permeability data from Scibek (2020) and Manga et al. (2012). Large blue dots are for field-

wide estimates of permeability or cannot be attributed to individual faults; thus, are in the “excluded” 
portion of Scibek’s fault permeability database. EGS wells after stimulation are also in the “excluded” 
portion of database due to not being a natural state permeability measure. Both data sets are useful for 
this purpose. Arrows link permeability in zones before and after stimulation. Newberry (NEGSD) data 
from Cladouhos et al. (2015). Abbreviations: NHS GF = Neal Hot Springs geothermal field, USA, EGS 
projects: Fj = Fjällbacka, Sweden, FH =Fenton Hill, USA, DP = Desert Peak, USA, RRG-#= Raft River, 
USA, P-32 = NW Geysers, USA, GPK-# = Soultz-sous-Forêts, France, Hab = Habanero, Australia, Kakk= 
Kakkonda, Japan. Urach-# = Urach, Germany, bs=before stimulation, ds=during stimulation, as= after 
stimulation.  
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Figure 4: Heat mining approaches to EGS described in text. 

2.5 Stimulated Rock Volumes - EGS 

2.5.1 Conceptual models and results of representative EGS projects 

In the simplest case, an engineered geothermal system comprises two wells connected via an 
engineered fracture network which allows heat mining in large volumes of rock between the wells 
(Figure 4 b,c,d). Since the first project at Fenton Hill (Brown et al., 2012; Kelkar, et al.,  2016; 
Norbeck et al.,  2018), several EGS pilot projects have been executed around the world but only a 
few are operational and producing power, for example, Soultz-sous-Forêts in Alsace France 
produces about 1.7 MW from 150 °C fluid (Ravier et al., 2019). One of the highest temperature 
EGS hydraulic well stimulations attempted so far was in 2014 in a well with a BHT of 320 °C at 
Newberry Volcano, Oregon, U.S.A. (Cladouhos et al., 2016).  

Comprehensive reviews of the broad challenges and performance indicators of past EGS projects 
are given by Breede et al. (2013), Grant (2016), and Pollack et al. (2021). McClure and Horne 
(2014) reviewed ten historical EGS projects with a focus on EGS reservoir creation and the 
considerable debate about the mode of brittle deformation in past EGS projects. Simple conceptual 
models from their review are shown in Figure 5. Pure opening mode (POM) is the classic concept 
of hydraulic fracturing in which high-pressure fluids are pumped into a rock formation, exceeding 
the strength of the rock, and creating fractures that open against the minimum stress. Pure simple 
shearing (PSS) is the concept of hydroshearing, in which large-volume, lower-pressure injection 
induces slip and self-propping on pre-existing, optimally oriented fractures. Mixed-mechanism 
stimulation (MMS) is what the authors proposed occurred in many of the past EGS projects they 
evaluated. And finally, primary fracturing with shear stimulation leak-off (PFSSL) is a hybrid of 
all three modes listed above. Of particular relevance for SHR EGS projects: developers will need 
to choose a conceptual model, well and stimulation design based on the geologic setting, 
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temperature limits of tools and materials, and whether a new well will be drilled or an existing 
well repurposed. 

Shear stimulation or hydroshearing (Figure 4b) as an EGS technique has been successfully 
performed in open hole completions where sufficient, well-oriented, preexisting fractures could be 
stimulated and connected to existing permeability and wells. Several projects in the Rhine Graben 
of France and Germany, such as Landau and Soultz-sous-Forêts, have seen success both 
technically and economically at relatively low temperatures (150-170 °C) using this technique 
(Genter et al., 2016). 

AltaRock’s Newberry EGS demonstration project was performed in an existing hot, dry well 
drilled in 2008 for geothermal exploration. An open hole stimulation at a wellhead pressure near 
the minimum principal stress (hydroshearing) was performed with a pumped diverter to stage 
multiple zones at temperatures up to 320 °C. This method achieved an improvement in injectivity 
and permeability of 5-10x; however, given the ultralow baseline permeability (10-17 m2, 10 µD) of 
the treatment well, an improvement of over 100x was needed (Cladouhos et al., 2015). Further 
study has indicated that the existing fracture population and stress tensor may not have been as 
suitable for hydroshearing as expected (Aguiar and Myers, 2018).  

Just this year, Fervo’s Project Red adjacent to an operating conventional geothermal field at Blue 
Mountain, NV, became the first EGS project to fully implement an O&G drilling, completion, and 
hydraulic fracturing approach (Figure 4d) with two parallel, 1 km long horizontal, fully cemented 
laterals, and plug-and-perforate stimulations with sand proppant. During a 37-day production flow 
test, a peak flow rate of 63 l/s of 169 °C fluid was achieved and a net power production of 1.5-
2.0 MWe estimated (Norbeck and Latimer, 2023). 

The Fervo project is arguably the most successful EGS project yet when considering increased 
permeability and the resulting flow. Project Red has enlightened many to the possibility of making 
geothermal power possible anywhere. However, the lower enthalpy of the production fluids 
(700 KJ/kg) in comparison to that anticipated from an SHR well (>2100 KJ/kg, Figure 1) will cap 
the power production potential of any lower-temperature EGS well and may ultimately limit its 
ability to compete with other low-cost, firm power sources on a global scale. There are three ways 
to increase power production per well: increase flow rate, increase flow temperature, or both. The 
laterals of the Project Red wells land at 191 °C because the currently available tools for plug-and-
perforate stimulations max out near 200 °C, which is the upper limit of the gas generation window. 
Thus, to continue with the same tools, the only option to increase generation will be to increase 
the flow rate by drilling 50-100% longer laterals and stimulating more stages (Norbeck and 
Latimer, 2023), further increasing the system cost. The goal of SHR Engineered Geothermal 
Systems is to develop the technologies and methods to drastically increase the enthalpy of 
produced fluids through accessing increased temperature and flow. Oil-and-gas-inspired hydraulic 
fracturing completions may ultimately be extended to superhot rock, but not by using currently 
available off-the-shelf equipment. 

Another relevant technical debate is the importance of natural fractures in hydraulic stimulations 
that will impact surface area, thermal performance, and well connectivity in an enhanced 
geothermal system. At one end-member is the concept that the surface area connected to the well 
after hydraulic fracturing is dominated by planar, proppant-filled tensile fractures that have grown 
with little impact from existing natural fractures (Figure 4d). An alternative concept is that existing 
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natural fractures impact fracture growth, particularly in the region between wells, and that natural 
fractures connected to and enhanced by hydraulic fracturing also provide significant surface area 
connected to the well (Figure 4c). The evidence for brittle deformation of the planar fractures is 
often called “complexity” in microseismic and flow test interpretations. A hybrid approach to heat 
mining is one in which planar hydraulic fractures are generated at the wellbore, which connect to 
and enhance natural fracture networks. The final connection between wells could thus be along 
both propped and natural fractures. The importance of natural fractures and complexity at SHR 
conditions is clearly unknown and is discussed below as a knowledge gap.  

 
Figure 5: Left panel: Schematic of four conceptual models for the mechanism of stimulation in EGS from 
(McClure and Horne, 2014). The black dot represents the wellbore of the first well in a doublet or triplet. New 
fractures are represented with red lines, and preexisting fractures are represented with blue lines. The 
mechanisms are: pure opening mode (POM), pure shear stimulation (PSS), primary fracturing with shear 
stimulation leak-off (PFSSL), and mixed-mechanism stimulation (MMS). Right panel: Fracture-plane view of 
interaction between hydraulic tensile fracture and shear fractures from Dusseault (2023) - another view on the 
mode shown as PFSSL at left.  

2.5.2 Numerical modeling of EGS 

A simple numerical modeling approach for heat mining was first formulated by Gringarten, 
Witherspoon and Ohnishi (1975). Recent modeling papers based on this approach include Li, 
Shiozawa and McClure (2016), Doe, McLaren and Dershowitz (2014), Augustine (2016), and 
Kennedy et al. (2021). The performance target for EGS models of this type is often stated as <10% 
temperature decline in 20-30 years (Kennedy et al., 2021), but this may be overly conservative for 
optimal ROI (McClure, 2021). A key finding of Kennedy et al. (2021) is that to meet performance 
targets (5 MW over a 20-year lifetime with a 150 °C initial ∆T) about 4 million m2 of surface area 
are needed for reasonable rock and fluid thermal properties. As an example, to achieve that amount 
of surface area would require 200 fractures along a 2 km long lateral (assuming a 10 m fracture 
spacing), 200 m well spacing, and 100 m high fractures. Of course, there are many other 
geometries and fracture models to achieve the 4 million m2 of surface area required for a 
sustainable system including the other three conceptual models shown in Figure 4.  

The most widely used fracture propagation models were developed for hydraulic stimulation in 
O&G fields (Baker Hughes’s MFrac, Halliburton’s Gohfer, Carbo’s FracPro). But early SHR EGS 
targets are not expected to be layered sedimentary rocks. Most likely, SHR EGS projects will be 
in metamorphic or igneous rocks with geomechanical characteristics (from lab sample to reservoir-
scale) much different than the layered shales or sandstones that are hydrocarbon source rocks or 
reservoirs. Furthermore, natural fractures, faults, foliation, dikes, sills, volcanic flow boundaries, 
intrusive contacts, and other structural complexities will play a greater role in brittle deformation 
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in SHR than in shales. Therefore, the geomechanics knowledge base and modeling tools utilized 
in oil and gas stimulations will have limited applicability until shown otherwise. 

In contrast to the O&G fracture propagation codes, ResFrac has built-in geothermal specific 
capabilities, including supercritical water, preexisting fractures, and thermal modeling of long-
term circulation. ResFrac has been used at EGS projects such as FORGE (McClure, 2023a) and 
Fervo’s Project Red (Norbeck et al., 2023; Norbeck and Latimer, 2023). Recent modeling by 
McClure (2023b) shows the strength of an integrated hydraulic fracture and reservoir simulation 
model at a modeled temperature of 246 °C. The results of this physics-based model suggest that 
thermoelastic fracture opening and downward propagation during long-term circulation can 
improve the thermal longevity of an engineered geothermal system by providing access to new 
hotter rock. This is also a capability that full THMC models such as TReactMech can perform 
(Sonnenthal et al., 2018), thus a code comparison and extension to SHR fracturing could be used 
to check these intriguing results. Field evidence for downward propagation of fracture below cold 
injectors such as microseismic catalogs would also help test the model of McClure (2023b). 

There are many examples of geomechanical models that address some aspects of brittle 
deformation at lower (<200 °C) temperatures. For example, discrete fracture network (DFN) 
applied to generic EGS designs (Doe et al., 2014), Itasca software applied to Fallon FORGE (Pettitt 
et al., 2018) and TreactMech applied to Fallon FORGE candidate site (Sonnenthal et al., 2018). 
Utah FORGE well stimulations were history-matched to the results, but pre-stimulation 
projections were not provided and it is clear that geomechanical parameters needed large 
adjustments to match the results (Lee and Ghassemi, 2023; McClure, 2023a). Thus, without field 
results, a predictive model will still likely miss the mark. One key gap is a lack of knowledge of 
the geomechanical parameters for different rock types at elevated temperatures and pressures, 
which are needed for this modeling work. Furthermore, natural and engineered geothermal systems 
appear to be dynamic in nature, and thus geomechanical parameters (i.e., bulk modulus) can 
change over time, as has been shown for the NW Geysers EGS field demonstration project (Vasco 
et al., 2013; Rutqvist et al., 2016). Further discussion of modeling needs and gaps is provided 
below in § 3.1. 

2.6 The closed-loop approach 

A relatively new approach suggested for heat mining is a closed-loop geothermal system created 
by drilling into hot rock and relying on conduction to heat fluid in the well (Figure 4a). Models of 
heat mining for closed-loop systems rely on the Wellbore Heat Transmission solution first 
formulated by Ramey (1962) for injection of hot fluids down tubing and the resulting heat loss to 
the formation (but which is also applicable to heat gained from the formation). Recent designs 
employing this approach use two main wells and directional drilling and ranging to connect 
multilaterals (Eavor, 2023a) or single-well pipe-in-pipe designs (Nalla et al., 2005; XGS Energy, 
2023). In the multilateral well concept, the directional drilling part of the shale revolution is 
leveraged, but not hydraulic stimulation. Recent modeling papers based on conductive heat flow 
to a solid, cased wellbore include Toews and Holmes (2021), Liu et al. (2023), White et al. (2023), 
and Beckers and McCabe (2019). The performance targets for closed-loop geothermal systems are 
improved predictability by reducing geologic uncertainty, reduced real and perceived risks of 
induced seismicity, and reduced water loss to the formation. These targets can be achieved by 
complex drilling and completion plans. Built into the design and economic projections of closed-
loop geothermal systems is decline in power output (or temperature) of more than 50%  in the first 
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year, and then a pseudo steady-state output at less than 50% of the initial production for up to 30 
years. For example, Toews and Holmes (2021) model that a closed-loop geothermal system with 
72 km of multi-laterals drilled into rock with an average temperature of 350 °C and flow rate of 
96 kg/s will initially (for less than a month) generate over 18 MWe and then an average of 8 MWe 
for 30 years. 

The closed-loop approach is not a focus of this report for two reasons. First, reaching SHR 
conditions is not a primary goal of closed-loop developers at this time. The Eavor-Deep project 
recently reached 250 °C at 5.5 km vertical depth, a significant achievement but significantly cooler 
than SHR temperatures (Eavor, 2023b). Similarly, the closed-loop geothermal approach proposed 
by XGS Energy, in which conductive materials are emplaced near the wellbore, cold working fluid 
flows down an insulated pipe, and heated fluid flows up the annulus (aka pipe-in-pipe or 
monowell) seems to be targeting formation temperatures less than 300 °C (XGS Energy, 2023; 
Liu et al., 2023). Second, because flow rates will be relatively high in a closed-loop geothermal 
system compared to the rate of conductive heat flow, the rocks adjacent to the well will cool rapidly 
and the fluids produced will have an enthalpy of <800 KJ/kg rather than >2100 kJ/kg (Figure 1). 
Still, we expect that CLG progress in drilling, well completion, monitoring while drilling (MWD), 
ranging and navigation will be valuable contributions  to SHR EGS developments as described 
below. 

3. Developing a SHR resource – State of the Art and Gaps  
Next, we review the state of the art in multiple disciplines and identify gaps in knowledge or 
technology that require investment and should be addressed by research and development to 
increase TRL level in order to succeed with SHR resource development. These needs and gaps are 
first summarized in Table 2, and then expanded upon in the following subsections. Although the 
list below is broad, the focus is on aspects related to what is needed for reservoir development, as 
shown in Figure 4.   
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Table 2. Summary of State-of-the-Art, Gaps, and Solutions. See text in §3.1 for more details and supporting references. 

 BASIC SCIENCE  
§ Category Current Status Gap Solution 

2.3 Reservoir Analogs Porphyry-style systems investigated 
as analogs in Japan. 

Disconnect between Geothermal, 
O&G, mining industries. 

Deeper, non-magmatic analogs needed to 
text conceptual models for SHR 
anywhere. 

Engagement with economic geologists, 
metamorphic petrologists. 

3.1 Fracture modeling  Fracture propagation models 
designed and validated to O&G 
stimulations. 

No coupled model incorporating 
rock/fractures mechanics, flow, reactions 
at SHR conditions. 

Push fracture modeling into SHR space. 
Code comparison. 

Laboratory and field validation. 

3.1 Reservoir models THMC and reservoir models for 
< SHR conditions. 

Coupled reservoir models with 
supercritical fluids, BDT mechanics, 
dynamic long-term changes.  

Thermodynamic and kinetic data needed 
for modeling fluid-rock interaction within 
the P-T conditions of the supercritical 
regime. 

Coupled THMC modeling and validation 
from demonstration sites.  

Conducting laboratory experiments. 

3.2 Rock/Fracture 
mechanics into 
brittle-ductile 
transition realm. 

Rock mechanics testing to ~800 °C. 

High-temperature fracture testing in 
industrial materials and limited 
geologic materials. 

Identification of cloud-fracture 
networks at higher T. 

Impact of BDT and supercritical fluids on 
fracture propagation, arrangement, and 
longevity. 

Induced seismicity potential near the 
BDT. Fracture mechanical testing of 
diverse lithologies at high T. 

Lab Testing: involve facilities beyond 
geoscience. 

Expand capabilities at existing facilities. 

Reservoir analogs for fracture properties. 

Field demos and validated models. 

3.2 Material Testing & 
Development 

Facilities exist for high temperature 
testing beyond the geoscience 
community. 

Many existing materials and tools 
fail between 200-350 °C. 

Testing and identifying materials for SHR 
conditions (casing, cement, diverters, 
proppant, tracers). 

Leverage material science tools beyond 
geoscience community. 

3.3 Site Selection, 
Exploration, and 
Characterization 

Modern techniques have identified 
SHR conditions below existing 
fields. 

Reliable identification of drilling hazards 
(magma, high pressures), and geophysical 
techniques for SHR greenfields remain 
elusive. 

Testing and validation of geophysical 
techniques and signatures (“K-horizon”) in 
more diverse settings. 
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 TOOLS & INFRASTRUCTURE 
§ Category Current Status Gap Solution 

3.4 Well Completions 
and Directional 
Drilling 

SHR conditions exceed typical 
geothermal and O&G experiences. 

SHR wells have been drilled to 
>500 °C but have been accompanied 
by several notable failures. 

Directional drilling/MWD above 350 °C 

Technologies for rapid, deep drilling for 
SHR anywhere. 

Reliably identifying pressure kicks in low 
permeability crystalline rock.  

Insulated Drill pipe for cooling during 
drilling, all metal motors. 

Testing and developing new drilling tools 
and well completions (rock pipe, 
vitrification). 

3.5 Well Logging 
Tools 

Temperatures measured to >500 °C. 

National Lab Image logs to 280 °C. 

Other geophysical logs to 260 °C. 

Tools for reliable characterization to SHR 
temperatures. 

Reliable stress measurements in SHR 
conditions. 

Well bore cooling during logging. LWD. 

Higher temperature or better heat shielded 
instruments. 

 STIMULATION & RESERVOIR TECHNOLOGY 
§ Category Current Status Gap Solution 

3.6 Stimulation Design Open-hole hydroshearing in inclined 
wells to 320 °C. 
 

fracturing in sedimentary and 
metamorphic units <200 °C. 

Tools for directional drilling, well 
construction, and zonal isolation impact 
stimulation design. 

Models for fracture initiation and 
propagation in BDT zone. 

Basic science on rock and fracture 
properties. 

Materials testing and development. 
Test sites. 

3.6.1 

3.6.2 

Zonal Isolation Open-hole hydroshearing with 
diverters or packers in prior EGS to 
~320 °C. 

Hydraulic fracturing (plug & perf) in 
sedimentary and metasediments 
<200 °C. 

Portland cement up to 300-350 °C. 
Sanding back. 

Cement above 350 °C. 

Packers >330 °C 

All metal ECPs, other sealants. 

Materials testing and development. 

Test sites. 

3.6.5 Proppant Injected proppant limited to ~200 °C. 

Stimulation designs that assume 
hydro- or self-propping. 

Chemical and mechanical stability in 
SHR. 

Longevity of fractures in SHR and BDT 

Lab and field testing. 
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3.7 Induced Seismicity Established mitigation protocols by 
USDOE and EU for < SHR 
conditions. 

Competing ideas about the risk of 
induced seismicity within or near BDT 
zone. 

Robust mechanical testing, analog 
investigations, coupled THMC modeling 
and validation, demonstration sites. 

3.8 Roadmap to 
commercialization  

Power Purchase Agreements for 
conventional geothermal for 20-30 
years. 

Limited opportunity for field 
expansion. 

Industry demonstrations. 

Commercial Scale-up roadmaps. 

Creative financing (10-15 year wells). 

“Expanding Field” models to leverage 
learning-by-doing and reduce mobilization 
costs. 

3.9  Diagnostics & 
Characterization 

Surface or remote methods: InSAR, 
gravity, magnetotellurics. 

Near-reservoir: microseismic 
monitoring. 

In-reservoir: DAS-FO to 200 °C.; 
pressure monitoring, circulation 
testing, tracer testing, etc.  

Demonstration of remote sensing and 
monitoring techniques in SHR EGS 
settings. 

Tools and models designed for SHR 
temperatures and brittle/ductile 
conditions. 

Lab and field testing. 
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3.1 Modelling of fracture propagation and reservoirs in superhot rock  

There is a broad array of models needed to design, create, and manage an engineered SHR 
reservoir: geodata models, geophysical models, numerical reservoir models, coupled THMC 
(thermo-hydraulic-mechanical-chemical) models, fracture propagation models, power plant 
models, and techno-economic models.  

As discussed above in the background section, geochemical geothermal models have begun 
pushing into supercritical pressure-temperature space (e.g., Magnusdottir and Finsterle, 2015; 
Battistelli et al., 2020; O’Sullivan et al., 2020; Lamy-Chappuis et al., 2021; Sonnenthal et al. 2021; 
Feng et al., 2021; DePaolo et al., 2022; Altar et al., 2023;  Xu et al., 2023)but an integrated model 
(i.e., Figure 4 of Driesner (2021)) for brittle deformation in superhot reservoirs with the influence 
of natural fractures does not yet exist. The challenges of modeling fracture propagation and fluid 
flow in a SHR reservoir including the physical properties of water, such as density and viscosity, 
change rapidly in the vicinity (±75 °C and ±5 MPa) of the critical point of pure water. For example, 
during both the stimulation and operational phases of an SHR EGS, the same water could undergo 
multiple phase changes, 10x changes in viscosity, and 5x changes in density. The geomechanical 
behavior of rocks in the BDT and influence of thermal cracking due to the large temperature 
contrast between rock and injected fluid are also not included in most models. 

Numerical reservoir models and coupled THMC models that can simulate the equations of state 
for supercritical water, phase changes, mixed steam-water flow, and geochemistry will be 
necessary to predict the longevity of SHR EGS due to permeability changes and thermal decline. 
However, there is a lack of thermodynamic and kinetic data needed for modeling fluid-rock 
interaction within the P-T conditions of the supercritical regime that will require further laboratory 
experiments to derive this information. 

The results of simple parallel plate models (Gringarten) and more complex fracture networks were 
introduced in the background (e.g., Kennedy et al., 2021). Reservoir models which allow more 
complex hydraulic and natural fracture models will also be useful for SGR EGS scenario modeling. 

One critical issue for THMC models of SHR EGS operations is the role of mineral dissolution and 
precipitation on fracture transmissibility. In particular, quartz, which has retrograde solubility, may 
precipitate and seal fluid pathways unless countermeasures can be developed (Saishu et al., 2014; 
Watanabe et al., 2021a). This is an uncertainty that can be further investigated in the lab, as 
discussed in the next section. 

Finally, code comparisons like those performed at lower temperatures (Molloy et al., 1980; White 
and Phillips, 2015; Kennedy et al., 2021) have not been performed on code developed for SHR 
EGS. Even more critical is the need for data from field experiments for history matching to validate 
SHR EGS codes. 

Gaps 

• A comprehensive survey is needed of the capabilities of existing modeling packages at 
SHR and BDT conditions and the upgrade pathways. 
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• Fracture propagation in diverse lithologies with unpredictable structural relationships. 
Hydraulic fracturing software was designed to predict hydraulic fracture apertures, 
dimensions, and propagation direction in a layer-cake stratigraphy of sedimentary rocks. 

• There is a lack of thermodynamic and kinetic data needed for modeling fluid-rock 
interaction within the P-T conditions of the supercritical regime. 

• Models that can test ideas for creation of sufficient surface area and flow paths to maximize 
heat extraction from the rock volume in a sustainable manner. 

• Physics-based models for fracture propagation that account for geomechanics in rock 
approaching the BDT, with abundant and unpredictable natural features, using near-critical 
point water that will experience rapid changes in pressure, viscosity, and density.  

• Reservoir modeling – heat conduction from rock to fluids and supercritical 
thermodynamics of fluid in reservoir.  

• Coupled DFN and Reservoir Model – upscaled discrete element modeling of entire systems 
for analysis and planning. 

• Until reliable data is available for model validation, comparison of results between 
different codes can be used to evaluate results.  

• Inclusion of impacts of phase transition (esp. through critical point) on geomechanics and 
flow properties within models. 

• Development of appropriate stress conditions and rock property parameters for these 
systems 

• Models are also needed for projection of long-term operations of sustainability (thermal 
and pressure changes) and geochemical effects such as dissolution and precipitation along 
fractures and proppants. 

3.2 Laboratory Testing at Reservoir Conditions 

Currently available laboratory test equipment generally is limited to temperatures of 300 ºC or 
below, most often at temperatures below 200 ºC. The geomechanics lab at EPFL (Violay et al., 
2010; Violay et al., 2015; Acosta et al., 2021) has been running experiments (strain, elastic 
properties, and compressive strength) through the BDT on a variety of rock types up to 800 °C. A 
higher upper-temperature limit is needed in laboratory experiments to account for faster strain rates 
in experiments than EGS operations and especially tectonics.  

State-of-the-art geomechanical testing has also been performed at labs in Japan (Watanabe et al., 
2017a, b; Goto et al., 2021a; Goto et al., 2021b), New Zealand (Rendel et al., 2021), and Iceland 
(Nono et al., 2020). Hydraulic fracturing experiments have been performed in granite samples at 
temperatures of 200-450 °C using water (Goto et al., 2021b) and CO2 (Pramudyo et al., 2021). 
These experiments showed cloud or distributed brittle deformation at the grain-scale near the BDT.  

There have also been number of relevant geochemical experiments conducted to develop a suite 
of mineral-fluid thermodynamic properties for supercritical systems, fluid properties (Schultze, et 
al., 2022), and geochemical constraints (Hermanska, Kleine, and Stefansson, A., 2020). Quartz 
solubility in supercritical fluids is of great concern and has been investigated in the lab by Rendel, 
and Mountain (2023), Saishu, Okamoto, and Tsuchiya, (2014), and Watanabe et al. (2021a). 
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The durability of well construction materials at SHR conditions has been a concern since on-site 
testing at IDDP-1 was found to contain highly corrosive HCl and HF (Karlsdottir et al., 2014).  
Thorhallsson et al. (2020) performed a corrosion study of steels and alloys by testing in a simulated 
superheated geothermal environment (SSGE) in flow-through reactors. 

A key component of state-of-the-art laboratory testing is monitoring of acoustic emissions (AE). 
For example, Ko et al. (2023) used AE to determine packing strength and crush resistance of 
proppants at temperatures of 320 °C. Goto et al. (2021b) used AE to measure the onset of rock 
failure difficult to observe by other means.  

Vendors and service providers often test or certify their own equipment but are unlikely to test at 
SHR conditions until there is an identifiable market opportunity.  

Most other lab tests have not been performed at SHR conditions, thus there are many gaps. 

Gaps 

Several types of test apparatus will be needed for measurement of properties of rock, cement, and 
other downhole materials at SHR conditions (375-600 °C) as outlined by Petty et al. (2023): 

• A comprehensive, worldwide survey is needed of the capabilities of existing laboratories 
and upgrade pathways to reach SHR conditions. 

• Lab measurements of fracture toughness and the effects of thermal shock on rock 
weakening. 

• Robust measurement of the geomechanical properties of various rock types at high 
temperatures and pressures. 

• Porosity, density, and permeability of various rock types as a function of temperature and 
pressure. 

• Thermal properties – thermal conductivity, thermal diffusivity, thermal expansion and heat 
capacity – of various rock types at high temperatures and pressures. 

• Fluid/rock interactions – dissolution and precipitation in rocks and cements.  
• Material properties - solubility, stability, strength, and thermal properties for materials such 

as cements, proppants, diverters, drilling fluids, tracers and additives such as corrosion and 
scale inhibitors, treatment chemicals, friction reducers, foaming agents, and others. 

• Mechanical properties of casing materials and casing components at very high 
temperatures and under stresses produced with thermal cycling. 

• Downhole instrumentation and tools such as logging instruments and cables as well as 
methods for conveying and deploying downhole tools and instruments. 

• Further laboratory study of the behavior of rock near the BDT. For instance, will the cloud 
fracturing reported by Goto et al. (2021b) have an impact on rock strength and fracture 
propagation in the field? What laboratory scale (if any) tests can be done to investigate? 

• Quantification of the impact of phase transition (esp. through critical point) on flow 
properties of EGS fluids. 

3.3 Site Selection and Characterization 

Geologic mapping, exploratory and offset wells, historical seismic data and tools like 
magnetotellurics, electromagnetic induction tomography, and active & passive seismic surveys 
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will be used to find and characterize targets for SHR EGS projects. These geoscience surveys will 
provide the data for technical synthesis, seismic risk analysis, induced seismicity mitigation plans 
(Majer et al., 2016), geo-models, play fairway analysis (Kolker et al. 2022), and fracture and 
reservoir models. Also important for SHR EGS project siting will be market analysis, off-taker 
identification, transmission, and community benefits.  

Identifying supercritical fluids, magma, and other hazards before drilling remains challenging. For 
example, at Larderello, 2D and 3D active seismic survey data highlighted a deep seismic marker 
named the “K-horizon” that was hypothesized to be supercritical fluids based on the offset well 
San Pompeo 2 (Baccarin et al., 2019). However, this seismic marker was not found to be 
supercritical fluids when intersected by the deepened Vendelle-2 well.   

Passive microseismic arrays can be used for exploration, well siting, and stimulation monitoring 
of superhot and supercritical resources (also see §3.9). Ambient seismic noise tomography is being 
used to site the next IDDP (Iceland Deep Drilling Project) target in the Hengill geothermal field, 
SW Iceland (Sanchez-Pastor et al., 2021). In New Zealand, there have been a number of studies of 
the roots of the existing geothermal system in the Taupo Volcanic Field using 3D seismic 
tomography (Bannister et al., 2015) and MT (Bertrand et al., 2015). And in Mexico, studies 
conducted as part of the GEMex project have characterized the architecture of the Los Humeros 
geothermal system (e.g., Norini et al., 2019). 

Characterizing SHR EGS reservoirs after hydraulic stimulations will use the same geophysical 
methods (e.g., passive seismic monitoring, seismic tomography, etc.) used pre-drilling, therefore 
collecting baseline data is critical for later data collection and interpretation.  

Gaps 

• Geophysical surveys and seismic monitoring continue to need validation through drilling.  
• Reliable, drilling-validated geophysical signatures of SHR targets will reduce risk of SHR 

development and well targeting. 

3.4 Directional drilling in SHR –-– Summary of Current Technologies 

Drilling into SHR resources has already been accomplished by pushing the limits of existing 
geothermal drilling and well completion technologies, and is not covered in great detail here. 
Drilling a vertical or near vertical well into rock above 500 °C has been accomplished with PDC 
or roller cone bits (Kruszewski and Wittig, 2018) without monitoring while drilling (MWD) or 
rotary steerable systems (RSS). The Prati 32 well at The Geysers was drilled to a bottom hole 
temperature of 400 °C using air drilling, but the final tricone bit only lasted 30.5 m, with reduced 
penetration rates (< 3 m/h), due to the extreme temperature conditions of the well, as air drilling 
does not cool the wellbore (Garcia et al., 2016). The DESCRAMBLE project on the Vennelle-2 
well reached a BHT of 507-517 °C at 2.9 km using fluids and rotary drilling (Baccarin et al., 2019). 
The last two drill bits were Stingblades, PDCs with conical diamond elements, that drilled at 4.0 
and 9.2 m/hr and lasted 101 and 179 m (Baccarin et al., 2019).  

Past failures of well casing in SHR wells that have resulted in unusable wells have often been 
related to thermal cycling and cold-water quenching. For example, in Iceland, IDDP-1 and 
Hellisheidi-45 damage to the shallow portion of the wells were caused by emergency injection of 
cold water to prevent blow-outs (Ingason and Árnason, 2022). IDDP-2 failed due to an incomplete 
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cement job at 2300 m (Ingason and Árnason, 2022). Well completions that can withstand thermal 
cycling, either planned or unplanned, will be critical for constructing SHR wells that will last. 

Compared to the SHR hydrothermal wells, such as IDDP-2, in which corrosive and abrasive fluids 
were encountered (Kruszewski and Wittig, 2018), SHR EGS wells are not expected to encounter 
significant volumes of harsh native fluids, so drilling may be somewhat easier. However, pressures 
in the BDT may be greater than traditional hydrothermal wells, a knowledge gap that needs to be 
explored. 

For SHR EGS reservoir creation, a key challenge for current technology is directional drilling at 
SHR conditions to maximize well length and fracture intersections in the resource. The well in the 
IDDP-2 project in Iceland was directionally deepened from 2500 to 4659 m in 168 days to a 
maximum measured temperature of 426 °C (Stefánsson et al., 2021). The project deployed a 
300 °C directional drilling system developed by Baker Hughes using DOE funds (Dick et al., 2012) 
that employed helium down-hole refrigeration, MWD, and all-metal mud motor (M2M) (Baker 
Hughes, 2020). The well was deepened vertically to 2750 m, then inclination was built to and held 
at about 30° (Baker Hughes, 2020), although the plan had been to hold at 20° (Stefánsson et al., 
2021). Unfortunately, this particular M2M technology has not been further developed or used. 

In SHR EGS, there will be no specific drilling target or source lithology to follow. Instead, the 
reason for directional drilling of the first well will be to maximize lateral reach of a well in order 
to intersect or create more vertical fractures. Fully horizontal wells may not be the most cost-
effective and there is no requirement that wells be drilled along an isotherm, rather a well that gets 
hotter with depth may be preferable. But inclinations greater than 30° from vertical will likely be 
necessary. Directional drilling, MWD, and navigation will be critical in the second and third wells 
of a triplet in order to maximize intersection of permeability created in the first well.  

For EGS development, various trajectories and inclinations have been proposed and drilled for 
EGS wells to maximize the number of fracture stages, increase connectivity, and minimize thermal 
breakthrough. These well geometries include subvertical (Cladouhos et al., 2016; Cladouhos et al., 
2018), horizonal toe to heel (Shiozawa and McClure, 2014), and horizonal heel to heel (Norbeck 
et al., 2023). 

In closed-loop systems, directional drilling, MWD and navigation, and magnetic ranging (Eavor, 
2023a) will be even more critical since completing the loops will require laterals to connect at 
great depth and temperature. 

Another recent demonstration is the use of Insulated Drill Pipe (IDP) at the Eavor-Deep well in 
New Mexico (Brown et al., 2023). IDP and mud coolers can be used to cool the well bore of a 
350 °C well to 150 °C, allowing for the use of ordinary (elastomer dependent) MWD and mud 
motors. The Eavor-Deep well only reached 250 °C formation, so IDPs full advantage has not yet 
been tested in SHR (Eavor, 2023b). IDP will be even more effective when paired with continuous 
circulation and cooling systems at the surface as downhole temperatures spike quickly when 
circulation is broken for any reason. 

Gaps 
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• Directional drilling in SHR has been demonstrated just a few times and is likely to be 
expensive and time-consuming. Serious investment and learn-by-doing will be needed to 
further reduce risks, costs, and drilling time.  

• Due to the great risk to drillers and project success, measures to contain extreme pressures 
must be developed and implemented. 

• Well completions that can withstand extreme thermal cycling from SHR production to 
cold-water quenching will need to be designed and tested. 

3.5 Well Logging  

The most important downhole borehole logs in EGS are temperature, image logs, and sonic 
velocities. Active and passive seismic data collection in boreholes is discussed in section 3.9.  

Measuring temperatures in the 375-500 °C range will be possible provided appropriate tools are 
selected. The HiTI project (Asmundsson et al., 2014) developed several new high temperature 
downhole instruments, including a DTS system, a downhole analog wireline temperature tool, and 
a multisensory (T, P, spinner) downhole memory tool. In the DESCRAMBLE project, temperature 
logs were collected up to 517 °C (Baccarin et al., 2019). 

Image logs, ultrasonic (UBI, BHTV) and/or microresistivity (FMS), are used to characterize 
natural and induced fractures (depth, orientation, aperture, filling, etc.), and borehole stress 
indicators (breakouts and drilling-induced tensile fractures). These logs are critical to wellbore 
stability, wellbore trajectories, and stimulation design. The commercial versions of these logging 
tools can reach 180 °C. The Sandia BHTV can reach 280 °C (Davatzes and Hickman, 2011). For 
wireline deployments injection during logging or circulation through drill pipe in advance of 
logging can be used to cool a well hotter than these limits, although this may cause local thermal 
stresses and influence the interpretation of regional stress orientation or magnitude (Permata and 
Tutuncu, 2019). Another option is to use LWD (logging while drilling or tripping) to cool the well, 
which resulted in a successful run of a full suite of logs down to a formation temperature of 500 °C 
in IDDP-2 (Stefánsson et al. (2021), see also Nabors (2023)).  

Measuring stress magnitudes, specifically the minimum principal stress magnitude and orientation 
is also important for stimulation design. This is done through an XLOT (extended leak-off test), 
which should be possible at SHR conditions but has not been performed as far as we know so must 
be evaluated. Another challenge of measuring stress is that any one stress measurement may be 
nonrepresentative of the rock volume due to mechanical heterogeneities or structures. It is common 
in geothermal fields with critically stressed faults to observe large stress rotations across faults 
(Hickman et al., 2000). In low permeability EGS fields (i.e., undisturbed crust of Figure 3), this 
may not be an issue; however, so few stress measurements have been taken at depth that this risk 
is unknown.  

Other traditional geophysical surveys such as dipole sonic logs, spectral gamma ray, compensated 
density, and neutron are typically limited to 260 °C.  

Gaps 

• Tools and methods to gather fracture and stress data (XLOT, image logs, etc.) must be 
extended to superhot conditions (i.e., 450 °C). 
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• The potential for variability of stress orientations at depth has not been evaluated due to 
limited stress measurement data at depth. 

3.6 Hydraulic stimulation overview - Application 

To maximize the chance of EGS success in all geologic and tectonic settings, the default plan for 
hydraulic stimulation should include zonal isolation and high-pressure stimulations. Whether the 
stimulation mechanisms expected are tensile fracturing or hydroshearing, zonal isolation provides 
the best chance for maximizing surface area and connectivity between two wells. The technologies 
needed for creation or enhancement of permeability in all rock formations can be divided into:   

1) Wellbore completion, which can be subdivided into  
a. Zonal isolation on the outside of casing, and  
b. Zonal isolation on the inside of the casing. 

2) Hydraulic stimulation, which can be subdivided into 
a. Fracture initiation,  
b. Fracture growth, and optionally 
c. Proppant emplacement  

The technologies and tools used in O&G stimulations from these operations are generally designed 
for maximum temperatures of less than 200 °C so SHR stimulations will require different 
approaches. A potential exception to the 200 °C limit in O&G would be steam floods for EOR 
(i.e., as practiced in the Central Valley of CA and Alberta) (Zerkalov, 2015; Settari et al., 2018). 

Gaps 

• Testing of a complete system as described above requires either field testing in SHR wells 
or an extremely large sample (i.e., >1 m blocks), superheated rock mechanics laboratory. 
Individual, specific components and solutions discussed below, can also be tested 
separately.  

3.6.1 Zonal isolation outside casing allows for multistage stimulation.   

The current practice in O&G wells and recently demonstrated in geothermal operations at 230 °C 
at FORGE (Cariaga, 2023; Norbeck et al., 2023) and 190 °C at Project Red (Norbeck, et al., 2023) 
is to cement casing in the production interval to provide zonal isolation outside of the casing. At 
T <200 °C, ordinary Portland cement is sufficient; however above 300 °C, advanced cements will 
be needed (Sugama and Pyatina, 2022). Calcium aluminum or phosphate-based cements have been 
lab-tested up to 400 °C (Sugama and Pyatina, 2022, Sakuma et al., 2021) but not yet field-tested 
above 350 °C (Petty, 2022). 

Even if cements can be developed to withstand superhot temperatures there will be challenges and 
disadvantages of cemented completions. A disadvantage of cementing may be the flow 
constriction at the well bore since fluid will only be able to flow into or out of wells past 
perforations. Another risk is that the cement slurry will invade fractures away from the well, 
effectively destroying the fracture permeability needed for EGS. A good cement job in 
conventional geothermal wells is notoriously difficult (Finger and Blankenship, 2012). A bad 
cement job will not provide zonal isolation, making the risk of a useless well high.  
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Conventional packers and bridge plugs that use polymer sealing elements will not be suitable in 
SHR wells. At FORGE, these tools failed at 200 °C (EGI, 2020). Liners and serial all metal 
external casing packers have been designed for 330 °C and 6000 psi with plans for 10,000 psi and 
>400 °C (Esquitin and Vasques, 2021). The most cost-effective approach to well isolation may be 
to develop methods that do not require steel and cement. Open hole stimulations have been 
performed up to 320 °C (Cladouhos et al., 2015; Cladouhos et al., 2016), although a perforated 
liner (uncemented) was eventually needed. Other approaches to eliminating liner installation 
include mineral coating, such as RockPipe (Eavor, 2023a) or vitrification (Houde et al., 2021), 
installed after or during drilling. 

Gaps 

• Development and testing of cements and steel designed to withstand SHR conditions. 
• Advanced cements need to be used and evaluated in SHR wells.  
• Tested alternative methods to provide zonal isolation behind casing such as mineral 

coating, or advanced materials to fill annular space.  
• Further development and testing of external casing packers for T >400 °C 

3.6.2 Zonal Isolation inside casing 

In addition to zonal isolation outside of the casing or liner as described above, there must be 
methods to isolate zones on the inside of the casing to focus flow rate and pressure to a selected 
treatment zone. In O&G well stimulation, this is provided by plugs and balls or sliding sleeves. In 
principle, there is no reason that these tools cannot also be used at SHR conditions if all metal tools 
can be designed.   

Other methods to isolate inside the casing include sequential filling of the casing with sand 
(sanding back) to temporarily block already stimulated zones, or diverters such as TZIM 
(Cladouhos et al., 2018). 

Vendors and service providers often test or certify their own equipment but are unlikely to test at 
SHR conditions until there is an identifiable market opportunity.  

Gaps 

• Testing of all methods and tools at SHR conditions, first in labs (see §3.2) and then in the 
field. 

3.6.3 Fracture Initiation 

Plug-and-perf hydraulic stimulation has been demonstrated up to 190 °C (374 °F) (Norbeck and 
Latimer, 2023), however, this is expected to be near the maximum operational temperature for this 
approach using current off-the-shelf technology. Therefore, a different approach may be needed 
for SHR, at least until service companies develop tools for SHR and cements are developed for 
these temperatures (see above).  

Using a high-pressure stream of water and abrasive, hydro-jetting can be used to perforate holes 
into hard formations which will create a weak point in the well for fracture initiation (Bour and 
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Petty, 2016). This tool is SHR-ready because there are no temperature-vulnerable components and 
the jetting keeps the tool and well cool.  

Other approaches to fracture initiation and growth include thermal shocking, acids (Lucas et al., 
2020), chelating agents (Watanabe et al., 2021b), and targeting natural fractures.  

Gaps 

• Due to the importance of scale, it will be difficult to test any fracture initiation methods 
anywhere but in SHR wells and SHR EGS demonstration projects. 

3.6.4 New Fracture Growth 

Hydraulic stimulation and tensile fracture growth in rock below 200 °C is a complex but relatively 
well-understood process. Modern shale wells typically have flowing fracture surface areas at the 
scale needed for sustainable heat mining (i.e., 9x106 m2) (McClure, 2021). With successful zonal 
isolation and fracture initiation as described above, the new fracture growth stage of a hydraulic 
stimulation relies on the hydraulic pumping power provided by pumps, and proppant to keep the 
main fractures open after the pressure is removed. Additional permeability enhancement and 
connectivity may be achievable using lower-pressure hydraulic stimulation (aka, hydroshearing 
(Cladouhos et al., 2011; Cladouhos et al., 2016)). The goal of all of the above is to maximize 
fracture length, well spacing, and total surface area of fractures, all of which have a direct impact 
on power generation and sustainability. 

For EGS projects a reservoir length or well spacing goal of 500 m has been commonly adopted. 
To date, much smaller well spacing has been achieved, such as 120 m (Fercho et al., 2023). Yet 
this is the most important input to calculate thermal breakthrough times and well-pair 
sustainability. 

Gaps 

• No one has performed hydraulic stimulations at high or moderate pressures in SHR, thus 
the geomechanics of rocks near the BDT, thermal cracking, and the effect of the unusual 
properties of supercritical fluids have not been field tested.  

• Maximum fracture length induced by stimulations in SHR EGS represents a critical 
knowledge gap due to the impact of supercritical fluid, BDT, thermal fracturing, and 
intragranular fracturing. Results from models and lab testing (see above) may provide 
useful predictions; however, until field tests in actual SHR wells are performed and 
documented potential fracture size in SHR EGS reservoirs will remain one of the most 
important unknowns. 

3.6.5 Fluids, Proppants, and fracture transmissivity 

Like hydraulic fracturing in O&G, the fluid most likely to be used to create hydraulic fractures in 
SHR EGS stimulation will be water. The water need not be potable and can be re-used for 
circulation once the EGS reservoir is created. Additives commonly used in conventional 
geothermal fields and hydraulic stimulations such as acids, friction reducers, and scale inhibitors 
will likely be needed.  Given the extreme temperatures and depths, the additives will likely not be 
the same as those in current use. In the first author’s experience, the use and composition of any 
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additives pumped into the subsurface during drilling, stimulation, or long-term injection are 
disclosed and reviewed by both federal and state regulators. 

In some cases, heavy salts such as NaBr and NaCl might be useful to increase the density of the 
water column and thus the downhole fluid pressure (Hogarth and Holl, 2017) during fracturing.  

Alternative fracturing fluids such as compressed, supercritical CO2 may be effective in the 
stimulation of very hot rock. Hot wet CO2 would be very corrosive and could help to dissolve and 
etch the rock to preserve open fractures without proppants (Petty et al., 2020). However, care 
would need to be taken as hot wet CO2 would also be detrimental to any steel casing.  

Proppants must be strong, resistant to crushing, and chemically stable at SHR conditions. Quartz 
sand, sintered bauxite, resin-coatings, and ceramics have been tested up to 320 °C (Jones et al., 
2014; Lisabeth and Norbeck, 2020; Ko et al., 2023), but not into SHR conditions. Based on basic 
mineralogy, it is expected that these proppants will alter at SHR conditions resulting in 
significantly reduced fracture permeability. However, the right material selection (Ko et al., 2023), 
and/or adjustment of working fluid composition (Jones et al., 2014) may provide a solution for 
proppant longevity in fractures. Diverter materials in the slurry, including thermally degradable 
zonal isolation materials (TZIM), may be useful to prevent leak-off, extend fractures, and facilitate 
proppant transport and placement (Petty et al., 2022). An alternative to the use of proppants would 
be to operate at fluid pressures high enough that fractures are hydro-propped, that is the operating 
injection pressure would be significantly greater than the magnitude of the minimum horizontal 
stress. The economics of hydro-propping at resource temperatures from 175-350 °C were modeled 
by Frash et al. (2023a; 2023b). Technically, operating at high pressures is feasible, for example, 
the Habanero well pair in the Cooper Basin, Australia produced 19 kg/s of 215 °C water with a 
production wellhead pressure of 32 MPa and an injection well pressure of 43 MPa (Hogarth and 
Bour, 2015).  

Related to proppant and alteration is the initial fracture transmissivity (often called fracture 
permeability, which is not technically accurate) and its evolutions with time and flow. Very little 
is known about this topic at SHR conditions so it represents a large gap for both laboratory and 
field studies. 

Lastly, tracers are key tools to characterize pathways between wells. Napthalene sulfonates, a 
standard conservative tracer used at lower temperatures are thermally unstable above 350 °C 
(Sajkowski et al., 2021); therefore SHR-durable tracers will need to be developed. 

Gaps 

• Research and development of  non-toxic additives to prevent scale, reduce friction, and 
enhance flow rates at SHR conditions.  

• Proppant placement and chemical, thermal, and mechanical durability at SHR conditions. 
A wide range of proppants and fluids should be tested in flow-through reactors developed 
for SHR testing (also see section 3.2). 

• If proppants cannot be developed to withstand the heat, are there other methods (high-
density fluid, hydropropping, chemical treatments, or others) to maintain create and 
maintain permeability?  
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• Will fracture permeability increase or decrease with time? Factors causing a decrease will 
include fracture closure, proppant dissolution, and precipitation. Factors causing an 
increase will include thermal cooling, host rock dissolution, and fluid channeling. 

• What tracers can be used at SHR conditions? 

3.7 Induced seismicity 

Induced seismicity has been a major concern for EGS for decades (Majer et al., 2007; Cladouhos 
et al., 2010). The DOE has developed a robust Induced Seismicity Mitigation Protocol (ISMP) for 
US projects (Majer et al., 2012; Majer et al., 2016), and operators have experience implementing 
them in EGS projects since the ISMP was developed and tested (Cladouhos et al., 2016; Norbeck 
and Latimer, 2023). Expertise in minimizing induced seismicity has also been developed in the 
Rhine Graben projects (Shapiro, 2015; Richard, et al., 2016) where some projects initially caused 
felt events at Basel (Baisch et al., 2009) and Soultz-sous-Forêts (Dorbath et al., 2009). A notable 
exception to the progress in preventing induced seismicity occurred in 2017 in Pohang, South 
Korea, when a Mw 5.4 earthquake was likely caused by injection in a critically stressed fault (Kim 
et al., 2018). Possibly the most important lesson is that EGS projects in urban areas like Pohang 
and Basel should be avoided until a method to identify blind, critically stressed faults in advance 
of well stimulations is developed.  

It has been suggested that reservoir creation near the brittle-ductile transition will reduce seismic 
risk (i.e., Japan Beyond Brittle, Muraoka et al., 2014). However, seismologic observations and 
numerical models suggest many earthquakes nucleate at depths of 7-10 km in rocks near the BDT 
(i.e., Chen and Molnar ,1983; Lapusta and Rice, 2003) and others argue that SHR EGS may be 
prone to enhanced seismicity (Parisio et al., 2019a), so this idea needs further testing. 

Fortunately, areas with high temperature gradients (>100 °C/km) where the first SHR projects will 
be tested, correlate with areas of low seismic risk due to thinner brittle crust and high heat flow. It 
is documented that the Ridgecrest earthquake swarms of 2020 were suppressed in the Coso 
geothermal area (Kaven, 2020). 

Gaps 
• Better understanding of the geomechanics in the brittle-ductile transition/ K Horizon. 

Given that the zone does not transmit S waves as readily will it have an impact on reducing 
seismic risk?  

• Investigating whether induced seismicity due to cold fluid injection migrates downward as 
modeled by (McClure, 2023b). Can seismic data from geothermal injection programs (i.e., 
Hartline, Walters and Wright (2019)) be used to test the hypothesis? 

 
3.8 Roadmap to Commercialization. Thermal longevity of wells and variable pricing 

Optimizing EGS reservoir design and operations will require financial considerations. As 
examples, below we identify two potential changes in the expectations for geothermal projects. 

The standard lifespan assumed for geothermal wells is often 20-30 years, consistent with the 
lifespan of the power purchase agreement (PPA) and power plant (Kennedy et al., 2021; Toews 
and Holmes, 2021). This follows a work plan for conventional plants in which a well field is drilled 
out, a power plant built, and the resource team and drillers move on to another development only 
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to be called back if wells are performing poorly (usually cooling) compared to initial reservoir 
models. While make-up wells can be built into resource plans, geothermal power plants often 
operate under capacity due to lack of pro-active planning and ready-capital or lack of extra 
resource. 

An alternative strategy for the lifespan of geothermal wells is 10-15 years (i.e., McClure, 2021). 
By drilling fewer wells up-front, and operating at thermally “non-sustainable” flow rates, capital 
costs for drilling can be spread out over the lifetime of the project. One could even imagine a 
strategy more akin to O&G field development where a well is always being drilled on the site. 
This would also provide more opportunities for learning-by-doing both for drilling and stimulation 
(Latimer and Meier, 2017), and reduce mobilization and far-from-drilling support center costs 
which can currently represent 10-30% of the costs at remote locations.  

In the past, geothermal power production has been considered baseload generation. With few 
exceptions, PPAs have provided flat pricing, thus there has been no incentive for producers to 
produce more or less than the PPA when asked by the offtaker or utility. If properly designed and 
paid for, geothermal power plants can provide flexible electricity generation. This is especially 
true of SHR geothermal power plants because the steam produced can be flexibly throttled or 
boosted to meet demand. For example, stored heat from solar energy can be used to superheat 
steam to generate more power at times of high demand and high price (Rosenfeld and Petty, 2023), 
or surplus electricity can be used to build up subsurface pressure for later use (Ricks, Norbeck and 
Jenkins, 2021, 2022). In either case, the off-taker and geothermal developer need to work together 
during project development to maximize project flexibility and provide the right incentives. 

These are specific examples of that could be part of the roadmap to SHR geothermal 
commercialization. More broadly, a roadmap is needed to evaluate the investment in time and 
money to progress from pilot to commercial power generation. 

Gaps 
• Industry demonstration and commercial scale-up roadmaps. 
• In addition to low LCOE, investigations of other advantages can SHR EGS provide. For 

example, baseload/firm power, energy security via local energy resources; power for 
growth and new industries in developing countries; hydrogen transportation fuels. 

• What creative financing and PPA ideas can make all geothermal even more economically 
attractive?  
 

3.9 Diagnostics and Characterization  

To model, target, and manage an SHR enhanced geothermal system, the native state and final state 
of the rock volume must be well-characterized. Not only will this result in a higher likelihood of 
success, but it will also reduce hazard and investment risk and increase public confidence. There 
are many geothermal, geophysical and well engineering methods for measuring properties and 
changes in the earth’s crust and geothermal reservoirs. This is a very large subject worthy of 
another full report, we present some highlights of the state of the art and no gaps.  

Microseismic monitoring has been used since Fenton Hill to image EGS reservoirs and fracture 
systems (Majer and Doe, 1986; Fehler et al., 1991). Since then, a wide variety of microseismic 
monitoring techniques have been used in geothermal field characterization and EGS projects. 
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Seismic data is used for well targeting, induced seismicity mitigation plans, determining stress 
from focal mechanisms, and tomography to measure changes in elastic moduli. 

At the Newberry Volcano EGS Demonstration, the microseismic array (MSA) deployed 8 shallow 
(~250 m deep) BH sensors to reduce surface noise and increase coupling to saturated bedrock and 
7 surface sensors to provide focal sphere coverage for moment tensor analysis (Cladouhos et al., 
2016). Another approach to surface and near-surface MSAs is a large-N nodal array to stack time 
data and create coherent signals (Edwards et al., 2021; Zhang et al., 2022).  

Downhole geophone arrays often used in O&G hydraulic fracturing jobs, have had limited success 
in geothermal fields due to the relatively low temperature tolerance of geophones and high shallow 
temperatures in geothermal fields. At FORGE Utah, a distributed acoustic sensing (DAS) fiber 
optic (FO) array installed in a 985 m deep monitoring well outperformed borehole geophones for 
locating microseismic events (Lellouch et al., 2020). An even more effective approach is to install 
DAS-FO sensing arrays in multiple wells (injectors, producers, and monitoring wells) at reservoir 
depth (Norbeck and Latimer, 2023). An extra benefit of installation of fiber optics in reservoir or 
near-reservoir depths is the ability to also perform distributed strain sensing (DSS) (Norbeck and 
Latimer, 2023; Ward-Baranyay et al., 2023). While distributed acoustic sensing fiber optic arrays 
have only been used up to 200 °C, AFL has recently developed a 500 °C gold-coated FO cable 
(AFL, 2023) which could be used in SHR wells in the near future.  

Other geophysical methods that may be useful for EGS characterization are INSAR (Mellors et 
al., 2018), gravity modeling (Bonneville et al., 2017), and magnetotellurics (Pauling et al., 2023). 
Finally, well testing will be crucial to the characterization of any EGS, including pressure 
monitoring, pressure transient analysis, circulation testing, tracer testing, etc. (Horne, 1995). 

4. Proposed Paths Forward 
The gaps in technology and knowledge for SHR EGS reservoir creation listed in Table 2 and 
Section 3 are broad and multidisciplinary. Part of the solution to solving the challenges of 
producing SHR is one of system integration. Many of the pieces may be out there, but scientists, 
engineers, and service providers around the world may not yet know that they hold knowledge and 
technology that can transform geothermal energy. Two obvious examples where outreach and 
education could provide new insights for SHR geothermal are earth scientists and engineers in the 
O&G industry and academic institutions. 

The tools of the shale revolution, horizontal drilling and multistage fracturing, proppants, and 
microseismic monitoring, are now being applied to geothermal projects at temperatures below 
230 °C. Extending those tools and methods to SHR conditions will be one pathway to filling some 
of the gaps needed for SHR geothermal. However, many innovations needed for SHR geothermal 
may come from groups not working on hydraulic fracturing; for example, service companies 
working on steam floods, in situ pyrolysis, and deep-water fields may have the needed. 

In academic institutions, examples of experts that have not yet engaged in and have little 
knowledge of SHR resources include economic geologists, volcanologists, seismologists, and 
structural geologists. As the section on reservoir analogs shows, geologists and geophysicists have 
been studying rocks on both sides of the BDT for many years and can bring many insights to the 
challenges likely to be encountered in SHR development. In the US, more collaboration between 
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researchers normally funded by NSF (National Science Foundation) and those normally by DOE 
would yield benefits.  

One of the most effective approaches to system integration is public investment in demonstration 
projects. In countries with strong geothermal industries and government support (Iceland, Italy, 
New Zealand, and Japan), there is ongoing support for superhot geothermal both at the system 
integration and targeted funding levels. The latest funding opportunity for EGS pilot projects 
(which includes funding for a SHR EGS demonstration) from the US DOE (DOE, 2023), 
summarizes the learnings and objectives of pilot demonstrations as follows:  

• “as exemplars, proving reliability and performance ultimately de-risking the 
technologies,”  

• “as experiments from which to learn, because upscaling typically identifies new problems 
that are not apparent at smaller scales and allows the community to settle on a ‘dominant’ 
design,” and 

• “as opportunities for collaboration, such that best practices can be established, and 
processes can be standardized and improved.” 

In planning and executing demonstrations projects, gaps not anticipated during the proposal 
writing phase will be revealed. It is important that funding agencies recognize that to maximize 
successes and learnings from demonstration projects, additional secondary funding for data 
analysis, tools development, and new collaboration will be necessary. For example, a gap 
discovered during a demonstration project on one continent might be best solved by a collaborator 
on a different continent.  

Public investment will be essential to bring SHR geothermal projects to fruition in a timeframe 
that could be useful to address issues such as greenhouse gas mitigation and energy security. 
Bridging the gaps identified in this paper will require significant financial commitments globally 
to support investigations at academic institutions, national laboratories, and public-private 
partnerships. Such investment will result in reducing risk for further investment of venture capital. 
Moreover, early projects will need to occur where the heat is relatively shallow. This will 
inherently be a global endeavor. Projects in Iceland, Italy and elsewhere funded under the 
European Union’s Horizon 2020 program provided foundational groundwork in the drilling of 
supercritical geothermal systems and spurred several drilling projects that resulted in significant 
learnings and technologies in turn. The Iceland Deep Drilling Project (IDDP) has drilled two 
superhot wells, IDDP-1 and IDDP-2, and is planning a third. The learnings from this two-decade 
long project on drilling, well completion, corrosion, etc. have been immense and the extensive 
published literature will be invaluable for future SHR projects worldwide. The DEEPEN project 
is an EU-funded project with a global team with the goal to develop a methodology to explore and 
characterize superhot and supercritical geothermal plays (Kolker et al., 2022). International 
collaborations like these should be encouraged and continued. For example, an annual 
international workshop with a narrow focus on SHR geothermal with a broad invite list to include 
scientists and engineers with expertise across the gaps would serve to facilitate the interdisciplinary 
and international collaboration needed to develop solutions and fill gaps. Ideally, these workshops 
would be hosted at potential SHR sites (i.e., in Japan, Iceland, Italy, New Zealand, Oregon, 
California). 
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Public funding for geothermal field projects commonly requires public and technical outreach to 
share results and build support for geothermal. Recent US examples being the FORGE project 
(https://utahforge.com/outreach/), and the latest funding opportunity for EGS pilot projects from 
the DOE (DOE, 2023). Even privately funded companies are sharing their results publicly and 
transparently (Eavor, 2023b; Norbeck and Latimer, 2023), a notable change compared to 
traditional geothermal operators who often treat internal data as proprietary. Many online tools are 
now available for paper, internal report, and data sharing such as the USDOE’s Geothermal Data 
Repository (https://gdr.openei.org/); however, the US focus leaves out the many advances in the 
EU and Japan (which have their own data sharing sites).  

5. Conclusion 
High enthalpy superhot rock EGS presents a promising path to scale clean, firm, cost-competitive 
geothermal electricity production worldwide, but significant scientific and development 
uncertainty surrounds these resources. In this paper, we discussed the technologies needed to create 
SHR reservoirs and describe critical gaps ripe for public and private funding necessary to break 
down potential roadblocks. 

A key conclusion is that solving the challenges of creating and producing SHR geothermal 
reservoirs will require international and multidisciplinary collaboration, system integration, and 
demonstration projects. The scope of the challenge invites partnership, not just between 
geothermal and oil and gas operators, but also with those that offer broader expertise in deep, 
higher temperature systems, such as economic geologists and metamorphic petrologists, and 
engineers and labs that routinely work beyond the critical point of water. 

Although superhot rock geothermal will push the limits of many subsurface tools and is beyond 
the bounds of current hydrothermal and EGS projects, it should be noted that humans safely and 
routinely operate equipment that contains materials above 375 °C. Coal power plants burn at 
550 °C, nuclear power plants at 700 °C, and pizza ovens at 400 °C. That is, we can engineer 
equipment to access, contain, and extract energy from the global SHR resource - engineers and 
scientists need the incentive to do so. 
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ABSTRACT 

South central Alaska, the state’s population center, is facing a crisis caused by overwhelming 
dependence for electricity generated by natural gas from the aging Upper Cook Inlet field. 
Several options for diversification to green sources are being explored. Among them is 
Augustine Volcano, one of the hottest members of the Pacific Ring of Fire and only 100 km 
from the grid. A great deal is known about Augustine through efforts of the Alaska Volcano 
Observatory (AVO, a joint program of USGS, State of Alaska, and UAF). Augustine is one of 
the best monitored of US volcanoes and a rich, open data set has accumulated through this 
monitoring as well as geophysical and geochemical analyses of data and samples collected 
from eruptions, the most recent being in 2006. The volcano comprises most of an island owned 
by the State and lacks significant flora and fauna because of eruptive activity. Because virtually 
all work has been conducted with the intent of mitigating volcanic hazards, any effort 
motivated by geothermal development would have to fill in some gaps, particularly 
magnetotelluric and seismic surveys and slim-hole drilling. Nevertheless, there is strong 
evidence for a sustained magmatic heat source > 800oC at about 4 km depth.  Analogy to similar 
circum-Pacific volcanoes that have been drilled in the near field suggests that temperatures > 
200oC could be reached by 2 – 3 km of inward-directed drilling from a relatively safe location 
just beyond the flank of the cone. The eruption hazard can be mitigated by site selection, 
hardening and automating the power plant, and the months-long alert pre-eruption provided by 
monitoring. The cost of submarine cables, which could be run either to the east or west or both, 
could be mitigated by pairing the geothermal development with an offshore windfarm in the 
exceptionally favorable location adjacent to Augustine. A preliminary economic analysis 
suggests that such a development would produce green energy in 2030 at a cost comparable to 
todays’ natural gas. 

1. Introduction 
Augustine Volcano is among the more active volcanoes of the Pacific Rim. Eruptions are fed 
from a dacitic magma chamber expected to be at 3.5 – 5 km, sustained and mixed with inputs 
of andesitic magma from below. If developed as a geothermal power source, it is well 
positioned to supply electric power to the Cook Inlet region (Fig. 1). Existing geothermal 
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systems of this type produce 101-3 MWe. However, volcanoes tend to each have unique 
attributes or personalities, making it difficult to arrive at meaningful estimates about their 
developable potential without robust geophysical surveys and complementary exploration 
drilling.  

 

Figure 1: Map showing distribution of volcanoes on the west side of Cook Inlet. Note their fairly regular 
linear spacing. Augustine, Redoubt, and Spurr (specifically Crater Peak) have had multiple 
eruptions in historic time. Only Spurr and Augustine are located outside national parks. 

No geothermal exploration has taken place at Augustine because of concerns about eruption 
hazards and the need for submarine power transmission. However, there are regions on 
Augustine Island that are protected from eruptions by topography and use of submarine 
transmission cables is now commonplace. Augustine provides an attractive opportunity to 
diversify power sources from the current heavy dependence on natural gas, with a source that 
is greenhouse gas free, continuous (baseload), and has minimal footprint. 

The U.S. has not developed any power generation facilities in association with subduction zone 
volcanism, however there are numerous examples around the Pacific Rim that have been 
developed successfully. The fact that this is a new type of geothermal project for the U.S., but 
using an established technology, may make this project attractive for public as well as private 
sector funding. 

Geothermal energy is arguably the only ecologically benign baseload source. It also has by far 
the smallest footprint of any energy source because the powerplant is collocated with its fuel 
source, which is also the site of waste (water from which energy has been extracted) disposal.  
As a green, renewable resource, geothermal energy is lagging development of other such 
sources, accounting for < 1% of global electricity production. The reasons include the long 
timeline and high financial risk (because drilling is expensive and finding a resource uncertain). 
In Alaska, all the most promising geothermal sites for electric power generation are associated 
with active volcanic activity and are remote, by Lower-48 standards.  
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2. The magma-hydrothermal relationship 
All geothermal sites rely not only on a heat source, but also the ability to circulate fluid through 
rock to extract that heat and use it beneficially. Except for the interior western USA, known as 
the Basin and Range Province, all electric geothermal power generation in the US is associated 
with active or geologically recent (new or old heat, respectively) volcanism. In the Basin and 
Range, hot aqueous fluids transport energy upward through deep-rooted faults (White and 
Brannock, 1950). But most power production comes from volcanically active fields not 
associated with subduction (e.g., Salton Sea, CA; Geysers, CA) although with eruptions in the 
last 50,000 years. The reason for the association with magma is that the ultimate source of heat 
is Earth’s mantle, too deep to drill to, but molten rock (magma) originating in the mantle 
buoyantly advects heat to the mid to shallow crust, generating hydrothermal systems 
comprising circulating water in porous rocks at drillable depths (Fig. 2). A reservoir 
temperature of about 200oC or more is desirable, but cooler systems can be used as binary (two-
fluid) geothermal power generation, with correspondingly lower thermal efficiencies. 
Geothermal fluid can also be valuable for space heating, but this requires loads to be proximal 
to the geothermal source. Only electrical transmission can transport geothermal energy over 
long distances, and for this purpose higher temperature systems are more desirable.  

 

Figure 2: Idealized concept of Augustine-like magma-hydrothermal system in Japan (Tsuchiya, 2020). 

Efficiency is a limitation of geothermal systems, constrained by the maximum temperature of 
the resource. Conventional geothermal power plants 200o – 300oC are relatively inefficient 
(Fig. 3) compared to other steam turbine generating power plants that use fossil or nuclear fuel. 
Therefore, geothermal companies are pushing deeper to higher and higher temperatures, where 
the energy (more correctly, specific enthalpy of geothermal fluid) is as much as tripled and 
power plant efficiency is tripled as well, leading in theory to 10x productivity or 1/10 - fold 
decrease in drilling cost to get the same power. High temperature wells can energy discharge 
rates 10x conventional (> 100 MWt from one well). Thus, the potential to make geothermal a 
major player in green, renewable energy is strong. It is being pursued intensively in Japan and 
Iceland. However, engineering problems increase with temperature and have yet to be fully 
solved. As far as we know, these super-hot systems are all very close to magma under 
volcanoes and are the expected case for volcanoes in Alaska. This should be kept in mind for 
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Alaska’s long-term future, because advances in long-distance power transmission, namely high 
voltage direct current (HVDC), have largely mitigated the problem of remoteness. But because 
realization of superhot geothermal may be as much as a decade in the future, this report will be 
confined to the prospects for development of conventional geothermal at Augustine Volcano. 
Nevertheless, we include consideration of magmatic conditions, because one cannot fully 
understand a hydrothermal system without considering its heat source, particularly with regard 
to renewability and the future potential noted above. It is important, but often neglected, to 
include the historic and geologic record of volcanic activity in considering the possibility of a 
volcano-hosted hydrothermal system.  

 

Figure 3: Efficiency (% of thermal energy converted to electrical energy) for various fuel sources (Moon 
and Zarrouk, 2012). 

3. Why Augustine? 
Augustine has much to recommend it for geothermal exploration: 

1. It is close to the state’s population center. 

2. It represents a very large thermal energy source. 

3. It is situated on state land. 

4. It has an austere volcanic landscape that is unlikely to pose environmental concerns. 

Despite this, very little has been done to date about geothermal at Augustine. The impediments 
are: 1) the perception of eruption risk, 2) plentiful natural gas in upper Cook Inlet, and 3) the 
need to run a submarine cable 100 km to the Kenai Peninsula (much less if to the west) would 
be prohibitively expensive. The first can be mitigated and is discussed below. The second 
perception has been dispelled, for example by the largest producer Hilcorp, which recently 
warned that adequate gas supply cannot be expected beyond 5 years from now (Alaska Beacon, 
2022). The third perception can be dispelled by considering the improvements in submarine 
power transmission, led by transnational and international power transmission in China and 
Europe, and growth of offshore wind farms. 

4. Augustine in context 
Augustine is typical of many volcanoes that comprise the “Pacific Ring of Fire” (Fig. 4). The 
volcano is a complex of andesite to dacite domes, almost solidified magma thrust upward from 
the vent. Dome eruptions are preceded by eruptions of ash and accompanied by block and ash 
flows shed from growing, steep-sided domes. These are basically avalanches, somewhat like 
snow avalanches. They are seen as ash billowing from the flow and moving downhill at high 
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speeds, concealing the movement of large blocks beneath them. They were well observed and 
described by the Alaska Volcano Observatory (USGS, UAF, ADGGS) during the most recent 
eruption of Augustine in 2006, and famously by Japanese scientists at Unzen Volcano, where 
some 10,000 such phenomena occurred during a four-year period, destroying much of the town 
of Shimabara at its base. This in large measure accounts for a lack of interest in the possibility 
of extracting geothermal energy from Augustine. However, such flows are constrained by 
topography. Recent eruptions products have been well mapped by Alaska Volcano Observatory 
scientists. Hence the high-risk areas are well known as are those that have not been impacted 
for millennia. Additionally, Augustine is one of the best monitored volcanoes globally. 

 

 

On the island, AVO operates 14 seismic stations, 9 GPS stations, 3 infrared sensors, and 2 
webcams (J. Power, USGS, pers comm, 2023). The data are collected continuously and 
telemetered in real time to USGS in Anchorage. Frequent overflights for gas analysis and 
thermal analysis and photographic documentation are added during periods of unrest. Eruptive 
episodes are preceded by months to a year of elevated seismicity, providing ample warning. 
Flimsy structures on Augustine have survived block and ash avalanches. With robust 
structures, proper siting, and the ongoing monitoring it is possible to minimize the risk to 
geothermal operations and make it acceptable for humans, whose presence can be minimized, 
and they will have ample warning to evacuate, if necessary (Fig.5).  

 
Figure 5: Seismic events per day during the decade leading up to the most recent eruption onset at 
Augustine (red line). Seismic activity begins to increase several months before eruptions start (Lalla 
and Power, 2010). 

Figure 4: Active volcanoes of the Pacific Rim, the “Pacific Ring of Fire”. Global Volcanism Program, 
Smithsonian NHM. 
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Most of the thermal power output from a volcano to the surface volcano is represented by 
volume of magma erupted per time. For Augustine, the magma discharge rate over the last two 
centuries has averaged about 2 x 106 m3 per year (Beget and Kienle, 1992), representing a time-
averaged thermal power of about 100 MWt (e.g., Eichelberger, 2020). This places Augustine 
well within the top 10% of active volcanoes in the circum-Pacific region. If that power seems 
strangely low by geothermal standards, it is because this is an average over time of extremely 
energetic short-term episodes, with power being energy per time.  Furthermore, this is the heat 
that “got away” and is likely only a fraction of heat released from magma that remained below 
the volcano at shallow depth. The mean repose period (between eruptions) of Augustine is 
36+/-10 years.  

Despite its high rate of activity, Augustine is quite small, only about 15 km3 (there is 
considerable uncertainty), with Jurassic basement exposed on the south side. This basement 
forms a prominence on the south side that is free of volcanic deposits, a safe location in almost 
any eruption. The volcano is sited in the expected place, midway between Iliamna and Douglas, 
for an Aleutian Range volcano, which except for some clusters (e.g., Katmai group) are semi-
regularly spaced. The paradox of small total volume of Augustine despite high magma 
productivity could be due to massive removal of cone material by glacial ice flowing down 
Cook Inlet prior to 15,000 years ago or to a higher-than-normal proportion of magma 
crystallizing beneath the surface or to a higher-than-normal intensity of activity for the last 
several millennia. What is encouraging from a geothermal standpoint is that the shallow dacitic 
magma body beneath Augustine appears to be a long-lived feature that is sustained and caused 
to erupt by periodic injections of hotter, andesitic, or basaltic-andesitic magma from greater 
depth (Larsen et al, 2010). This is a familiar pattern in subduction zones, with examples like 
Redoubt (Wolf and Eichelberger, 1997) in Alaska, Unzen in Japan (Browne et al, 2006), 
Soufriere Hills on Montserrat, BWI (Murphy et al, 1998), and Pinatubo, Philippines (Pallister 
et al, 1992). 
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In addition to extensive monitoring today, Augustine has been an object of intensive geological 
and geophysical studies during the last half century. The early work was quite general, but the 
more modern research is focused on Augustine as a volcanic hazard. As a consequence, much 
is known about the volcano’s structure and stratigraphy and the physical and chemical 
characteristics of its eruptions.  Little is known about its deeper structure and in particular 
electrical conductivity, the latter being an indication of the presence and distribution of 
hydrothermal systems and magma. Thus, the best that can be done is to review results of similar 
volcanoes where drilling data are available. 

5. Geothermal development at subduction zone volcanoes 
There is evidence that magma, the heat source of most electrical power generating geothermal 
systems, is deeper in subduction zones like those that surround the Pacific Ocean than for rift 
zones. The reasons are likely because the crust of rifts is thinner, bringing the mantle closer the 
surface, and the silicic magmas are drier, causing them to stall in their rise and accumulate at  

shallower depth. However, this is not a serious obstacle to geothermal development because 
hydrothermal systems in subduction zones appear to comprise hot plumes that rise from magma 
bodies. Hence 2-3 km of drilling should suffice. All volcanoes are different, but they have 
enough in common that Jolie et al (2021) could present a summary view of magma-
hydrothermal systems in different tectonic settings (Fig. 6 for subduction). One might think of 
them as cones with a hot central chimney and wrapped in a wet blanket that hides the heat 
below. Rifts have a subaerial extent much smaller than subduction zones. Examples are 
Iceland; Salton Sea; and the East African Rift.  

Geothermal power production by country from circum-Pacific subduction volcanoes is 
presented in Table 1. Japan, which had 19 such powerplants as of 2020, shows the typical 
spatial arrangement, with powerplants arrayed in a line, corresponding to the position of active 
volcanoes over the depth where the incoming subducting Pacific slab reaches about 100 – 120 
km below sea level (Yasukawa et al, 2020). One could envision a similar arrangement for the 
Aleutian Range, except the more distant volcanoes would only be useful for manufacturing 
green fuels or ammonia, not for generating electricity without a massive cabling effort. 

It is interesting to note that Indonesia has been very successful in developing its geothermal 
resources, both in terms of the total number of powerplants it has developed, and the average 
installed capacity for these plants. One reason is that Indonesia has more active volcanoes then 
the other countries. Government policy and how aggressive Indonesians are in drilling in 
difficult places may play a role too. At the other end of the spectrum, the US, which is still #1 
in in total geothermal power generation (followed by Indonesia), has not made use of 
subduction zone volcanoes. Contributing factors are that US has easier places close to 
population centers to develop (e.g., Geysers, Salton Sea), most Lower-48 volcanoes are in 
protected federal lands and the remainder, while much more active, are in Alaska. 

6. Some comparisons with Augustine Volcano 
Subduction zone volcanoes that most resemble Augustine are those that erupt andesitic to 
dacitic magma triggered by injection from below by basaltic andesite or basalt. Two such 
volcanoes are discussed below: Pinatubo, Philippines, which erupted about 5 km3 (DRE) of 
dacitic magma in 1991 (second largest eruption of the 20th century after Katmai, Alaska in 
1912) and Unzen Volcano, Japan, which erupted dacitic domes. A somewhat more chemically 
varied volcano, Mutnovsky, Kamchatka, Russia has been developed by drilling numerous 
geothermal boreholes on its flank and delivers about 60 MW of electricity to Petropavlovsk-
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Kamchatsky. These volcanoes were selected because all were drilled on or close to the volcanic 
edifice itself (Fig. 6). Tongariro Volcano in New Zealand has recently been studied by 3-D 
magnetotellurics (Hill, 2021), and again conforms to the general concept of Jolie et al (2021). 
Finally, Crater Peak, Alaska, the only Cook Inlet volcano that has been investigated 
geothermally, at the time of this writing, is contrasted with Augustine. 

6.1 Pinatubo Volcano, Philippines 

A remarkable aspect of Mount Pinatubo, Philippines, is that it was drilled for geothermal 
development, with wells as hot as 350oC (Delfin et al, 1996), shortly before the eruption of 
about 5 km3 of magma. This volume is a lower limit for magma in the system because it is 
likely that the eruption did not nearly empty the magma chamber (Gerlach et al, 1996). 

6.2 Unzen Volcano, Japan  

In contrast to the Pinatubo eruption, for which the paroxysmal phase was short and entirely 
explosive, Unzen erupted only domes that shed block and ash flows, and over an extended 
period. The eruption lasted from 1989 to 1995, with most of the dome building occurring 
between 1990 and 1994. There was great interest in discovering what the inside of this volcano 
is like. The big question was how a magma originally with 6 wt% water could have peacefully 
released that volatile component as gas during ascent, keeping buuble pressure low so the 
magma did not fragment to ash. That amount of water could produce some 600x expansion 
upon decompression to one atmosphere, producing a mixture of tiny bubble walls (ash) 
entrained in superheated magmatic steam and exiting the vent at perhaps 300 m/s. Did the gas 
escape outward from the conduit into Unzen’s cone, which would only be possible if rocks 
surrounding the conduit were permeable, or did it flow vertically upward through highly 
inflated and therefore permeable magma and/or along the conduit margins? Consequently, an 
International Continental Scientific Drilling Project was launched (Nakada et al, 1995). Given 
the long timespan required to raise money for a scientific borehole (ultimately costing about 
$20 M with major costs added to drilling by extensive road building and by use of huge 
amounts of cement during drilling through the outer fragmental portion of the cone), drilling 
did not penetrate the conduit until 2004, nine years after ascent of magma had ceased. The 
borehole design was novel. Drilling started vertically and then, using a downhole motor, 
deviated to a large angle from vertical to reach the conduit about one kilometer below the 
summit. Given that the conduit acted as a vertical pipe carrying 800oC magma, the science 
team wa surprised to find a conduit temperature of only 160oC. The wallrock was of very low 
permeability. The scientific answer to the degassing problem and hence effusive rather than 
explosive eruption was that the gas flowed up the conduit, escaping from inflated magma 
magma that subsequently collapsed to dense dome lava upon extrusion. Also, the cone itself 
was not hot, even after a major eruption. The lesson for geothermal development is that drilling 
production wells on the volcanic edifice should be avoided if possible. Less costly results may 
be obtained, if geometry permits, by spudding wells on bedrock, just outside the cone, and 
directionally drilling inward so as the access the region under the summit at 2 to 3 km. It should 
be noted that Augustine has an exceptionally favorable geometry for doing this.  

6.3 Mutnovsky Volcano, Russia 

A subduction zone volcano that has been extensively drilled and geothermally developed is 
Mutnovsky Volcano on the Kamchatka Peninsula of the Russian Far East. The main plant, 50 
MWe (Fig. 6) and a smaller one, 6 MWe, supplies the main city on the peninsula, 
Petropavlovsk-Kamchatsky. In fact, Kamchatka has some parallels to Alaska in that it has 
limited access to the mainland of its country. During the winter of 1998, no oil or coal reached 
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the peninsula by sea, the only route, and many people would have died in the bitter cold were 
it not for the continued operation of the geothermal power plant. This is a stark illustration of 
the benefit of diversity in energy sources. 

 

 

 

The summit crater contains fumaroles that continuously emit steam and SO2 at near magmatic 
temperatures, evidence for convection of magma at shallow depth within the conduit. The 
system has the general form of that suggested by Jolie et al (2021) but is much hotter, nearing 
supercritical. Magma may underlie the flank as well. Oxygen isotope data, which is sensitive 
to the elevation of the source water, shows that the hydrothermal system is recharged by the 
crater glacier. Thus it must be heated to high temperature under the volcano. 

6.4 Combining cross sections of Augustine, Pinatubo, Unzen, and Mutnovsky 

In Figure 7, relevant features of Unzen, Pinatubo, and Mutnovsky are superimposed on a cross 
section of Augustine from Waitt and Beget (2009). There is no vertical exaggeration so the 
elevation scale on the right is also valid for horizontal distance. Surface profiles were used to 
make vent position coincide. Subsurface features are all plotted according to the Augustine 
cross section base map. The implication of these analogues is that Augustine is a viable 
geothermal prospect. Discouraging results for Crater Peak on the flank of Mount Spurr should 
not cast doubt on this conclusion, because it is a very different type of volcano, with magma 
coming rapidly from a much deeper source and leaving little heat behind under the cone (Fig. 
8).  

6.5 Other volcanoes 

Crater Peak is a flank vent on Mount Spurr and is the only geothermal prospect that has been 
explored in the Cook Inlet region. It is quite different from Augustine, or even Spurr itself as 
it erupts a fluid basaltic andesite whereas both Augustine and Spurr produce dacitic domes and 
tephra. Seismicity associated with eruption at Crater Peak extends to the lower crust at 40 km, 
the likely storage zone of the magma (Fig. 8). There is little or no warning of eruptive events, 
apparently because the magma ascends very rapidly through a well-established conduit. As 
such, deep heat is advected efficiently to the surface with little left behind to drive hydrothermal 
circulation. In contrast, seismicity under the summit region resembles that of Augustine, likely 

Figure 6: The Mutnovsky 50 MWe powerplant located just beyond the flank of Mutnovsky Volcano. 
Photo by A. Kiryukhin. 
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indicating shallow storage of silicic magma under the summit domes. However, the summit 
region would be very difficult to access due to glacial cover. 

 

 

 

Figure 7: Geothermal features of Unzen, Pinatubo and Mutnovsky superimposed on a geologic cross section 
of Augustine (Waitt and Beget, 2009). All are at the same scale, with no vertical exaggeration.  
However, the overlaid features are aligned so that the summit vents of all three volcanoes coincide. 
Overlaid surface profiles are dotted lines, blue for Unzen, green for Pinatubo, and black for 
Mutnovsky. Boreholes are corresponding colors but solid lines. The temperature contours come from 
the Pinatubo boreholes prior to the eruption of 1996. Depths to the top of the magma bodies are from 
seismology, geodesy, and petrology (depth and temperature) for Augustine (Larsen et al, 2010; 
Cervelli et al, 2006; Power and Lalla, 2010) and from petrology for Pinatubo (Rutherford and 
Devine, 1996) and Unzen (Venezky and Rutherford, 1999). A scientific borehole (solid blue) reached 
the conduit of Unzen at a vertical depth of about 1 km below the summit (Nakada et a, 2005), 9 years 
after its 5-year eruption ended. The unexpectedly low temperature of 160oC probably results from 
the cone being a recharge area. Recharge at Mutnovsky is isotopically tagged as from the crater 
glacier. The water flows down (blue arrows) near the magma-filled, actively convecting (white 
arrows) conduit. The heated meteoric fluid than re-emerges in the geothermal system (Kiryukhin et 
al, 2018). A possible borehole sited on bedrock just outside the Augustine cone is shown as a solid 
red line to where it might reach temperatures >250oC beneath the volcano. 

 

The use of magnetotelluric (MT) surveys to image the magma-hydrothermal systems of 
volcanoes has grown tremendously over the last decade. This is largely due to increased 
computer power that can now process the data in three dimensions. An array of stations is 
deployed to generate conductivity “soundings” of the crust beneath the array. This is useful in 
geothermal exploration because fluids, both aqueous and magmatic, are more conductive than 
solid rock. Of course, this is not without problems because some rock types such as carbon-
rich and clay-rich layers can also be highly conductive. A particularly clear image of a typical, 
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active subduction zone volcano is shown in Figure 9 of Tongariro, located on the North Island 
of New Zealand. The conductive zones displayed appear to be of a voluminous magma 
chamber (C1), a “conduit” (C2) which probably contains a high specific enthalpy aqueous fluid 
plume rising off the magma, broadening out into broad hydrothermal reservoir (C3) under the 
volcanic edifice.  

 

 

 

 

Figure 9: Cross section through 3-D magnetotelluric analysis of Tongariro Volcano, NZ (Hill et al, 2020). 
C1 is the magma chamber, C2 is the magma conduit, C3 is the hydrothermal system. Used by 
permission. 

Figure 8: A comparison of seismicity under Augustine and Spurr/Crater Peak, modified from Lalla 
and Power (2010) and Power et al (2002). Mount Spurr may have shallow silicic magma 
beneath its summit. Width of magma bodies are unconstrained except for Crater Peak. 
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7. Economic Considerations 
Black & Veatch (B&V) developed a regional integrated resource plan for the AEA/Railbelt 
electric utilities [Interior-Southcentral-Kenai Peninsula] that featured cost/performance 
estimates for a geothermal electric power plant in the region (B&V, 2010).  All the scenarios 
developed in that regional plan indicated that geothermal power would become competitive in 
the 2030-time frame (B&V, 2010). 

One of the authors of this paper (MW) updated the cost and performance estimates for a 
50MWe geothermal power plant constructed at Augustine by: (1) applying local construction 
and operations cost multipliers to the Energy Information Administration’s most recent 
detailed cost estimate studies for a generic geothermal power plant in the Contiguous U.S. 
(CONUS; Sargent & Lundy, 2019), (2) adjusted costs to reflect the trifurcation of the plant into 
a baseload generating unit, a modest peaking unit to serve emerging peaking capacity markets, 
and a heat recovery system to serve year-round green houses, and (3) escalating those costs to 
2023$.  Capital costs were annualized assuming a 4.44% real discount rate (State of Alaska 
opportunity cost of investment) and a 30-year plant life.  Fixed and variable operating costs 
plus State of Alaska gross royalty payments were averaged over the plant life.  The resulting 
levelized cost of electricity (LCOE) estimate is $108/MWh (10.8¢/kWh), “Augustine LCOE” 
in Figure 10 below.  That cost was reduced to reflect a geothermal power plant’s eligibility for 
federal investment tax credits under the Inflation Reduction Act (IRA, 2022) and associated 
net reduction in State gross royalty payments resulting in a net cost of $75/MWh (7.5¢/kWh).  
The net revenues from heat sales to local greenhouses and ancillary services sales to the 
Railbelt electric utility grid were estimated to total roughly $19/MWh (1.9c/kWh).  The 
resulting net cost of electricity for the base load service is $56/kWh (5.6c/kWh) which is 
comparable to the current cost of power for Alaska’s largest electric utility, which currently 
relies primarily on aging local natural gas fields for its electric generation.   

Going forward, high quality offshore wind prospects adjacent to Augustine that span from 
Augustine down to the Barren Islands North of Kodiak Island present an opportunity to share 
the cost of transmission system interconnection and reduce total cost to well below the local 
utility outlook for 2030. 
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Figure 10: An estimate for electricity produced by geothermal energy at Augustine, after adjusted for 

various factors. See text for discussion. The analysis indicates that measured in 2023$, the project 
would match the current cost of natural gas-based electricity, whereas the cost from the present 
natural gas dominated generation mix is expected by the local electric utilities to more than double 
to roughly 12¢/kWh by2030.  

8. Conclusions 
There is little doubt that Augustine Volcano marks the position of accumulation of great deal 
of thermal energy at depths accessible by drilling, remarkable even by Circum-Pacific rim 
standards. Whether there is sufficient permeability near the magmatic heat source can only be 
determined by exploratory drilling. Much is known about Augustine and its magma reservoir, 
but nearly all these data were collected and analyzed for purposes of volcano hazard reduction. 
Nevertheless, the high level of monitoring the volcano and history of understanding its 
geophysical and geochemical signals precursory to eruption makes Augustine a safe place to 
work. The power plant and accompanying boreholes can be sited and hardened to minimize 
risk of property damage. The property is owned by the State of Alaska and its austere volcanic 
environment makes it immune to ecological damage from development. On the other hand, 
some geophysical studies pertinent to geothermal development have not been conducted, for 
example magnetotelluric surveys to produce a 3-D view of subsurface conductivity, seismic 
reflection, and LiDaR mapping to identify faults, and an aeromagnetic survey to elucidate 
subsurface structure. If these results are promising, then multiple slim holes should be drilled 
to directly reveal the distribution of permeability and heat at depth. The high cost of running a 
submarine cable(s) to the mainland sets a minimum level of electric power generation. This 
could be de-risked by pairing geothermal development with an offshore windfarm, for which 
the Augustine location is exceptionally favorable. The initial exploratory step to determine 
whether there is a geothermal resource worthy of development might cost of the order of 
$10,000,000.  

There are a number of energy source options for this region, Alaska’s most populous. However, 
given the ideal green and baseload characteristics of geothermal energy, we believe it would 
be prudent to take this exploratory step. 
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ABSTRACT 

Efforts to develop super-hot geothermal have emphasized getting to rock where any fluid present 
will be above its supercritical temperature, assuming that either adequate permeability will be 
found or can be created. The lure is at least an order of magnitude increase in productivity per well 
from increased rate of thermal energy transport in boreholes and increased efficiency of conversion 
to electricity in the generator. But removing energy from a volume of rock at a much higher rate 
implies that the rock will be cooled at a much higher rate, as most of the energy is contained within 
the rock, not the fluid. A better approach in addition to a higher energy density fluid is a higher 
energy density heat source, magma. In the temperature interval between liquidus and solidus, 
cooling magma releases not only sensible heat, like that of rock, but also latent heat of 
crystallization and high specific enthalpy magmatic vapor (forced out by decreasing melt fraction). 
Equally important is that at low crystallinity magma undergoes compositionally and thermally 
driven convection, so that the source volume from which energy is extracted is vastly increased by 
bulk flow of magma. An important first test of these concepts will be provided by the Krafla 
Magma Testbed (KMT), which will core and instrument the solid rock to liquidus magma 
transition zone. 
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1. Introduction 
In recent years, more and more effort has gone into developing “supercritical” or “super-hot” 
geothermal resources. Perhaps it is useful to start by stating terminology, as there has been 
considerable debate in the literature about this (e.g., Scott et al, 2015). An objection to supercritical 
is that, as defined as being above both the pressure and temperature of the critical point (Elders et 
al, 2104), is that there is no “point” in P-T space in a multicomponent system (i.e., the real world), 
nor do phase boundaries emanate from this idealized point. In fact, that is where the vapor-liquid 
boundary ends. The objection to “super-hot” is that it could mean superheated, i.e., steam not 
saturated with water. As such, it could be below both the temperature and pressure of the critical 
point, only above the boiling point curve. The same term is used for magma above its liquidus, 
i.e., melt not saturated with a crystal phase. The real goal is high specific enthalpy fluid. Such a 
fluid will typically have 3x the specific enthalpy of hydrothermal fluid in a conventional 
geothermal system and it will have 3x the conversion efficiency of enthalpy to electricity in a 
generator (Zarrouk and Moon, 2014). Thus, in principle one could achieve an order of magnitude 
increase in productivity of geothermal energy, raising it from <1% of electricity production 
globally to 10% or more and making it a major component for a clean energy future. Consistent 
with the title of this session and many like it, we will use the term “super-hot”.  

Much has been said about the advantages of geothermal energy in having the smallest footprint of 
any energy source and the only environmentally benign baseload source. All that may be needed 
is to drill deeper into existing conventional geothermal systems. Much has also been said about 
the challenges: getting secure cementing of casing under challenging conditions, accommodating 
thermal expansion of the casing during heating, preventing corrosion of the casing at high 
temperatures and acidic conditions, and preventing precipitation higher up in the system. To our 
knowledge, no super-hot well that has been flow tested has survived without damage and the only 
one for which an equilibrium bottom hole temperature has been obtained is the first one, (Ikeuchi 
et al, 1998). Many efforts are underway to solve these engineering challenges, so there is reason 
for optimism. The purpose of this paper is to focus on another issue that has received surprisingly 
little attention, proximity to a high energy density heat source: magma, and even better if that heat 
source is periodically resupplied. 

2. Heat storage and transport in a geothermal reservoir 
Rocks are a poor way to store heat. They have low heat capacity and low thermal conductivity. 
Therefore, for a fluid to bring the energy to the surface, it must access a large surface area so that 
the pathlength for conduction is short, and there will not be a great supply of energy to begin with, 
as it is in the form of sensible heat, supplied by lowering the temperature of the rock. Even if there 
is a substantial porosity, say 10%, occupied by high specific enthalpy fluid (HSEF), most of the 
energy in the reservoir is still contained as sensible heat in the rock. HSEF is a marvelous transport 
medium, carrying 3x or more heat per unit weight than fluid in conventional geothermal systems. 
And because the discharge rate (unit weight per time) may be greater as well, the thermal power 
from the borehole may be even greater than the simple ratio of fluid enthalpies would imply. This 
was amply demonstrated by IDDP-1, where the thermal power output exceeded 100 MWt (Fig.1). 
One can think of the transport mechanism as a fast-running conveyor belt, as opposed to a sluggish 
one (Fig.2). If there is ample thermal energy close at hand or can be advected in by porous flow, 
then a great deal of energy can be delivered to the surface. But if not, then the energy source will 
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simply be more quickly depleted. HSEF extraction will lead to cooling off the hot rock source 
more rapidly.  

But at Krafla Caldera, Iceland there is a high energy density source close at hand, near liquidus 
rhyolite magma. To sensible heat similar to rock, this material adds a high latent heat of 
crystallization accompanied by exsolution of super-hot fluid or vapor when crystallization occurs. 
Virtually all the water is dissolved in melt, and so when anhydrous phases like feldspar and quartz 
crystallize, solubility of water in melt is exceeded and a vapor phase is produced. Effectively, 
magma acts like a material with exceptional heat capacity. Depending upon assumptions, magma 
can have five or ten times the energy capacity of rock (Eichelberger, 2020). 

 

 

 

 
Figure 1: Flow test of IDDP-1, with an estimated thermal power output >100 MWt and the wellhead reaching 

450oC. Superheated steam would be completely transparent, but this discharge carries particulates from 
corrosion of the borehole casing (credit: Landsvirkjun and Iceland Deep Drilling Project).  
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Figure 2: Analogy of hydrothermal fluid to a conveyor belt for carrying thermal energy to the surface. The 

energy density of an HSEF reservoir with 10 vol.% porosity is less than 1/5 that of a magma. Unless 
resupplied by advective flow, the HSEF will simply deplete its source faster than in the conventional 
geothermal case. The energy released by 1 km3 rhyolite magma during crystallization amounts to about 
1018J or 1 GWt for 30 years for plausible assumptions (see Eichelberger, 2020). Inset shows 60 MWe 
power plant at Krafla. If the engineering challenges can be overcome, two wells like IDDP-1 could supply 
the power plant instead of the 12 production wells now in use (Pálsson et al, 2014). 

3. Heat transport from magma to the geothermal reservoir 

Results from IDDP-1 provide the first constraints on conductive heat flux from magma to the 
hydrothermal reservoir. The time-extrapolated temperature at 2077 m is 500oC (Mortensen et al, 
2014). There is a large uncertainty in magma temperature derived from a variety of petrologic 
techniques, but 900oC is plausible and commonly used (Fig. 5). Applying an appropriate thermal 
conductivity for the felsite in this interval and taking the conductive distance to be a maximum, 
this yields a minimum heat flux of 24 W/m2. There is much room for improvement in this estimate, 
and principal objectives of the first Krafla Magma Testbed (KMT) well are to obtain core and a 
local formation temperature profile across the solid rock to near-liquidus rhyolite boundary. This 
heat flux would predict almost 1 m of crystallization per year, yet melting rather than 
crystallization appears to be occurring at the top of the magma body (e.g., Eichelberger, 2020; 
Simakin and Bindeman, 2022; however not all the present authors agree on this point). In any case, 
how can such a heat flux be maintained? Easily, if >24 W/m2 is being introduced into the base of 
the magma body. Sigurdsson and Sparks (1981) depict this for Askja Volcano, south of Krafla.  

There is little agreement at this stage about the size of the magma body encountered by IDDP-1 It 
is worth noting that none of the computer modeling of super-hot hydrothermal systems lacks a 
magmatic heat source (e.g., Scott et al, 2015). The reason is there must be some concentrated, high 
energy density source. Significantly, a high enthalpy plume rises from this source, so drilling to a 
point above a magma body even if not to the magma itself has a significant benefit. If we can 
improve the geophysical techniques of finding magma, for which IDDP-1 accidently made step 
forward because magma was found retrospectively in seismic and MT data (Schuler et al, 2015; 
Kim et al, 2017; Lee et al, 2020), we will have a very useful tool for locating super-hot resources. 
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Figure 3: Various visions of the rhyolite magma body encountered by IDDP-1, ranging from small and young 

(left) to large and old (right). See text for discussion. 

Schuler et al (2015) suggest that the area underlain by rhyolite magma is about 4 km2. A heat flux 
of 24 W/m2 over that area would provide a thermal power input to the hydrothermal system of 100 
MWt. This is considerably less than the 150 MWt of idealized thermal energy (exergy) being 
produced by all wells in 2012 (Lagella et al, 2017). Does this mean that power input from magma 
to the hydrothermal reservoir is insufficient to maintain current electricity production? There are 
many uncertainties here, so no answer is possible. The conductive heat flux is a minimum value, 
the area of the magma chamber is highly speculative, and much of the thermal energy input could 
come from other sources, including fluid advection across this seemingly conductive barrier or 
from the deeper and larger basaltic magma accumulation interpreted to be present. It does mean, 
however, that although impressive at 2400x the planet’s average heat flow of about 0.1 mW/m2 
(Pollack et al, 1993), it is only 10% of solar heat flux (240 W/m-2; NASA Earth Observatory, 2009) 
and so it would need to be collected over a broad area, as with an array of solar cells, to sustain 
geothermal production. Another useful comparison is with the thermal power output of the volcano 
averaged over a substantial period of time. Thordarson and Hoskuldsson (2008) report a magma 
discharge rate of 102 km3 over the 104 years since deglaciation from the Northern Volcanic Zone 
(NVZ). If 10% of this is from Krafla, then its magma discharge rate is 1 km3 per millennium, 
which seems typical for an active central volcano. Adopting the value of 109 J/m3 for magma gives 
1018 J/km3 or a thermal power output of about 30 MWt. If this is surprising, it simply reflects that 
fact that most volcanoes do nothing for hundreds or thousands, even tens of thousands of years 
and then suddenly burst into violent activity. A very few, like Kilauea Volcano on Hawaii, are 
active a substantial proportion of the time. Viewed as the power output of a single geothermal 
borehole, and one can view a volcanic conduit that way, its performance is unimpressive. But this 
is the waste heat of the magmatic system. What gets dispersed on the surface contributes nothing 
to the storage of heat beneath the surface. A major question is what portion of magma gets erupted 
and what portion remains below the surface as a heat source. We have no answer although the 
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guesses generally range from 90% to 50%. One quantitatively based guess is that the release of 
SO2 during the eruption of Pinatubo in 1991 would require the degassing of a volume of similar 
magma 70x the erupted volume of 5 km3 (Gerlach et al, 1996), although the authors are skeptical. 
Nevertheless, they note that the seismically determined unerupted magma volume (Mori et al, 
1996) ranges from 8x to 25x the erupted volume. Bindeman and Simakin (2014) note the extensive, 
multi-batch evolution that rhyolitic magmas undergo at shallow depth. Much of this thermal 
energy from unerupted magma would be dispersed in the subsurface, and not necessarily into the 
developed reservoir.  We can, however, draw some conclusions: 

1. The withdrawal of geothermal energy from a magma-hydrothermal system is significant in 
terms of the thermal budget of the overall system. 

2. This means that while the overall energy available at conventional depths may be sustainable 
on the power plant lifetime scale, it is not truly sustainable in the long term, even though eventually 
renewable. We are likely mining some old heat in excess of what is coming into the system.  

3. To be truly sustainable, we must get as close to or into the magmatic heat pipe that comes from 
Earth’s mantle. Above that, energy is dispersed by blockage to magma rise by strong brittle crust 
and hydrothermal circulation within that crust. Below that depth, the system may be close to steady 
state on significant time scales.  

4. How can we achieve truly sustainability? By getting as close to the heat pipe as possible 
penetrating the conductor (insulator) that appears to be present between the magma and the 
hydrothermal system, and thereby stimulating enhanced convection within the magma. 

A possible cross section of Krafla Caldera (Fig. 4) visualizes rhyolitic magma as gradually 
accumulating by partial melting of hydrothermally altered basalt (thereby explaining its low δ18O 
composition; Simakin and Bindeman, 2022) that is gradually being dropped down through caldera 
subsidence, during eruptions and diking, from the central magma chamber to the basaltic hearth. 
In such a view, heat released from the rhyolitic magma is only part of heat transport into the 
hydrothermal system. Indeed, it is absorbing some of the heat flow from basalt as heat of fusion to 
produce rhyolite, though still adding to the overall storage of thermal energy in the caldera. 

The point here is to not put great trust in these numbers. They are based on two temperature 
estimates in a single borehole, rough time-averaged magma discharge rates, and assumptions made 
about energy content of magma. Rather, it does provide a sense of scale, particularly that 
geothermal energy production is significant in the thermal budget of the shallow system because 
it is continuous as opposed to the spectacular but short-term releases of magma. The answer is to 
this limitation is go deeper. 
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Figure 4. Suggested concept for Krafla shield and caldera. A basaltic magma plume beneath the rift is 

responsible for building the shield and maintaining a large and relatively shallow basaltic magma 
chamber. This basaltic chamber may be a plexus of dykes and sills rather than an oblate bladder. During 
rifting events, the magma accumulation feeds dikes that travel tens of kilometers to the north and south, 
deflating and contributing to caldera subsidence in the process (Gudmundsson et al, 2016). Central 
eruptions and intrusions of basalt and more silicic magmas comprise the caldera fill, which is 
hydrothermally altered in this crucible and gradually fed downward to the basaltic hearth. Partial 
melting ensues, probably continuously dribbling rhyolitic melt upward to about 2 km depth, where either 
the brittle-ductile boundary or a rise in viscosity from water degassing stops it. If the input is insufficient, 
only felsite sills are produced, but if more vigorous, a homogeneous convecting rhyolite magma body is 
established. It is stable for long periods of time but can be expelled if a massive influx of basaltic magma 
occurs below it during a major rifting event. Undisturbed, the shallow rhyolite contributes only a portion 
of the thermal output of the caldera, but it represents a massive concentration of latent heat of 
crystallization at shallow depth that can be accessed if the magma-hydrothermal boundary above it is 
penetrated by drilling, allowing fluid to invade and fracture the magma and near-magma region, and 
perhaps stimulating convection within the magma  itself (Eichelberger, 2020).  

4. Temperature and pressure conditions of rhyolite magma 
The most basic intensive parameters we would like to know about the accessible shallow magma 
are its temperature and pressure. This is relevant to drilling it and to assessing its viscosity, energy 
and eruptibility, but is surprisingly hard to determine. The composition is a hot, dry (but far from 
anhydrous; using weight percent rather than mole percent is misleading) rhyolite, a composition 
not well studied. As Figure 4 shows, the various techniques that have been applied, give a 200oC 
range. The middle of that range to one significant figure is often used. We can hope to emplace 
thermocouples through the rock to magma transition, there is no problem with thermocouples 
withstanding this temperature but consideration of cable length and cooling of electronics if cable 
length is limited must be considered. Another problem is that although drilling into magma will 
create a glass “casing” temporarily protecting the borehole, emplacement of thermocouples must 
be quick, before the casing reheats and the open borehole closes. 
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Figure 5: Various petrologic estimates of temperature of magma encountered by IDDP-1. 

Pressure is another matter. Although this might be calculated from strain, it appears that fiber optic 
cables can only endure up to 800oC and only temporarily. Here we find another problem that was 
only academic until people drilled to magma. There are many methods of estimating pressure on 
magma, but none have faced or even imagined they would face a ground truth test. Up until now, 
among the more robust, although noisy because of leakage, is the volatile content of melt 
inclusions in crystals, protected from decompression due to their encapsulation in crystals during 
eruption. IDDP-1 provided the first time that melt quenched in situ, without the decompression 
step that occurs during eruption, was analyzed for H2O and CO2 volatile contents, which are strong 
functions of pressure and their solubilities known from laboratory experiments.  

The mean result was 40 MPa (Zierenberg et al, 2012; and many others later), much less than what 
would be surmised as the traditional “lithostatic pressure” of ρ*g*h, where for the first-time depth 
(h) is known accurately and ρ can be approximated for generally mafic caldera fill - say 2800 
kg/m3, to give 60 MPa. Why? There are a number of ways around this discrepancy, among them 
chemical dependence on the solubility model used (Papale et al., 2006). Another way out is that 
the magma is not vapor saturated, but this seems strange for such a shallow body at the end point 
of following generation by partial melting of a hydrated basalt protolith and perhaps subsequent 
fractional crystallization, both of which concentrate water in melt. But let us suppose that this 
value of 40 MPa is the real pressure on the magma. What is the felt pressure on magma? The 
traditional lithostatic pressure ignores the reality that the brittle upper crust has an anisotropic 
stress field and that magma, embedded in, it is a fluid and therefore anisotropic. In Krafla we find 
that the transition in stress fields is apparently less than 25 m. 
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Figure 6: Various estimates of felt pressure on magma for the IDDP-1 rhyolite. 

5. Accessing energy deeper in the system 
The thermal power that can be produced from a borehole depends not only on the specific enthalpy 
of the fluid accessed but also on the volume with which it can be drawn. The exceptional output 
of IDDP-1 over a period of months is likely due to thermal fracturing (Lamur et al., 2018). That is 
to say that the high permeability did not exist before cold drilling fluid was introduced. There are 
some benefits of this over the hydraulic fracturing conducted to stimulate production in 
conventional geothermal systems: 

1. As extensional fractures, they are unlikely to produce large earthquakes that have plagued 
some EGS projects. 

2. This fracturing may be self-sustaining, because as more heat is withdrawn more fracturing 
will occurs. In fact, as seen in columnar jointing in lava flows, ignimbrite sheets, and 
shallow intrusions, these fractures propagate up gradient and perpendicular to isotherms. 
Therefore, the fractures will tend to access the hottest part of the system. 

3. Magma itself is brittle at high strain rates (Dingwell, 1997), so fracturing may propagate 
towards the center of the energy source. 

However, even the immediate magmatic source of energy should not be considered finite. We have 
known for a long-time that shallow magma bodies undergo replenishment, by hotter magma – 
usually but not exclusively of more mafic magma (Eichelberger, 1978). When the temperature 
contrast is large, the mafic magma exhibits clotting behavior forming crystal-rich, vesicular mafic, 
buoyant enclaves (Eichelberger, 1980). Thus, both heat including latent heat of crystallization and 
magmatic vapor are contributed to the shallow silicic chamber. This can trigger eruption, but it 
appears that there are more replenishment events than there are replenishment-triggered eruptions. 

The dimensionless Rayleigh number gives an indication of whether a vertical temperature drop, 
∆T, across a fluid together with sufficiently low viscosity, will drive heat transport by convection 
rather than simple conduction. (Assumptions: ∆T = 100oC, d = 100 m, n = 3 x 105 Pa*s, and αt = 
4 x 10-5/oC gives RaT = 3 x 108, well over 2 x 102 lower limit of a convective regime.)  For 
reasonable parameters of a magma system, accelerating cooling at the top of a magma body and 
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hence increasing ∆Τ by intentionally extracting its energy will enhance thermal convection even 
more. But another factor is even more powerful and that is compositional convection. The 
consequence of cooling magma is crystallization. Although thermal convection relies on the 
negative of thermal expansion to lose buoyancy and sink, the phase change of growth of crystals 
denser than melt has a much larger effect on bulk density of magma, αΤ = 1.5 x 10−3/oC, yielding 
Rc two orders of magnitude larger (Eichelberger, 2020). This means that magma cooled at the top 
of the body and forming suspended crystals will rapidly sink to be replaced by hotter, uncooled 
magma. This must happen because, for example at Krafla, the magma appears to be melting its 
roof, requiring at least an equal amount of magma crystallization. We don’t see that in 
accumulation of “mush” as many depictions of magma assert, so the crystals that are growing must 
be swept downward in bulk flow of the suspension, perhaps irreversibly, to accumulate mush 
deeper in the system. Note that this does not occur in lava lakes, at least after initial formation, 
because lava lakes are cooled from the bottom as well as the top, whereas a recharge means that 
shallow magma bodies are vigorously heated from their base as well. The fact is that we don’t see 
admixed mafic magma in the present Icelandic case (except when the system is eviscerated as at 
Askja 1985; and an earlier massive eruptions of Krafla (Rooyakkers et al, 2022) of rift magmas as 
opposed to subduction zones. Not only does the characteristic dryness of rift magma substantially 
increase viscosity of melt (roughly an order of magnitude per 1 wt% of H20) but in subductions 
zones the forced crystallization of wet basaltic magma against cooler silicic magma cause second 
boiling, so that the entrained basalt is buoyant (Eichelberger, 1980). 

6. Heat pipes from the mantle 
As it is a mistake to consider a geothermal system in isolation from its energy source, magma, the 
magma is not an isolated body either. These systems have been robust for 105 to 107 years. 
Obviously, they must be tapping energy from the mantle, our ultimate source beyond shallow 
magma.  Bodies closed to external mass transfer and instantaneously emplaced at t=0 are a 
modeling convenience, but for some periods of time they can be treated as steady state systems, 
rather than transient states. In the long term it appears that Earth is concentrating heat for us in 
heat pipes, in the case of both rifts and supra-subduction zone volcanism. Although a two-
dimensional textbook cross section might fool us into a two-dimensional view, both kinds of 
volcanism comprise chains of central volcanoes or volcanic centers. Even though we expect melt 
generation and coalescence along a line, their surface expression is centers tens of kilometers apart, 
for example the Cascades Range and Aleutian Chain of USA and the rifts of Iceland and East 
Africa, oceanic and continental, respectively. Lateral gathering of melt produced along this line 
and subsequent ascent is what sustains shallow magma bodies and the suprajacent hydrothermal 
systems that cool them. Of course, we don’t know the extent of vertical conductivity in system 
providing vertical advection of heat (and mass), but in general with temperatures rising with depth 
and magmatic fluid becoming more mafic, less evolved, we can expect the upward advection is 
facilitating by lower magma viscosity, the deeper we go. Again, it should not be necessary to drill 
into this heat pipe, only to cool its top by breaking through its insulating cap bounding it from the 
hydrothermal system. One can even speculation that this might reduce eruption risk by reducing 
eruptibility of the upper magma column. 
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7. Where is the magma? 
The accidental encounter of near liquidus rhyolite magma by IDDP-1 at only 2.1 m depth illustrates 
how little we know about imaging magma geophysically. Likewise, the absence of shallow magma 
under the actively resurgent dome of Long Valley Caldera, California, USA revealed by Long 
Valley Exploration Well (LVEW) – 1 below which a vast volume had been anticipated, provides 
a similar lesson. The effect on volcanology and igneous petrology has been profound. Over the 
past half century, the general view of magma systems has evolved from giant melt rich balloons 
(e.g., Smith and Bailey, 1966) to mush pillows or chimneys (Cashman et al, 2017; Bachmann and 
Bergantz, 2008). This is contrary to earlier thought because many eruptions are melt-rich and 
fragments of cumulates are relatively rare. The work-around is to postulate that great 
accumulations of melt-rich magma are ephemeral; they form rapidly in mush and are quickly 
erupted. The accompanying component of thought is to say that magmas lock up at about 50% 
crystallinity, so we don’t see much mush/cumulate.  But it may be that the pendulum has swung 
too far and there is much more accessible, melt-rich magma than is now thought (Cordell et al, 
2022). The resolution of geophysical techniques is poor, and thus may tend to over-estimate the 
size of a magma system while correspondingly underestimating its melt content. Combine this 
with the understandable reticence of geothermal companies to publicize their encounters with 
magma and it may be that there is far more magma about than the scientific community has come 
to believe. 

8. Crucial tests to be made by Krafla Magma Testbed. 
The first well planned for KMT is an instrumented well designed to core and monitor temperature, 
and perhaps strain, across the solid rock/hydrothermal to magma transition (Fig. 7). This will 
provide both the changes in phase abundance and composition, including the melt phase, as well 
as the corresponding formation temperature, a vast advance in rhyolite/granite petrology similar 
to but much more challenging than what Kilauea Iki core drilling and temperature measurements 
did for basalt petrology and magma dynamics (Helz, 2009).  

Some key questions are: 

1. What is the stratigraphy/zonation of the transition zone? Many authors have interpreted 
this as a downward progression from subsolidus felsite (similar in bulk composition to the 
magma), felsite containing perhaps 10-20 vol% of interstitial rhyolite melt in crystals 
showing classic resorption textures, and an abrupt transition to near liquidus rhyolite 
magma with a few percent of crystals with euhedral shapes. However, this is deduced by a 
jumble of cuttings lofted from the well by briefly restored circulation while the drill bit was 
stuck. Because no drilling was taking place, the depth of origin of each lithology and the 
neatness of the stratigraphy is somewhat speculative. 

2. What is the shape of the temperature profile? For example, linear would suggest steady 
state behavior and convex up would suggest the magma was newly arrived. 

3. What is the actual temperature of the magma? This would be a first ground truth test of 
geothermometry, which now gives widely varying results. 

4. What are the changes since the body was sampled in 2009, and going forward from now 
as the well is maintained in the long term? If major crystallization has occurred, then we 
are seeing a small body that is unsustainable in its new environment. If little change is 
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evident, then we are seeing a steady state system that is accessing a large volume of magma 
energy, presumably by convection. 

 
Figure 7: Generalized plan for the first KMT well. Credit for EPM maps: N Graham and P. Izbekov. Colors 

are SiO2 in phases. Orange is melt phase with about 75 wt% SiO2. White is quartz. Lime green is feldspar. 
Dark green is pyroxene. 

9. Conclusions 
We know surprisingly little about magma in Earth’s upper crust. Modeling and geophysical 
imaging have become increasingly sophisticated, but there have been no ground truth tests. In the 
fields of oil and gas development and more recently in geothermal energy, such tests have informed 
and improved reservoir models. In contrast, fields of the study and modeling of magma has become 
untethered from reality. Knowing the basic parameters under which magma exists as well as 
gaining time series data will represent an enormous improvement in magma science. The 
investment is well worth it, because magma represents the ultimate heat source for more efficient 
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and productive geothermal energy, and understanding its behavior is the key to mitigate volcanic 
disasters by making reliable eruption forecasts possible. 
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ABSTRACT 

The current work provides a historical overview of well IDDP-1, emphasizing its key design 
considerations, challenges and implications. Geothermal energy has witnessed significant growth 
globally, and Iceland is at the forefront of its development. The Iceland Deep Drilling Project 
(IDDP) was initiated in 2000 to explore the potential of developing deeper reservoirs with higher 
enthalpy potential by drilling into the supercritical zone. The IDDP-1 well, the first well drilled 
under this project with the aim of producing supercritical fluids, unexpectedly encountered a 
magma chamber at 2104m, leading to several challenges and ultimately the termination of drilling 
operations. Nevertheless, the IDDP-1 well was successfully put in production after setting a 
sacrificial casing. It discharged superheated steam at 450 °C, approaching an enthalpy of 3200 
kJ/kg, thereby becoming the world's hottest geothermal well. The prevailing consensus is that a 
magma-EGS was created by fracturing the formation located just above the magma chamber. This 
work outlines lessons learned during drilling of the IDDP-1 well and addresses some development 
considerations of a magma-EGS in Krafla. 

1. Introduction 
Geothermal energy has been substantially growing in several regions of the world in the last 
decades. Iceland in particular has been one of the pioneers in extensively developing its geothermal 
resources, taking advantage of the abnormal geothermal gradients. Conventional developments 
have historically involved producing heated water and steam from reservoirs mostly shallower 
than 2km deep. Even though developing these assets has proved successful (these supply 30% of 
Iceland’s total energy), opportunities have been explored to develop deeper reservoirs with higher 
enthalpy potential. This is how the Iceland Deep Drilling Project was created. (Friðleifsson et al., 
2010). 

The IDDP was founded in the year 2000 by a consortium of three Icelandic energy companies: 
Hitaveita Suðurnesja, Landsvirkjun and Orkuveita Reykjavíkur, and the National Energy 
Authority of Iceland. Its main purpose was, and still is, to study and sample fluids at supercritical 
conditions (Friðleifsson et al., 2010). The IDDP concept was born from the idea that, instead of 
drilling conventional geothermal wells that produce a mixture of steam and water, by drilling 
deeper it should be possible to reach the supercritical zone (400-600 °C). Supercritical geothermal 
fluids are considered by several authors as potential sources of high grade energy (Elders et al., 
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2010; Friðleifsson et al., 2010). These fluids, apart from possessing high enthalpy values, 
experience a significant increase in the ratio of buoyancy forces to viscous forces that can lead to 
extremely high rates of mass and energy transport (Elders et al., 2010). 

The current work aims to provide a historical review of the IDDP-1 well, the first well drilled as 
part of the IDDP. It addresses its most significant design considerations, challenges and 
implications published in the available literature. 

2. Discussion 
2.1 Location overview 

Three high-temperature geothermal fields in different locations in Iceland, at Reykjanes, Hengill, 
and Krafla, were selected to place the first well of the IDDP. The selection was based on the high 
temperature gradients exhibited in these fields, which implied supercritical conditions could 
potentially exist within 5km from the surface (Friðleifsson et al., 2010). After careful evaluation, 
Krafla, situated in the northern region of Iceland (refer to Fig. 1), was ultimately chosen as the 
location for drilling the IDDP-1 well. This decision was made following a proposal from the field 
operator to drill a 3.5 km deep well and subsequently deepen it to 4.5 km (Friðleifsson et al., 2010). 

Inside Krafla, the main criteria specified by Friðleifsson et al. (2014) for site selection were high 
thermal gradients and high expected permeability. Elders et al. (2010) reported that volcanic 
eruptions occurred in this area decades ago. More specifically, a volcanic episode started in 
December 1975 and lasted for nine years. MT and micro-seismic surveys were carried in the field 
near the volcanic episodes that confirmed the existence of a magma chamber in Krafla, estimated 
to be up to a depth of about 2.5–3km (Friðleifsson et al., 2014). Based on the most favorable 
interpretation of the MT-survey, IDDP-1 site was located on what was interpreted to be the flank 
of the magma chamber, which would be potentially encountered at depths of at least 4km. 

The selected location for the IDDP-1 was also based on the results of the nearby well KJ-36. 
Results from step rate tests done only one year before drilling in IDDP1 began, defined it as the 
most permeable well in the Krafla field at the time. It produced superheated steam, which was 
evidence for a high geothermal gradient. It was interpreted from these results that there would be 
a high probability of intersecting very permeable formations at the selected IDDP-1 site 
(Friðleifsson et al., 2014). 

Site selection was also influenced by the existing regulations of drilling activity that imposed a 
limitation on the Krafla industrial area where geothermal development was, and still is, permitted, 
although only minor adjustments were made because of this (Friðleifsson et al., 2014). 

Due to the existence of a magma chamber with limits that were not perfectly defined, there was a 
possibility of intersecting magma at shallower depths than expected in the IDDP-1. This concern 
gained strength after the well K-39, located in the same area as IDDP-1, intercepted volcanic glass 
just after drilling in IDDP-1 had begun. The concerns, however, were reduced by the well K-25, 
less than 100m away of IDDP-1 and of almost equal depth to K-39, which did not intersect magma 
nor encountered significant drilling problems (Friðleifsson et al., 2014; Pálsson et al., 2014). 
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Fig. 1: Simplified geological map of Iceland showing the locations of the geothermal systems of Krafla, 
Reykjanes and Hengill (Friðleifsson et al., 2010) 

 

2.2 Well design 

The well IDDP-1 was designed following a basic set of premises. The well would be vertical, with 
a final depth between 4–5 km, and the design would aim to maximize the amount of scientific 
information that could be obtained on supercritical phenomena. Coring a section of the well where 
the fluid was found in supercritical conditions was considered critical to serve this purpose 
(Thórhallsson et al., 2014). 

Temperature and pressure prediction in the well were sensitive aspects to consider throughout the 
design. Both parameters impact the determination of the number and depth of casing strings, casing 
strength, mud and cementing program, among other design premises. The generic model for casing 
design assumed the highest possible temperature profile vs. depth, which followed the boiling 
point-depth curve to the critical point at 3500m. The boiling point depth curve (BPD) is a 
commonly used technique in designing geothermal wells. It consists in specifying boiling 
temperature of water or brine at different pressure values that are converted to depth (Cultrera, M., 
2016). Temperature gradients observed from previous drilling to 2000–2900m of 55 production 
wells at three sites in Iceland typically followed the BPD curve from about 1100 m downwards 
(refer to Fig. 2a). This suggests that the critical point for pure water should be reached at depths 
of about 3.5 km. Below the critical point depth, the temperature would no longer be confined by 
the saturation conditions. A set of gradients that ranged between an isothermal condition up to 
100°C/km were considered. This meant that the temperature at 5000m could be either 390 ◦C or 
550◦C (Thórhallsson et al., 2014). However, the possibility of reaching temperature conditions 
higher than that controlled by the BPD-curve at shallower depths was also possible. For instance, 
the temperatures in well NJ-11 at Nesjavellir (Elders et al., 2010) surpassed the conditions 
determined by the BPD curve, as superheated steam hotter than >380°C was encountered at 2200 
m depth. f 

The pressure model assumed a hydrostatic column of water down to the depth of the critical point. 
Below the critical point, the density is assumed to behave as an isochor, which means that density 
changes are calculated based on pressure changes corresponding to temperature variations 
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assuming a constant steam volume. As the steam from the IDDP well could prove to be rich in 
H2S, the casing selected had to be resistant to sulfide stress cracking. The strain to which the 
casings would be subject because of the heating and cooling was also considered (Thórhallsson et 
al., 2014). 

As mentioned previously, coring a section of the well in supercritical conditions was one of the 
main objectives of IDDP-1. The coring equipment was therefore designed to resist the high 
temperatures expected. Projected temperatures in the IDDP borehole before cooling were expected 
to be as high as 500°C. Since the coring assembly could only resist up to 250°C, cooling of the 
well would be required. A core barrel was selected that had the unique feature to enable high water 
flow rates for cooling during coring (Skinner et al., 2010). It was estimated that a minimum 
flushing capacity of 30-40 liters per second would have to be maintained for the whole tripping 
time and preferably for at least some of the coring time. A digital temperature probe was placed in 
a pressure housing at the top of the inner barrel core chamber to record temperature during coring 
(Skinner et al., 2010). 

Larger casing diameters were used compared to previous conventional geothermal wells in Krafla 
that mostly reached depths up to 2500m. The final well design consisted of five cemented casings 
strings with a final diameter of 8 ½” for the open hole and 7” for the slotted liner. These larger 
diameters allowed for higher flow rates that improved the cooling of the well. A larger diameter 
would also ease the process of collecting the core (Thórhallsson et al., 2014). The coring system 
selected was non-wireline with an outer diameter of 7¼”, capable of collecting a 4” diameter core 
using an 8½” OD core bit (Skinner et al., 2010). 

The top part of the anchor casing,  which preceded the production casing, was designed for creep 
and rupture conditions, following the standards provided in the ASME Boiler and Pressure Vessel 
Code for creep and rupture design. The top part would not be firmly cemented and was designed 
to withstand the internal pressure and temperature expected at the wellhead. Therefore, the top 
300m of the anchor casing was made of grade API T-95, which provided the needed creep 
resistance (Thórhallsson et al., 2014). 

The portions of the anchor and the production casing that would be cemented had to be able to 
withstand the strain that results from heating and cooling of the well, presented in Fig. 2b. Grade 
K-55 was evaluated as compliant and was therefore selected. The yield strain of this steel is higher 
than other conventional casing grades and is less susceptible to cracking (Thórhallsson et al., 
2014).  

Buttress thread couplings were selected as the casing connections of the shallower sections. 
Although these possess high tensile strength, their compressive strength is considerably lower. 
Observations also indicated that buttress connections had been susceptible to leaking when the 
temperature exceeded 200°C (Thórhallsson et al., 2014). Based on this, Hydril 563 connections 
were utilized for the anchor and the production casings, were conditions would be the most 
extreme. These withstand an axial load that exceeds the load capacity of the casing itself, both in 
tension and compression. Tests carried out on these couplings by the manufacturer also showed 
good resistance to thermal expansion of the cemented casing with temperatures up to 343 °C 
(Thórhallsson et al., 2014).  
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Both the casing head and the wellhead were designed to be clad with a stainless steel (SS 309) 
welded overlay to make them more corrosion resistant. This decision was taken after the well KJ-
36, located near the IDDP-1, showed high concentrations of HCl and H2S gas that lead to the 
corrosion of surface equipment (Elders et al., 2010; Friðleifsson et al., 2014). The wellhead was 
also designed to resist a maximum temperature of 470 ◦C and a maximum shut-in pressure of 22 
MPa (Thórhallsson et al., 2014).  

The well would be drilled with conventional tri-cone insert bits, deemed as successful at drilling 
previous wells in Krafla. Bentonite mud would be used in the portion of the well with larger 
diameters up to 2400 m. Below this depth, the drilling fluid would be switched to water with the 
occasional use of high-viscosity polymer pills for well cleaning. The reasons behind this design 
were not explained in previous works. Extra mud-cooling capacity would be added by use of a 
cooling tower. To increase the rate of penetration, mud motors were specified for use in certain 
parts of the well. The defined policy to act in front of circulation losses consisted in sealing loss 
zones with LCM when losses were lower than 5–10 lts/s. The zones would be cemented if losses 
exceeded this limit.  

  

Fig. 2: (a) Temperature gradient assumed in the IDDP well. The graphed lines are formation temperatures that 
approach the BPD curve (black line). (b) Strain to which the casing will be subject because of heating 
and cooling. (Thórhallsson et al., 2014) 

 

2.3 Review of drilling operations  

Pálsson et al. (2014) provided a detailed description of the drilling operations. In this section, a 
brief overview is introduced and some of the most critical challenges encountered are discussed.  

Drilling of IDDP-1 began in June 2008 and it progressed without upsets during the initial sections 
of the well. The first three sections were cased down at 87m, 254m and 788m, respectively. Fig. 
3 presents a complete description of the well casing tally. 

a) b) 
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Drilling of the anchor casing section commenced on March 24th with a ø16-½ roller cone tricone 
bit and a ø9-½ mud motor with a sleeve. Several issues were faced while drilling this portion of 
the well, including circulation losses, stuck pipe, fishing operations and wellbore cleanout 
problems, which are discussed in detail in the next section. Despite this, it was possible to drill the 
well down to 2000m, where complete loss of circulation occurred. This led to stuck pipe problems 
and two fishing operations. Since the second fish could not be retrieved, it was decided to cement 
the bottom of the hole and do a side-track. Placement of the cement plug and the side-track were 
successful, but it was decided to change the design of the well due to the harsh conditions. The 
anchor casing shoe was then set at 2000m instead of the 2400m initially designed.  

Drilling continued and once the drill string reached 2076m after a series of issues which specially 
involved circulation losses, the string was stuck again. Fishing operations were attempted with 
unsuccessful results and resulted in a second side-track. After drilling re-commenced, the drill 
string became stuck once again at 2096m. Abundant cuttings of quenched glass returned that 
indicated that the well had drilled across magma. Interestingly, no smell of H2S gas was detected 
and no damage could be seen on the bit or on other parts of the BHA. Further drilling into the 
magma was considered not feasible. Fig. 4 shows the drilling progress diagram for the IDDP-1 
well. 

After terminating drilling operations, it was decided to attempt to produce from the well. To further 
secure it, a 9 5/8” production casing was installed down to 1935m as a sacrificial casing due to 
possible acidic fluid. A 9 5/8” slotted liner was placed from the production casing shoe to 2072m 
to maintain the wellbore open for flow. The cementing operation was done with reverse cementing 
in two stages. Top and bottom of cement in the first stage were registered at 725m and 1700 m 
respectively by a CBL log. Then, the annulus was back-filled to surface. This procedure will be 
meaningful when discussing the IDDP-1 failure during flow testing below. 

 

Fig. 3: Original design of the IDDP-1 (left) and the IDDP-1 as built (right) (adapted from Pálsson et al. (2014) 
and Friðleifsson et al. (2015)) 
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2.3.1 Challenges during drilling 

Some of the main challenges encountered during drilling of the IDDP-1 are discussed in this 
section: 

2.3.1.1 Lost circulation  

Several losses were detected while drilling the IDDP-1 at multiple depths. In all cases, the 
strategies reported to control circulation losses refer to either pumping LCM (lost circulation 
material) or cementing the zone if losses were too severe. Some of the main episodes are detailed 
as follows: 

● Intermediate II + Anchor 

While drilling the intermediate section II above 785m, minor losses were detected and healed by 
pumping LCM. More severe losses of 20 lts/s were also detected at 1432m while drilling the 
anchor casing section. At that point, a decision was made to cement off the loss zone to minimize 
the mud losses and to prevent interflow between loss zones during the casing procedure. 

A decision was made to modify the well design and set the anchor casing at a depth of 2000 m 
instead of the intended 2400 m, as previously noted. Because of known losses in certain portions 
of the well, it was planned to perform two-stage cementing, consisting of a string job up to the loss 
zone at 1600m and back-fill up to surface through the kill-line. After the first stage, a cement bond 
log (CBL) indicated the top of cement at 1600m as planned. After the second cement job, CBL 
and temperature logs showed the top of cement at 100 m depth and no cement was in the annulus 
from 1410m and down to 1600m. The missing cement seemed to have entered the feed zone at 
1432m that was previously cemented to control losses (Pálsson et al., 2014). 

Losses in this portion of the well can be explained by the presence of two conventional 
hydrothermal reservoirs between 1400m and 2000m. These are conventional targets of geothermal 
wells near the IDDP-1 with temperatures above ~170 °C (Friðleifsson et al., 2015). Circulation 
losses may be related to induced fracturing by thermal or hydraulic cracking due to the long cold 
mud column during drilling. These losses could also be explained by naturally open fractures in 
the formation, which have been previously observed in drill core samples from nearby wells 
(Friðleifsson et al., 2021). 

● Production 

The section between 2016 m and 2076 m, just above the magma chamber, involved multiple 
episodes of total loss circulation. The first time occurred after the string reached 2043 m, when 
losses of over 60 lts/s could not be healed and resulted in stuck BHA that could not be retrieved. 
This led to the first side track and a decision to change the anchor shoe depth from the initially 
designed 2400m to 2000m.  

The second time the string reached 2016m, after cementing the anchor casing and rotating the 
cement completely, circulation was totally lost again (above 50 lts/s). Now, the countermeasure 
adopted  was placing a cement plug from 1957m to the bottom. This reduced the amount of lost 
circulated fluid and permitted to drill down to 2040m for a second time, where total losses 
restarted. A new attempt to stabilize the well was made by placing a cement plug, with top of 
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cement at 1970m. The cement was drilled out and circulation losses became intermittent from 
2067m, until complete loss of circulation occurred once again at 2076m. This resulted in a stuck 
BHA and a second side-track. Once the well was drilled again down to 2071 in the new side-track, 
severe losses re-started. At this time, abundant cutting of quenched glass were retrieved that 
identified the magma chamber (Pálsson et al., 2014). 

Complete circulation loss events occurring between 2006 m and 2076 m were observed to cause a 
significant increase in torque and stuck pipe issues. Two times the stuck BHA could not be 
retrieved, leaving a fish in the hole. On both occasions, a cement plug was placed and a side-track 
was necessary. It was later found out that these circulation losses were associated with coming 
across a formation that was located just on top of a magma chamber (Pálsson et al., 2014). 
Schiffman et al. (2014) identified this formation as a metamorphosed conductive boundary layer 
that acted as a thermal “link” with the rhyolite magma. Being a metamorphic rock that should 
intrinsically have low permeability, hydrofracking by cold water circulation during drilling was 
suggested by Friðleifsson et al. (2015) as the most likely scenario to explain the total circulation 
losses in this zone. Different authors also discuss the possibility that the hard rock in the 
metamorphic aureole above the magma, with ambient temperatures close to 500°C, was actually 
thermally fractured by the drilling fluid (Pálsson et al., 2014, Mortensen et al., 2014, Schiffman et 
al., 2014). 

2.3.1.2 Hole cleaning 

Pálsson et al. (2014) reported several complications associated with hole cleaning. The strategy 
selected to mitigate this problem consisted mostly in pumping viscous pills. No references were 
found related to the designed flow rate. The main episodes involving unsuccessful cleaning can be 
summarized as follows: 

At a depth of 1930 m, multiple losses of circulation led to unstable conditions that complicated 
hole cleaning. Evidence of poor hole cleaning was observed through the presence of bottom-hole 
cutting fillings that were up to 40 m thick after fluid losses during the first side-track (Pálsson et 
al., 2014). 

Additional complications arose after the well reached 2005 m with a 16½” bit during the first side-
track. At this point, the anchor casing was cemented with an outer diameter of 13 5/8”, and its shoe 
was set at 1935 m. Subsequently, the section between 1935 m and 2005 m remained with a 
diameter of 16½” and a thick bed of cuttings lied at the bottom of the well. Drilling was resumed 
with a 12¼” bit and the resulting large annulus area caused slower mud velocities and weaker drag 
force, which complicated hole cleaning (Pálsson et al., 2014). High viscous pills were used to 
reinforce hole cleaning with a relatively low ROP and a high pumping rate. This process was 
repeated every 3 meters of drilling until the bottom of the well was reached at 2005 m. Cleaning 
by circulation was described as time-consuming and challenging. Several high viscous pills were 
pumped while the string was carried down to the bottom after placing a cement plug between 2002 
m and 2060 m to mitigate circulation losses. 

High viscous pills were pumped again on every single after reaching 2070 m during the second 
side-track due to poor wellbore cleaning (Pálsson et al., 2014). 
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It is suspected that poor hole cleaning before entering the loss zone at the bottom could have been 
responsible for the stuck pipe problems previously mentioned. Remaining cuttings inside the well 
probably sank as fluid was being lost into the formation. These probably accumulated in the 
annulus at the bottom of the well, which led to the pipe getting stuck in several occasions. 

2.3.1.3 Hard formation 

Pálsson et al. (2014) repeatedly noted the slow ROP values observed while drilling as a 
consequence of drilling across multiple hard formations throughout the entire hole. This problem 
was first reported while drilling the intermediate casing. Drilling was described as slow with an 
average ROP of 2.5 m/hr because of hard formation. At 1432m depth,  Pálsson et al. (2014) 
reported that the bit was pulled out of the hole and was found in a surprisingly bad condition after 
only 47m of drilling. At 1907 m, ROP was again reported as slow due to hard formation.  

Unsuccessful coring of the well was also thought to be at least partially (if not completely) the 
consequence of coming across a hard formation. The coring operation took place in an identified 
fractured zone at 2040m depth. It was intended to collect a 9 m spot core, but after only drilling 2 
meters in 3½ hours the drill string had to be pulled out for inspection. Pálsson et al. (2014) 
described the core bit as completely worn down, with inserts of the core barrel stabilizers broken 
off and the surface of the barrel completely marred. No core was found in the barrel and the core 
catcher had been pressed approximately 70cm up (Pálsson et al., 2014). 

This can be mostly explained by the lithology of the stratigraphic column. This was studied in the 
IDDP-1 well through drill cuttings collected at 2 m intervals, and by down-hole geophysical logs 
(Mortensen et al. 2014). The stratigraphy was understood to be mainly comprised of basaltic lavas 
and hyaloclastite sequences extending down to 1,362 m, succeeded by an intrusive complex. The 
intrusive rock intensity reaches up to 40–50% of the stratigraphic column in most wells located 
within this geothermal field at similar depth. Apart from intersecting magma, the stratigraphy of 
the IDDP-1 is similar to that of neighboring wells (Friðleifsson et al., 2014).  

Millet et al. (2016) noted that average ROP through basaltic sequences has been historically very 
low mainly because of the hardness and high abrasiveness of basalt. The high content of basaltic 
and intrusive rocks would therefore explain the slow rates of penetration experienced, and it would 
also be responsible for the observed damage in the bit and core assemblies. 

 

Fig. 4: Driling progress diagram for well IDDP-1 (Pálsson et al., 2014) 
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2.4 Injectivity and productivity results 

The injectivity of IDDP-1 was tested in June 2009, after cementing the production casing, and did 
not provide groundbreaking results. Injection lasted for 4 weeks before the well was shut-in for 
temperature recovery (Pálsson et al., 2014). Initially, the injectivity index was close to 15 
(lts/s)/bar, being the largest recorded in Krafla at the time, but it later decreased to more 
conventional values of 2.5 (lts/s)/bar.  

Subsequently, after 7 months of thermal recovery in the shut-in well, production tests began in 
March 2010. The well was discharged during five successive time intervals. The first stage showed 
a mixture of water and steam, and no superheated fluid. The steam produced contained 100 mg/kg 
HCl gas and gaseous sulfur which formed hydrochloric acid and sulfuric acid respectively upon 
steam condensation. This provided a highly corrosive environment that jeopardized casing and 
wellhead integrity. Although this made the steam unfavorable for direct use, surface equipment 
was adapted to allow the generation of pure steam by scrubbing the produced steam with brine at 
surface. During the second stage and thereafter, the steam became superheated and no longer posed 
a threat to casing integrity during production, even though condensation of the steam remained 
corrosive and affected surface equipment. Successive shut-ins and re-openings took place 
afterwards due to re-adaptations of surface equipment after episodes of orifice erosion, orifice 
blockage by corroded debris coming from the sacrificial casing in the bottom and pipe vibration. 
During shut-ins, the casing suffered from thermal strain due to cooling and was exposed to 
corrosion because of steam condensation. During the last test, which started in September 2011, 
the well continued discharging superheated steam (steam heated above boiling point) at 450 °C 
and enthalpy approached 3200 kJ/kg. A maximum flow of 50 kg/s of superheated steam at 40 bar 
was measured (Ingason et al., 2014; Friðleifsson et al., 2015) during the test. These high enthalpy 
values are consistent with the estimated temperature of 500°C of the metamorphic rock at the 
bottom of the well acting as conductive boundary layer supplying heat magma chamber to the 
overlying hydrothermal system (Friðleifsson et al., 2015). This layer, composed mainly of mafic 
granoblastic rocks, is believed to be heated by the magma chamber that lies underneath, where 
temperature was estimated to be around 900°C based on a mineralogy study of cuttings retrieved 
(Schiffman et al., 2014). Production tests indicate the well IDDP-1 was capable of producing up 
to 36 MWe depending on the design of the turbine system. Since the steam was also in superheated 
condition, which makes it reactively inert, corrosion in the casing was not considered of concern 
during this stage (Ingason et al., 2014; Friðleifsson et al., 2015; Friðleifsson et al., 2021).  

During production, a tracer test was carried out. This is worth mentioning due to its importance 
for understanding the origin of the produced fluid. Tracers were injected into three wells, K-26, 
K-39 and IDDP-1. The IDDP-1 tracer was retrieved in only one well, K-36. The most plausible 
explanation is that it entered into K-36 through the 1,600 m feed zone, as the bottom section and 
deeper feed zones in this well had earlier been sealed off by cement (Friðleifsson et al., 2015). 
This detection indicated a connection between the deeper metamorphic aureole contacted in IDDP-
1 and shallower geothermal reservoirs. This would mean that a fluid at BPD conditions within the 
shallower two phase reservoir flowed downwards and was heated by around 100°C from ~350 °C 
to 450 °C by the metamorphic aureole before entering the IDDP-1. Friðleifsson et al. (2015) 
suggested that this connection was originated by thermally cracking and hydrofracking the rock 
after pumping cold water into the hole.  
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During the flow test of IDDP-1, several fluid samples were extracted and their composition was 
analyzed (Ármannsson et al., 2014). The first collected samples involved a combination of water, 
condensate and steam and showed erratic behavior in their chemical composition, with abrupt 
changes in the concentration of some components. Since 2011, the IDDP-1 well produced 
superheated steam, and samples began showing more stable compositions through time. The fluid 
produced in these last samples in IDDP-1 shared similarities with the superheated steam 
encountered in well K36. Their pH is similar (2.4 – 3.4 at 22°C in IDDP vs 3.3 at 21°C in K36), 
CO2 contents are lower than other wells drilled in Krafla (e.g. K12, K34) and F contents are higher. 
Although their F contents are also very similar (~ 8mg/kg), some differences can be pointed out 
as well. Concentration of Cl in K-36 is 3 times higher than in IDDP-1 and it evidenced larger 
content of CO2 (>6400mg/kg in K36vs ~500 mg/kg in IDDP1). The proximity in IDDP-1 to the 
magmatic environment could explain their differences in composition. However, the low CO2 
concentration exhibited in IDDP-1, which is usually associated with magmatic activity, was not 
expected and could be regarded as additional evidence of fluid flow from shallower feed zones. 

Flow tests ended in 2012 when the IDDP-1 well had to be cooled down rather abruptly due to 
leakage in a nozzle at surface, probably as a consequence of the condensation of the acid 
concentrated steam (Ingason et al., 2014) and surface valve failures. Ingason et al. (2014) noted 
that the differential thermal expansion of the hot gate compared to the cold inner body of the valve 
was probably the reason behind repeated difficulties in opening the valves, even though this same 
type of valves had proved to be successful in several other geothermal wells in Iceland in the past. 
Despite slow and careful injection of cooled fluid, the thermal strain on the 450 °C hot sacrificial 
casing was too severe. The casing snapped apart at least at two depth levels above 600 m, which 
is the approximate depth of the intersection between the two cementing operations in the 
production casing (Pálsson et al., 2014; Friðleifsson et al., 2015). 

In early 2016, parts of the IDDP-1 wellhead were retrieved to analyze the integrity of the material 
after being exposed to such harsh conditions. Temperature was recorded to be as high as 452°C 
with pressure of 144 bar. Pieces from the anchor casing and production casings were studied in 
detail. The grade of the anchor casing was T95, which is a Cr-Mo low-alloyed steel with low 
carbon content; while grade K55 was used for the production, which contained no Cr or Mo but 
had a higher carbon content. Grade T95 showed only minor corrosion and no signs of hydrogen 
cracking, although corrosion pits were detected on the inner surface. Its mechanical properties, 
such as tensile strength and yield strength were not significantly affected. The production casing 
pieces, however, showed significant detriment in their mechanical properties, where tensile and 
yield strength fell below the minimum standards. Thorbjornsson et al. (2020) concluded that the 
K55 grade had been significantly corroded due to a phenomenon previously unidentified which 
they cataloged as high temperature hydrogen attack (HTHA). This process consists in severe 
intergranular cracking as a consequence of the diffusion of atomic hydrogen produced in the 
corrosion process into the steel structure, where the hydrogen binds to carbon and forms methane 
gas. Severe cracking was observed on the material’s surface because of this. Sulfide stress cracking 
(SSC) was also reported to take place due to the low pH environment to which the material was 
exposed when the fluid condensed (Thorbjornsson et al., 2020). Severe and deep pitting corrosion 
was also reported. 
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3. Design challenges and considerations 
This section addresses some of the main design challenges that should be considered in the 
development of the magma-EGS system in Krafla. 

3.1 Casing and wellhead materials 

According to Thórhallsson et al. (2014), K55 grade was selected for the production casing 
accounting for the induced thermal strain that the pipe would suffer during cooling from 450 °C 
(temperature was projected to be between 390°C and 550°C) to 20°C, and it was presumed to resist 
it. As experience in IDDP-1 showed, this was not the case and the production casing collapsed 
during cooling. Therefore, casings and couplings would have to be redesigned considering the high 
strains derived from the large temperature difference from cooling and heating cycles taking place 
in the well. Considering the bottom-hole temperature registered in IDDP-1, temperature variations 
of at least 400°C could be expected. Wellhead and surface facilities would also need to be 
conditioned for temperature values exceeding 500°C. 

Casing failure is probably the biggest challenge to consider when designing a super-hot geothermal 
well. When subjected to the high temperatures inherent to the production stage, the casing material 
suffers thermal expansion. Such expansion results in additional compressive stress applied to the 
casing constrained by the cement. If the compressive yield strength of the steel is exceeded, then 
compressive failure may occur. The casing undergoes the opposite effect in the case of cooling. It 
will thermally contract and tensile stress will be applied to the casing constrained by cement (Kang 
et al., 2022). The magnitude of expansion or shrinkage, depending on the case, can be described 
by the induced thermal strain, defined in Eq. 1: 

𝜀𝜀𝑡𝑡 = 𝛼𝛼 (𝑇𝑇𝑓𝑓 − 𝑇𝑇𝑖𝑖)……………………………………………………………………………... Eq. 1  

Cyclic thermal loading is an additional failure mechanism that can affect the casing. It consists of 
a sequence of heating and cooling of the material. A geothermal well experiences heating during 
the production phase, and can experience subsequent cooling when the well is killed by the 
injection of cold fluid. Fig. 5a shows the stress-strain curve of a generic failure case by cyclic 
thermal loading. If the casing is heated up to point C, which is past point B (yield strength point), 
then plastic deformation has taken place and the path B-C is not reversible. In case the material is 
then cooled, if the tensile stress exceeds the yield strength, then tensile failure will occur, either by 
thread pull out at a joint or by casing fracture at a weak point (Kang et al., 2022). 

This failure mechanism is what led the IDDP-1 casing to fail during cooling of the well when the 
surface valves failed. Skulason et al. (2016) modeled the thermal stress-strain cycles in IDDP-1 
well during flow periods and shut-ins (refer to Fig. 5b). Compression and tensile stages can be 
observed alternatively throughout the entire production period. The authors noted that plastic 
compressive strain was produced in each stage from the beginning, while plastic tensile strain was 
produced at the second to last stage. High tensile stress originated during quenching when the 
casing failed (Skulason et al., 2016). 
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Fig. 5: (a) Generic stress-strain curve at a heating and cooling cycle (Willhite et al., 1967); (b) Stress-strain 
cycles modeled for the production casing in IDDP-1 at 50m depth (Skulason et al., 2016) 

 

During quelching of the well a temperature difference of approximately 430°C was applied at the 
casing. Final temperature during cooling operation is not reported but it is most likely around 20°C, 
which is the cool water temperature during the pre-flow injection test (refer to Fig. 6); and the 
initial temperature is adopted from the production test, where flowing temperature was declared 
to be 450°C when the well was closed (Ingason et al., 2014).  

 

Fig. 6: Temperature log in IDDP-1 during and post-injection (Friðleifsson et al., 2015) 

 

a) b) 
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Gruben et al. (2021) carried out a series of tests of different casing materials and showed a decrease 
in carbon steels’ yield and tensile strength by approximately 60% as general trend when subjected 
to superhot temperatures (550°C). In particular, casing grade K55, which is the same as the 
production casing in the IDDP-1 well, was tested. The results indicated a reduction in tensile 
strength to 45% of the capacity at room temperature (refer to Fig. 7). This would further validate 
that the tensile thermal stress induced by the cement on the casing exceeded the tensile strength of 
the material when the casing collapsed. It would also introduce the possibility that casing failure 
would have occurred during the cooling operation regardless of the induced plastic strains from 
previous thermal stress cycles.  

The tests run by Gruben et al. (2021) also indicated that alloys with high nickel content showed 
better results at high temperatures than carbon steels and retained their original strength at 
temperatures above 350°C, although the samples displayed dynamic strain ageing that can 
accelerate the deterioration of the material under low cycle fatigue (Gruben et al., 2021). Titanium 
alloys were also tested and showed both high strength at 500°C and no dynamic strain ageing 
which made them good candidates for superhot wells according to the authors. Further research 
on the topic is needed, but the design of an alloy to withstand the large thermal strains, cycling and 
corrosion is crucial to cruise into a magma-EGS development. 

 

Fig. 7: Stress-strain curves from tensile tests on two samples with K55 steel grade at different temperatures 
(Gruben et al., 2021) 

 

An additional critical element that can lead to failure is cement integrity at high temperatures. Even 
if cement shows adequate behavior at early stages of setting, it may lose its strength after 
continuous exposure to high temperatures (Allahvirdizadeh, 2020). If cement is not intact and 
properly bonded, the likelihood of casing failure increases.  

3.2 Circulation losses during drilling 

A major challenge is redesigning the drilling strategy near the magma chamber contacted in IDDP-
1 well. It was observed that contacting the metamorphic aureole led to total circulation losses that 
derived multiple times in poor cuttings cleaning resulting in stuck pipe. Improving hole cleaning 
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before drilling into the magma chamber would be recommended. Circulating mud with a steady 
pipe to remove all remaining cuttings inside the well before entering the expected loss zone could 
prevent stuck pipe problems afterwards.  

The strategy for handling loss of circulation was based mostly on pumping LCM or placing cement 
when the losses were too severe. This is a common practice in drilling geothermal wells (Finger 
et al., 2010; Nugroho et al., 2017). However, Saleh et al. (2020) noted that some LCM start 
degrading at lower temperatures (<100°C) while others have stronger resistance. Considering the 
vast experience of the operator in the area, it is assumed that the LCM used in the upper formations 
(1400m-1600m) was probably stable. However, it is unknown whether the LCM pumped in the 
metamorphic formation at 500°C was resistant enough. The severe losses experienced proved that 
the LCM was unsuccessful in this zone. There are several possible explanations for this, like a 
fracture width too large to be sealed, but LCM degrading is worth to be considered when defining 
how to drill through loss circulation zones. 

Since LCMs were not successful and since fracturing due to induced thermal stress in the rock 
could prove to be inevitable, a potential strategy that might be worth analyzing for drilling into the 
metamorphic aureole could be “blind drilling”. This method involves continuous injection of 
sacrificial fluid through the drill pipe and the annulus without return. This would at least maintain 
a certain pressure in the well that could help to prevent wellbore stability problems. Cuttings would 
not return to surface and would be dragged into the formation, possibly aiding in blocking high-
permeability channels (Nugroho et al., 2017). Nugroho et al. (2017) recommended pumping high-
viscosity sweeps every given amount of meters to reinforce hole cleaning. A disadvantage is that 
no returns of quenched glass cuttings would be observed to diagnose the appearance of magma. 
Late identification of the arrival at the magma target zone, which would critically increase risk of 
failure, could prove to be a downside of this technique. Attaching a high-temperature logging unit 
to the bottom-hole assembly (BHA) with a measuring-while-drilling (MWD) system could be 
worth analyzing. This system would register a significant increase in temperature once the magma 
chamber is contacted, potentially providing enough time to retrieve the tool to surface.  

3.3 Formation communication and fracture growth  

Friðleifsson et al. (2015) suggested that the conductive layer thermally linked to the magma 
chamber that connected the overlying hydrothermal system was hydraulically fractured and 
thermally cracked. Elders et al. (2014) elaborated on the possibility that the rock could have been 
naturally fractured from the beginning. It is possible, and likely, that the conductive aureole was 
naturally fractured from the beginning. This would be expected considering its extremely high 
temperature, which could have induced thermal cracking of the rock. The cooled fluid injected 
could most likely have induced an additional thermal stress to the formation, that accompanied 
with the mud pressure further hydraulically fractured the rock. This thermal stress can be 
approximated by Eq. 2 (Zoback, 2007): 

 

∆𝜎𝜎𝑡𝑡 = 𝛼𝛼𝛼𝛼∆𝑇𝑇𝛼𝛼𝑇𝑇
1−𝜈𝜈

………………………………………………………………………………… Eq. 2 
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A temperature difference of -400°C between the cooled injected fluid and the rock is estimated 
during injection period. There is no data on the thermal expansion coefficient, Young’s modulus 
and Poisson ratio of the rock. Since Mortensen et al. (2014) described the injection zone as mainly 
comprised of basaltic dykes, dolerites and granophyres, these parameters are assumed based on 
reference values of basaltic rocks. Young’s modulus of basalts range between 50 and 100 MPa at 
ambient temperature conditions, with an average of 73 GPa that is projected to decrease to 57 GPa 
at 450°C (Shultz, 1993). Values for basaltic Poisson’s ratio range between 0.1 and 0.3, average 
0.25 and are relatively insensitive to changes in temperature (Shultz, 1993). Values of 57 GPa and 
0.25 are therefore adopted for Young’s modulus (E) and the Poisson ratio (μ). The thermal 
expansion coefficient (α) is assumed to be 5.4 x10-6 °C-1 based on measurements done by Griffith 
(1936). The resulting induced thermal stress reduction is approximately 164 MPa. Tensile failure 
in the rock is induced when the criteria in Eq. 4 is satisfied: 

 

𝜎𝜎𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 = 3𝑆𝑆ℎ − 𝑆𝑆𝐻𝐻 − 𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑃𝑃……………………………………………………………….Eq. 3 

𝜎𝜎𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 + ∆𝜎𝜎𝑡𝑡 +  𝑇𝑇𝑆𝑆 < 0 ……………………………………………………………………….Eq. 4 

  

Considering the vertical depth of the formation and a lithostatic gradient close to 1 psi/ft, the total 
vertical stress would be approximately 45MPa. The minimum horizontal stress would be lower 
than the vertical stress in a normal fault regime or a strike-slip regime. The inner pressure of the 
well (PM) and the pore pressure (PP) should be fairly similar and close to the hydrothermal 
gradient. The maximum possible value of the hoop stress in this case would be in an isotropic state 
in which all principal stresses were equal. In that scenario, the hoop stress would be approximately 
52MPa, which is still far below the induced thermal stress. Tensile strength (TS) could be 
considered to be zero since the formation is naturally fractured. Therefore, this thermal differential 
stress was probably large enough to induce tensile failure in the rock. 

Considering that cooled water was injected for a month at a rate of 20 lt/s (~ 1700 m3/d) before the 
beginning of the production stage and after the production casing was set (Mortensen et al., 2014), 
it is reasonable that the injected fluid created the fracture geometry necessary to communicate the 
upper conventional geothermal reservoir to the heat-transferring system that laid above of the 
magma chamber. In this scenario, depending on the natural fractures’ width, the fluid could have 
percolated into these pre-existing fracture system and further created a complex fracture network 
(CFN), or it could have developed a planar fracture geometry if the fluid’s viscosity was too large 
to infiltrate the narrow natural fractures. Additionally, no data on the principal stresses was 
presented in the available bibliography, although it can be inferred that since the fractures grew 
vertically to communicate the upper reservoir, the stress state had to be in either normal or strike-
slip regime. Ziegler et al. (2016) showed that the stress state in Iceland at depths between 2 – 2.5 
km is predominantly strike-slip, which is consistent with vertical fracture growth. Had the stress 
sate been in reverse regime, then the fracture plane would have grown horizontally and 
communication with upper formations would not have occurred.  

An additional major challenge is ensuring flow sustainability during production. Volumetric 
differences between the injected fluid and the produced steam disregarded the hypothesis that 
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production was due only to the extraction of injected fluid (Friðleifsson et al., 2015). It is believed 
that the produced fluid from IDDP-1 well came from shallower geothermal reservoirs contacted 
through a fracture network hydraulically induced in the layers above the magma chamber. The 
fluid was then presumed to be heated by a conductive metamorphic rock before entering the well 
(refer to Fig. 8). With such a complex process, it cannot be guaranteed that such connection 
between the shallower formations and the deeper heating source will always be maintained. 
Additional geomechanics analysis would be necessary to characterize fracture growth and identify 
local fracture barriers that could prevent such connection and an adequate stimulation treatment 
would need to be defined. Conventional EGS involving injection of cold water in a well and 
production of superheated fluid in a neighbor well could also be an alternative worth evaluating to 
become independent of the communication with upper formations. In this case, the large thermal 
stress induced by the injection of cool fluid would be an advantage as less wellhead pressure would 
be required to initiate rock fracturing. 

 

  

Fig. 8: Schematic diagram with the presumed fluid path that conforms the magma-EGS system in IDDP-1. 
Stratigraphy is detailed in Mortensen et al. (2014). 

 

4. Conclusions 
Although the first well drilled as part of the Iceland Deep Drilling Project was unsuccessful in 
testing supercritical fluids, it became the world’s hottest producing geothermal well with a record 
flowing temperature of 450°C. It proved the existence of a magma chamber at 2 km in Krafla, 
where temperature is estimated to be around 900°C. 
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Huenges (2017) defined enhanced geothermal systems as “geothermal reservoirs in which 
technologies enable economic utilization of low permeability conductive dry rocks or low 
productivity convective water-bearing systems by creating fluid connectivity through hydraulic, 
thermal, or chemical stimulation”. Because its production is believed to be a result from hydraulic 
and thermal cracking of a metamorphic formation heated by a magma chamber, the IDDP-1 well 
is considered by this definition to be the first productive Magma-EGS in the world (Friðleifsson 
et al., 2015, Friðleifsson et al., 2021).  

When considering the size of the huge magma chamber based on seismic measurement, it is 
believed that Krafla power plant could probably multiply its energy production by an order of 
magnitude from the currently installed capacity of 60 MWe (Friðleifsson et al., 2021). However, 
several engineering challenges need to be addressed beforehand related to casing integrity, 
managing of loss circulation during drilling and surface equipment design. Thermal strains acting 
on the casing and corrosive environments affecting wellhead and surface facilities appear to be the 
biggest challenges to overcome before venturing into a development of this kind. 
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ABSTRACT 

Super-Hot Rock, also known as Super Critical Geothermal, is a nascent geothermal technology 
that is still in the early stages of development. Despite its promising potential as a source of heat 
and power, there are many uncertainties surrounding this technology, particularly regarding the 
availability of resources and the feasibility of developing them. The main challenge is the 
extremely high temperatures (>374°C) and pressures involved, which current drilling technologies 
are not designed to handle. 

The Western Canadian Sedimentary Basin, which has an abundance of well data from oil and gas 
activities, could be a promising location for Super Hot Rock development. However, very little 
data exists below 5 or 6 kilometers, as basement rocks lie below the sedimentary oil and gas basin. 
Nevertheless, temperature data from shallower depths can be used to infer geothermal gradients 
and estimate heat flow within the basin. Analysis of such data suggests that the average geothermal 
gradient in the basin is 25-30°C per kilometer. Therefore, reaching supercritical temperatures 
would require drilling to depths of 12.5 to 15 kilometers. 

A study was conducted to assess the feasibility and costs of drilling to these depths, as well as to 
evaluate the energy potential and economic benefits of Super-Hot Rock. The study found that 
Super-Hot Rock has enormous potential to provide both heat and power. It could be used to replace 
Once Through Steam Generators (OTSG) for Steam Assisted Gravity Drainage (SAGD) in the oil 
sands region of Alberta, Canada, where the required steam temperature is around 310°C. The study 
analyzed various factors, such as geomechanical mechanisms, drilling feasibility, resource and 
production estimates, and custom facilities costs, and input the resulting data into an economic 
model to assess the economic benefits of Super-Hot Rock compared to traditional sources of 
energy. The study concluded that Super-Hot Rock, if successfully developed, would be 
economically feasible as a replacement for natural gas and purchased grid power for steam 
generation in SAGD operations. 

1. Introduction 
Geothermal resources are abundant and reliable and yet are largely an untapped source of energy. 
Geothermal extraction technologies are aimed to access natural underground heat from subsurface 
rocks including sedimentary, volcanic, and hot dry rocks. The extracted energy comes in vapor or 
liquid to generate electricity using the power generation plants. The amount of available subsurface 
heat may substantially vary from one region to another depending upon the burial depth, rock 
types, and proximity to a heat source. As heat varies from region to region, it is important to 
understand the geology of the field to evaluate geothermal resources.   
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New extraction technologies have arisen in the last decade which provide opportunities to extract 
geothermal heat for direct use or electricity generation. Like the oil and gas industry, a 
technological step change has occurred which has advanced extraction technologies from a 
conventional sense into an unconventional sense. Three main unconventional technologies exist: 
Advanced Geothermal Systems (AGS), Enhanced Geothermal Systems (EGS) and Superhot Rock 
System (SHR) or also referred to as Supercritical Geothermal or Super Deep Geothermal. 

SHR is very similar to EGS, however being ~15 kilometers deep with extreme temperatures and 
pressures, water in the subsurface is potentially in a supercritical phase. Super critical water has 
an energy carrying capacity of five to ten times the amount of water.  In SHR, the energy density 
is far greater than conventional geothermal systems, AGS and EGS.  

Estimates from the geothermal industry have been in the magnitude of 25-45 MW of electricity 
potential from a single well (Hill, 2021). Projects around the world have been attempting to access 
these SHR resources at shallower depths such as AltaRock in Oregon and the Krafla borehole in 
Iceland’s Deep Drilling Project (Friðleifsson, et al, 2017). However technological challenges exist 
with drilling at this depth and pressure. Drilling technologies are evolving to allow for deep drilling 
into crystalline rock such as GA Drilling’s PlasmaBit drilling technology, Quaise millimeter wave 
(MMW) drilling technologies as well as advancements with using conventional drilling techniques 
in crystalline rock from the FORGE Utah project. These new drilling technologies and trials 
ultimately aim to reach depths of 10-20 kilometers at a faster rate. 

This study was completed with mandate from the Canada’s Oil Sands Innovation Alliance 
(COSIA) to investigate opportunities to generate low carbon heat and power with geothermal in 
the WSCB and more specifically, the oil sands regions, as geothermal has the potential to generate 
both low and high-grade heat.  This paper is a summary of the full study (Hirschmiller, 2022) 
which can be referenced on the COSIA website (cosia.ca).  

2. Subsurface Review 
Within the Western Canadian Sedimentary Basin (WCSB) and the oil sands region of Alberta, 
Canada, very little to no data exists with regards to the subsurface at great depths.  Within the oil 
sands region, sedimentary rocks currently sit on the Slave Craton.  At depths of greater than a few 
kilometers, the composition of rocks in the area is unknown, however it is assumed due to current 
temperature and pressure, rocks would consist of gneisses and schists. The German Continental 
Deep Drilling program in the 1980s drilled a 10 kilometer deep well through basement rock which 
encountered mostly paragneiss and metabasites (Emmermann and Lauterjung, 1997). 

To reach super critical conditions reservoir temperatures are required to be above 374°C with 
pressures above 22.1 MPa.  A geothermal gradient was assumed from a geophysical data from a 
Curie point depth (Gaudreau et al, 2019) as to the temperature (570°C) where magnetic materials 
undergo a change in their magnetic properties.  In the oil sands region, the Curie point depth is 
estimated to be around 25 kilometers ±3 kilometres.  This results in a geothermal gradient of 20-
26 °C/kilometer.  Wells will have to be drilled a minimum of 15 kilometers to reach super critical 
conditions.   
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2.1 Geomechanics of Super-Hot Rocks 

Studies and papers about the behavior of supercritical geothermal are ongoing. At the temperatures 
and pressures proposed, the reservoir is below the brittle ductile transition and the rocks are in a 
plastic state. It is common belief there is very little natural porosity and permeability below the 
brittle ductile transition. The Japan Beyond Brittle Project has been investigating the brittle ductile 
behavior in granites and the ability to hydraulically fracture and flow supercritical water through 
these rocks (Suzuki et al., 2014). Results from the Japan Beyond Brittle Project have shown that 
the permeability increases in the brittle ductile transition when hydraulically fractured samples 
have created a cloud fracture network rather than planar fractures (Watanabe et al, 2017 and 
Watanabe et al, 2018). However, in application the size and distance of these cloud fractures are 
unknown.  

3. Energy Potential 
Heat-In-Place Modelling is the basis to understanding geothermal potential. Heat-In-Place is 
calculated to determine the available thermal energy, which is an analogous to a volume in place 
calculation for hydrocarbon recovery. The study utilized a typical EGS pad design to aid in 
calculating thermal energy in place. Input parameters such as temperature, thickness and rock type 
were a generic distribution of values as the specific rock type is unknown. 

3.1 Heat in Place Modelling Theory 

The volumetric method of using stored Heat-In-Place to assess geothermal potential was first 
presented by the United States Geological Survey (White and Williams, 1975). The refinement of 
the methodology, such as including Monte-Carlo simulation has occurred over the years, however, 
the fundamental approach is still the same and is commonly used for geothermal projects to this 
day. 

The first step to estimate the volumetric Heat-In-Place is to calculate the stored energy in the earth. 
Understanding the reservoir parameters and properties are vital. The geological parameters needed 
to calculate stored energy are porosity, temperature, bulk volume, and specific heat capacities of 
rock. The stored energy in the earth can be defined as thermal energy (Qr) and is calculated using 
the following formula: 

𝑸𝑸𝒓𝒓 =  �(𝑽𝑽𝒏𝒏 ∗  𝑪𝑪𝑪𝑪𝒓𝒓) +  �𝑽𝑽𝒇𝒇 ∗  𝑪𝑪𝑪𝑪𝒇𝒇�� ∗ (𝑻𝑻𝒓𝒓 –  𝑻𝑻𝟎𝟎) 

Where Vn is the net rock volume (m3), Vf is the net fluid volume (m3), Cpr is the volumetric heat 
capacity of the rock (MJ/m3K), Cpf is the volumetric heat capacity of the fluid (MJ/m3K), Tr is the 
reservoir temperature (K) and T0 is the reinjection temperature (K). 

A recovery factor was applied to calculate the thermal energy to be potentially extracted from the 
reservoir. Recovery factors have been estimated to be 10-25% for sedimentary rocks based on the 
formula proposed by Lavigne and Maget (1977) which has been corroborated by many authors, 
such as Williams (2007). A recovery factor (γ) was calculated by the following formula: 

𝜸𝜸 =
𝑻𝑻𝒓𝒓 − 𝑻𝑻𝒎𝒎𝒎𝒎𝒏𝒏

𝟑𝟑 ∗ (𝑻𝑻𝒓𝒓 − 𝑻𝑻𝟎𝟎) 
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Where Tr is the reservoir temperature (K), Tmin is the minimum facility temperature (K) and T0 as 
the rejection temperature (K). 

The recovery factor was then multiplied by thermal energy to obtain the wellhead thermal energy 
(Qwh), defined as the energy which is available at surface. Wellhead Thermal Energy is defined by 
the following formula: 

𝑸𝑸𝒘𝒘𝒘𝒘 =  𝜸𝜸 ∗ 𝑸𝑸𝒓𝒓 

Qwh can be divided by the typical geothermal life cycle (e.g., 30 to 40 years) to calculate the gross 
electrical power production potential of the area (MWt). 

𝑴𝑴𝑴𝑴𝒕𝒕 =  𝑸𝑸𝒘𝒘𝒘𝒘/𝑻𝑻𝒎𝒎𝒎𝒎𝑻𝑻 

3.2 Heat in Place Modelling Results 

The study utilized the Heat-In-Place calculations and applied this to a Monte-Carlo simulation. 
The input parameters used in the calculations were defined by P90 to P10 distributions. Below in 
Table 1 are the input parameters used to calculate heat is place. Yellow cells are input values, while 
white cells are a calculated or a constant value. 

The Monte-Carlo Heat-In-Place model was run using 10,000 iterations. Over a 40-year time frame, 
the mean value for Gross Wellhead Thermal Energy equated to 52.0 MW with the high probability 
(P90) being at least 42.1 MW and the low probability (P10) equating to 61.8 MW for the Pad area. 
Table 1 is the heat-in-place modelling inputs and results. 

Table 1: Heat-In-Place modelling results of high flow rate case. 

 

Inputs
Variable Symbol Unit Low Est. (P90) Mean High Est. (P10)

Distance from Injector to Producer X m 500                                 
Width of Injection Y m 300                                 
Well Length L m 1000 1250 1500
Number of Injectors 1
Number of Producers 2
Gross reservoir volume Vg m3 311,338,516                375,000,000                438,094,092                 

Bulk Reservoir Volume Vb m3 308,778,397                372,032,507                434,758,413                 
Porosity φ v/v 0.005 0.008 0.010
Net Rock volume Vn m3 306,044,893                369,242,263.28          430,556,495                 

Fluid Volume Vf m3 1,955,619                     2,790,244                     3,681,407                     

Rock Volumetric Heat Capacity Cpr MJ/m3K 2.2 2.3 2.4

Reservoir Fluid Heat Capacity Cpf kJ/kgK 2.6 2.65 2.7

Reservoir Temperature Tr K 673.15

Rejection Temperature T0 K 333.15

Minimum Facility Temperature Tmin K 583.15 588.15 593.15
Injection Water Density Kg/m3 950
Reservoir Water Density Kg/m3 750
Time Time Years 40

Outputs
Variable Symbol Unit Low Est. (P90) Mean High Est. (P10)

Thermal Energy Qr MJ 243,247,750,019        291,261,459,554        339,142,011,646        

Wellhead Thermal Energy Qwh MJ 53,702,273,923          65,533,828,400          77,974,722,323           

Gross Wellhead Thermal Energy MWth MW 42.6                               52.0                               61.8                                
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3.3 Super Hot Rock Geothermal Systems Modelling 

3.3.1 Super Hot Rock Pad Design 

SHR geothermal assumes an enhanced geothermal system design for the primary extraction 
method to be investigated in this study. Enhanced Geothermal Systems (EGS), like conventional 
geothermal systems, use a combination of injector and producer wells. In this case, the designed 
EGS system uses a vertical injector and producer combination with one injector and two producers.  
The number of production and injection wells will be dictated by the facility’s needs.  

It was assumed injected water disperses into the reservoir equally in both directions, perpendicular 
to the injector. The initial spacing was selected at 500 meters based of historic EGS projects.  This 
distance is also to be investigated in modelling. To increase flow into and out of the formation, 
wells are assumed to be hydraulicly stimulated to increase permeability.   

Figure 1 is a diagrammatic layout of the injector producer combination, which was used for the 
volume of the heat in place modelling.  

 
Figure 1: Diagrammatic layout of well placement for high flow rate case design. Wells are 500 m apart with a 

300 m width and a production/injection interval of 1000-1500 meters. 

 

3.3.2 Thermal Displacement Modelling – Theory 

Energy in a geothermal system is stored in the rock, particularly in systems of low or no natural 
porosity. Geothermal injection and production are essentially sweeping the thermal energy out of 
the rock using water. In conventional geothermal systems heat can be transferred from outside of 
the production/injection wells via natural permeability and convection. However, in an EGS or 
SHR system, natural permeability is minimal or nonexistent, so the replenishment of heat, or heat 
flow, via conduction, to the reservoir is negligible, or too small to be considered.  
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In the models, as the producer and injector are parallel to each other, a 1D model can be used to 
understand temperature changes of a fluid flowing through the reservoir. Ideally, the water injected 
into a formation flows like a perfect piston through the formation, picks up heat uniformly and 
leaves at the same temperature as the virgin rock. For simplicity, it was assumed that convective 
heat transfer within the formation dominates and that conduction of heat into the formation is 
ignored.  

However, with real flows, there is dispersion within a formation. This can be due to molecular 
dispersion, pore-level tortuosity, micro-fingering, fracture flow and conduction of heat from hot 
to cold fluids.  The result is that the flood front will show a gradual change in temperature. How 
gradual is a key uncertainty and a key reason Monte-Carlo simulation is used for the 1D model. 

More specifically, the study used a 1D convective-diffusive model. These types of models are well 
established, since initial papers in the mid-1950s, for flows in porous media and are routinely used 
in surfactant and solvent flooding applications (Brigham, 1961 and Danckwerts, 1953). These 
models can simulate changes in both the speed at which the flood front would move through the 
reservoir and how sharp the front is. It is possible to simulate long-periods of producing high-
temperature water, slow changes in water temperature, abrupt changes, and many different pattern 
sizes. Figure 2 below is an illustration of how dispersion of the cold injected water into the 
reservoir creates a gradual front rather than an abrupt front. 

 
Figure 2: 1D flow with dispersion for EGS modelling. 

A further source of complexity comes from real reservoirs being inhomogeneous in both vertical 
and horizontal dimensions. This results in variable rates of fluid movement at pattern-level scales 
(i.e., at dimensions of the size of the injector-producer pair). Not all the pore volume will be swept 
with equal intensity.  

Fortunately, with this geothermal process, we have 1) a favorable mobility ratio (M=1), 2) a 
minimal gravity over/under-ride and 3) a miscible system. These three factors help prevent early 
breakthrough of injectants and high levels of mixing between injected and native fluid volumes. 
In other words, these factors help ensure the flood acts like a 1D dispersion problem.  

As hot fluid flows up the vertical section of the producing wells, it leaves the hot reservoir and 
flows past colder formations and conductive heat transfer occurs. This heat loss is common in 
geothermal applications and can be calculated using the classical line source model presented by 
Ramey (1962).  

The flowing graphs are the Monte Carlo outputs of the simulation modelling. Figure 3 shows the 
mean injection temperature in orange and grey, the blue line indicates the temperature as it enters 
the production well, where the red line is the estimated temperature at surface. Figure 4 shows the 
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range in outlet temperatures over time. Orange represents the P90 surface temperature of the 
producer, black is the P50 and green is the P10. 

 
Figure 3: Temperature loss in the vertical section of the production well – 100,000 bbls/day injection case 

 
Figure 4: Surface temperature of production wells – 100,000 bbls/day injection case 
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4.0 Drilling Review 
A 15,000 m vertical depth well drilled through basement rock to 400 °C will be the first of its kind. 
The closest well to approach that depth terminated 2,700 m earlier. In total 17 wells have been 
drilled to between 8,000 and 10,000 m TVD and only one went deeper. The situation on the ultra-
high temperature side is only slightly better. Therefore, given the extremely limited availability of 
direct offset data, accuracy of the well design, operating parameters, and cost is to be taken as 
scoping/conceptual. 

The conceptual well design created in this study was considered extremely leading edge, nearing 
the point of hypothetical. The past superdeep and ultra-high temperature wells were and are 
research projects. Technology was and is developed as the wells were drilled to cope with the 
anticipated conditions. 

4.1 Conceptual Well Design 

Maintaining verticality and borehole stability in a well of this depth into basement will pose a 
considerable challenge, hence the emphasis on obtaining as detailed a geological survey as 
possible. This comprises magnetic and gravitational surveys as well as seismic. The chosen site 
should contain horizontal bedding planes or as close to horizontal as possible and have minimum 
fractures and faults. This is a finding from the drilling of KTB HB where steeply dipping planes 
hindered progress and required multiple casing and liner strings (Emmerman, 1997). The review 
of superdeep and ultra-high temperature wells below in Figure 5 examines the current experience 
drilling superdeep and ultra-high temperature wells which provided vital inputs to the proposed 
conceptual well design and gave confidence to propose the long sections in granite rock. 

 

 
Figure 5: Superdeep and ultra-high temperature known well designs 
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The ultra-high temperature has a large impact on the well design (Kruszewski et al, 2018 and 
Teodoriu, 2015). While drilling, temperature is maintained in a manageable range, however, 
during production, the entire well will heat up and likely bring downhole temperatures to surface; 
like steam injectors but with a flow rate an order or two of magnitude greater than those injectors.  

During well construction, rate of penetration is not as important as consistent progress and a quality 
borehole. A sensitivity analysis between penetration rate and bit life, and their impact on overall 
project cost and duration was completed. This highlighted that by reducing the number of bit trips, 
and extending bit life, greater overall savings are realized. Detailed analyses will be required 
during the detailed planning phase to determine cut-off points and how much ROP can be 
sacrificed for durability.   

Casing material will be selected once detailed simulations are completed and are likely to include 
corrosion resistant alloys for certain strings or portions of strings, and accessories such as liner 
hangers, gauge carriers, etc. Table 2 outlines the casing size requirements for a 15,000 m deep 
well. 

 

Table 2: conceptual well design casing depths 

Size Top (m) Bottom (m) Section Length (m) 
36 in. 0 150 150 
32 in. 0 350 200 
26 in. 0 600 250 
22 in. 0 1,200 600 
14 in. 0 8,000 6,800 
9 7/8 in. 7,400 14,000 6,000 
8 ½ in. OH 14,000 15,000 1,000 

 

Rock drillability of a pilot well will have a great impact on the well design. Lessons learned during 
a pilot well would be indispensable for the design and execution of the 15,000 m well. Casing 
setting depths determine casing exposure to potentially corrosive well fluids and temperature. This 
in turn impacts material selection, grade, and alloy, making a pilot well the best possible 
investment.   

Wellhead specification will be comparable to oil sands steam injectors with regards to tubing 
hangers and tubing hanger spool. The bulk of the wellhead will resemble a large (476.25 mm / 18 
¾”) deepwater wellhead due to the required capacities for casing lock down. Work needs to be 
performed to determine wellhead growth during drilling and production to allow for flexibility.  

Soil condition requirements which must be considered when designing the location. The soil 
around the well will heat up during production and large loads will be transferred to the soil when 
the production casing is installed. 
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4.1 Conceptual Well Cost Estimate 

A conceptual drill cost estimate to calculate drill cost for a single well was completed to assist with 
economic calculations. Below in Figure 6 are the Time & Cost vs Depth curves and the 
assumptions which went into this estimate. 

 
Figure 6: Drilling Time & Cost vs. Depth 

The accuracy of the drilling cost estimate is purely qualitative and assumes optimistic progress 
without any major complications. The cost could easily double, or even triple if serious problems 
arise such as unexpected rock behavior, borehole stability due to bedding planes, etc. Although 
the cost may be slightly less due to better-than-expected progress, more resilient materials, etc. 
The probability is considered low. 

• A 25% contingency (time and cost), in addition to the presented estimate is prudent. 
• Drilling and completion costs are considered all-in, including extra standby equipment 

such as mud coolers, pumps, managed pressure drilling (MPD), etc. 
• No contingency string (18, 16, 11 7/8, or 7 in.) cost has been included. 
• 42 days completion @ 300k Cdn $/day included for services and equipment. 
• Cdn $ 300,000/day all-in rate (Cdn $ 101.3 MM total) 
• 25% non-productive time (NPT) included. 

5.0 Facility Overview 
The project considered the use of a heat recovery circuit for deep geothermal fluids as a sustainable 
replacement for Once Through Steam Generators (OTSGs) with which to create steam from boiler 
feed water (BFW). To provide sufficient thermal energy, there will be several production and 
injection wells to circulate water through an open loop in the rock formation and re-heat the fluid. 
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Two different methodologies were reviewed for utilization of the thermal energy: a non-flashing 
and a flashing case.  

These cases represent two different surface facility design possibilities.  The non-flashing case 
represents the simplest exploitation of the concept in which geothermal fluid is directly exchanged 
as a high temperature liquid to supply heat in water-heat boilers as a replacement for OTSGs.  As 
such it is the simplest, lowest scope to use geothermal heat with all other components of the SAGD 
facility remaining the same. The flashing scenario provides an early view to a concept where 
sufficient heat is available to perform OTSG heat replacement, to generate more than sufficient 
power to offset the electrical power used by the SAGD site, plus have revenue from excess power 
sales. 

The non-flashing scenario requires less processing equipment resulting in a lower capital cost but 
does not capture the full potential of the energy available for use. The flashing scenario requires 
great capital investment. Both the flashing and non-flashing cases have further room for study and 
optimization, but high-level results are outlined below. 

The overall facility design is based on the following basis and assumptions: 

• Each geothermal well is approximately 15 km deep. 
• Operating conditions within the geothermal well are ~ 400°C and 150 MPa with starting 

enthalpy at 1777.3 kJ/kg. 
• Rock formation is hot and dry. 
• An open loop through the rock allows for the injected fluid to re-heat in the formation. 
• 6 geothermal producer wells and 3 geothermal injector wells are connected to the facility 

via surface pipelines.  Each well is assumed to be within 2 km of the SAGD central 
processing facility (CPF). 

• A separate power generation area of the plant is required for the flashing scenario only. 
• Overall flow rate and the number of deep wells required for production and injection are 

not a design limitation. 
• Geothermal reservoir can provide continuous heat to the geothermal fluid for the life of the 

facility. 
• Produced geothermal fluids contain minimal to no dissolved gases, but potentially have 

substantial dissolved ions. 
• NORMS (naturally occurring radioactive materials) are not present in these dissolved ions. 
• Geothermal fluid temperature for cross exchange with the BFW is ~ 350°C. 
• Temperature of the geothermal fluids for re-injection ~ 200°C. 
• BFW inlet to the cross exchanger is 163°C and 800 m3/h, with an outlet temperature of 

310°C and 90% steam. 
• 343 MW of thermal energy is required to heat the BFW to replace the OTSGs that would 

be used in a traditional SAGD setting. 
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Table 3: Facility Design Criteria 

Criteria Non-Flashing Scenario Flashing Scenario 

Water Use 1,336 Ton/h 3,398 Ton/h 

Production Well Count 6 14 

Injection Well Count 3 7 

Scaling Potential Undefined Undefined 

Non-Condensable Management Required, not defined In flash vessels 

Heat for OTSG Replacement 383 MW 383 MW 

Power Production Additional potential for 
ORC with waste heat. 

150 MW Power generation 
via turbine. 

Additional potential for ORC 
with waste heat. 

Make-up Water Required 67 Ton/h 170 Ton/h 

Surface Footprint Lower Higher 

 

The non-flashing scenario operates with lower water consumption, lower well count, and a small 
footprint while providing the thermal energy to replace the OTSG. This option does offer both 
lower capital investment and operating costs. The flashing case capitalizes on the thermal heat 
available providing the thermal energy to replace the OTSGs and generate a substantial amount of 
power but comes with both higher capital investment and operating costs.  

5.2.1 Facility Cost Summary 

The total cost in Q4 2022 Cdn $ for the facilities and pipelines portion of the project are as follows:   

1. Non-flashing scenario: $144,700,000 to $578,800,000 with a likely value centered on 
$289,387,000.  

2. Flashing scenario: $432,100,000 to $1,728,400,000 with a likely value centered on 
$864,207,000.  

Capital costs (including wells) for both scenarios are high to very high when compared to the 
existing source of heat for OTSGs.  Major cost drivers are the very high pressures and temperatures 
at which the geothermal fluids are produced and injected, both above the critical point.  These high 
pressures apply to surface pipelines and in-plant equipment.  High volumes of geothermal water 
are required to flow through large diameter pipe.  However very large diameter pipe for 25 MPa 
pressures, especially at up to 390°C may be difficult or impossible to procure.  No field layout of 
wells was also created but a basic assumption that all wells are within 2 km of the CPF. 

2914



Hirschmiller and Riva 

A great deal of uncertainty in the cost influence of the geothermal water quality on heat exchange 
and power equipment.  While a generous allowance was made in this regard, it is unknown whether 
it will be sufficient to compensate. 

Cost guidance for the heat exchange equipment and waste heat boilers was provided by 
representatives from Thermal Engineering International (USA) Inc. A Babcock Power Inc. 
Company.  Cost guidance for the power generation equipment was provided by Mitsubishi Heavy 
Industries (MHI). 

6.0 Economic Modelling 
A preliminary economic assessment for the Super Deep Geothermal Project in the Alberta oil 
sands was completed to understand the high-level feasibility of the project. The economic model 
was constructed using GLJ’s internal software with project specific modifications in Excel. 
Although several assumptions are required due to the high degree of uncertainty, the following 
factors in Figure 7 were considered when evaluating the economics: 

 
Figure 7: Inputs and Considerations for an Economic Model 

 

6.1 Summary of Scenarios 

1. Ongoing OTSG  
• 30,000 bbl/d of bitumen with and Steam Oil Ratio (SOR) = 3.0. 
• Currently producing at capacity after approximately 25 years of operation. 
• Assume the OTSGs will be replaced and in service by January 2030. 
• A major turnaround is planned for a cost of $300 million Cdn. 
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• Following the OTSG replacement, the plant will continue for another 40 years.
• Sustaining SAGD well pairs will be added as needed to keep the facility full.

2. Greenfield OTSG
• 30,000 bbl/d of bitumen with and SOR = 3.0.
• Brand new facility to be designed and constructed.
• Project to start in 2023 and be ready for start-up in January 2030.
• Total facility cost of $1,092 million Cdn.
• Cost of initial SAGD well pairs is in addition to the facility.
• Sustaining SAGD well pairs will be added as needed to keep the facility full for 40 years.

3. Non-Flashing Geothermal – Low Well Cost / High Well Cost
• 30,000 bbl/d of bitumen with and SOR = 3.0.
• Currently producing at capacity after approximately 25 years of operation.
• Assume the OTSGs will be replaced with a geothermal system to generate 100% of the

required steam by January 2030.
• Geothermal facility is a non-flashing system described above, with less excess electricity

available for sale.
• Low Well Cost scenario assumes wells with good injection and production capacity,

requiring less wells, and lower cost.
• High Well Cost scenario assumes more wells are required and higher well costs.

4. Flashing Geothermal – Low Well Cost / High Well Cost
• 30,000 bbl/d of bitumen with and SOR = 3.0.
• Currently producing at capacity after approximately 25 years of operation.
• Assume the OTSGs will be replaced with a geothermal system to generate 100% of the

required steam by January 2030.
• The geothermal facility is a flashing system described above, with higher facility costs and

significant electricity available for sale.
• Low Well Cost scenario assumes wells with good injection and production capacity,

requiring less wells, and lower cost.
• High Well Cost scenario assumes more wells are required and higher well costs.

The cost of the Greenfield SAGD facility was assumed using internal data that GLJ has collected 
through years of experience evaluating the reserves and resources from most of the Alberta and 
Saskatchewan SAGD projects.  

Originally the first scenario considered was for a greenfield SAGD facility using geothermal 
technology. When reviewing the drilling and facility cost data it was determined that this is a 
highly unlikely and costly scenario. There have been very few discussions of a large-scale, 
greenfield SAGD facility from any operating oilsands companies. A super-major oil sands project 
would need to overcome many more environmental, political, and financial barriers than there 
were 20 years ago. In addition, the high-quality in-situ resources required to support a 30,000 bbl/d 
project are already being developed by the major oil sands companies with their currently operating 
facilities. 

Table 4 below summarizes the inputs and assumptions for the economic model. 
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Table 4: Summary of Economic Assumptions 

 

Low Well 
Count

High Well 
Count

Low Well 
Count

High Well 
Count

Bitumen Capacity bbl/d
Steam Capacity bbl/d
SOR
Cumulative Production mmbbls 446 395

Bitumen Facility Cost M$ 270,000
Steam Facility Cost M$ 810,000
Infrastructure M$ 12,000
ORC Power Generators M$
Total Facility Cost M$ 1,092,000

Geothermal Injectors 3 6 7 14
Geothermal Producers 6 12 14 28
Injector Rate bbl/d 100,000 50,000 100,000 50,000
Producer Rate bbl/d 50,000 25,000 50,000 25,000
Geothermal Injector Well Cost M$ each
Geothermal Producer Well Cost M$ each
Total Geothermal Well Cost M$ 840,000 1,680,000 1,960,000 3,920,000

Ongoing Facility Turnaround M$ 300,000

Annual Maintenance M$

Fixed Oil Operating Costs $/bbl/bopd 625 625 350 350 350 350
Fixed Steam Operating Costs $/bbl/bopd 625 625 200 200 200 200
Total Fixed Operaing Costs M$/year 75,000 75,000 40,000 40,000 60,000 60,000
Variable Oil Costs $/bopd 0.50 0.50 0.50 0.50 0.50 0.50
Variable Steam Costs $/bspd 0.50 0.50 0.50 0.50 0.50 0.50

Power Offsales MW

SAGD Well Pair Drilling & Completion M$ /well pair
SAGD Well Pair Pad Equipment M$ /well pair

NPV10 MM$ 2,481 782 2,245 1,718 1,527 299
NPV10/bbl $/bbl 5.90 1.98 5.05 3.87 3.44 0.67

Ongoing
SAGD

864,000
12,000

1,036,000
80,000 160,000

30,000
90,000

3.0
445

Greenfield 
SAGD

289,000
12,000

4,500
3,500

100,000
90,000

20,000

10 85

381,000

Geothermal SAGD
Non-Flashing

Geothermal SAGD 
Flashing
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Figure 8: SAGD Bitumen Production Rates 

 

Figure 8 compares the bitumen production rates for the scenarios. When comparing economic 
cases, it is important to have consistent timeframes and volumes. For this project, the Greenfield 
OTSG scenario produces less total bitumen because it only starts production in 2030. The 
Geothermal scenarios produce the same total volume as the Ongoing OTSG case, but because we 
have assumed a longer turnaround impact for the geothermal equipment, these scenarios produce 
a few years longer. Note how the production profiles for the Greenfield OTSG and the Geothermal 
cases overlap after 2031. 

Assumptions for the downtime profiles are included in the economic model. The geothermal 
retrofit scenarios are assumed to require longer downtime than the OTSG replacement. These 
assumed downtime durations are helpful to compare the overall economics of the scenarios and 
are within the accuracy of the estimates.  

Carbon taxes for the OTSG cases have been included as operating costs considering historical 
carbon tax payments with price escalation from 2023 through 2030 in accordance with Canada’s 
minimum national price on carbon pollution. Carbon pricing is modelled to increase to $170 /tonne 
by 2030. Although the legislation is very new, included were the interpretation of the SAGD 
benchmarks and the rules around tightening SOR limits. For simplicity, the geothermal scenarios 
assume zero carbon tax after 2030 since steam generated with these processes are assumed to not 
contribute any taxable CO2. 

6.3 Economic Results 

Figure 9 displays the cumulative discounted cash flows for each of the scenarios, using a discount 
rate of 10%. The Non-Flashing Geothermal scenarios are economically competitive with the 
Ongoing SAGD scenario. 
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Figure 9: NPV10 Cumulative Discounted Cash Flow 

 

 

Economic benefits of steam generated using a geothermal system include: 
• Eliminate the cost of natural gas to generate steam. 
• Eliminate the rising carbon tax associated with burning natural gas. 
• Power to support the facility is provided by the geothermal plant instead of purchasing 

electricity from the grid. 
• Excess electricity generated by the process can be sold to provide baseload power to the 

grid. 
• Operating costs with geothermal are lower than for an OTSG facility. 

These economic benefits are clear in Figure 10 which displays the annual inflated, non-discounted 
cash flows. 
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Figure 10: Annual Inflated Cash Flow 

 

 

An overall comparison of the NPV10 for each of the scenarios is shown in Figure 11. The Non-
Flashing scenarios are the most favorable of the geothermal cases investigated for this project, 
mainly due to the lower initial cost. 

A fulsome probabilistic economic analysis was outside the current scope of this project, however 
after working with the deterministic economic model, some obvious but key parameters can be 
identified. 

• High degree of uncertainty in the facility cost estimates.  
• Drilling cost estimates have a wide range of uncertainty along with the high degree of risk 

when drilling the wells. 
• The injection and production flow potential of the geothermal reservoir has not been tested. 

This will impact the number of wells required and the cost of the project. 

Using geothermal energy to generate steam for an established SAGD plant is more economically 
feasible than a stand-alone geothermal power facility. The economic benefit of being attached to 
a SAGD plant is the combination of revenue from both bitumen and power sales. The 
environmental benefits of geothermal also have a positive impact on the economics since the 
technology does not burn natural gas and avoids the growing carbon tax. 
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Figure 11: Scenario NPV10 Comparison 

7.0 Conclusions 
The study provides a high-level review of the subsurface review including rock mechanics and 
fracability of the supercritical rock, geothermal resource and energy calculations, drilling, 
facilities, and an economic analysis.  The key findings of these respective topics are included 
below: 

• In the subsurface, the brittle-ductile transition due to high temperature is a key concept that 
controls the permeability, and therefore, exploitability of SHRs. Recent research shows 
rocks like granite can also remain brittle and frackable at their transition temperature and 
below it as well as research shows that pressures low as rock confining pressure are enough 
to stimulate a network of cloud fractures and create higher permeability in such resources.  

• A geothermal resource exists at depth if a fracture network and flow can be established 
between injector and producer wells.  However, a considerable amount of drilling is 
required to access this resource to provide enough thermal energy to replace OTSGs.  

• Drilling wells to access these resources will be a first of its kind. Over 15,000 metres deep 
wells with 14,000 metres through basement rock will be many firsts in the world in which 
would has many inherent risks. However, with advancements in drilling technologies such 
as development of better PDC (Polycrystalline Diamond Compact) drill bits there is a 
possibility for wells to be drilled faster than any ultra-deep wells previously. It is 
recommended before a full project is commissioned, that a pilot hole approximately 8,000 
meters deep be drilled first to understand drilling speeds research quicker ways to drill 
through deep hot rock. 
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• Two technologies can be utilized to access the heat from the produced geothermal fluid, 
heat exchangers or a flash system. Due to the ultra-high temperatures and pressures both 
systems will require custom equipment for this project.  With the heat exchangers, less 
fluid is needed, however there is less additional electricity or mechanical energy which can 
be used from the geothermal fluid.  

• The economic analysis shows that the non-flashing geothermal process to generate steam 
for a SAGD facility is the most feasible. By using geothermal there are cash flow benefits 
such as avoiding the cost of natural gas and the associated carbon tax. This process also 
provides power sales by installing an ORC generator on the hot water before it is reinjected. 

Super Critical, or SHR Geothermal is a new geothermal technology that is in its infancy of being 
developed.  There are associated risks and many unknowns with this project such as how wells 
will produce, drilling risks including drilling and completing the wells.   However, based on this 
preliminary review many of these risks can be mitigated.  Initial findings show that using 
geothermal in a SAGD project is economically feasible when analyzing the project including 
SAGD well pairs and production.  It is recommended that SHR and super critical geothermal 
continues to be investigated as it is a potential path forward using an evolving technology which 
can assist with the production at SAGD facilities along with having a reduced environmental 
footprint on the path to net zero. 
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ABSTRACT  

High resource risk and upstream exploration costs are key barriers to scaling up of geothermal 
energy development globally. Reducing the upstream risk has, for a long time, been a priority area 
of the sector on several fronts. The DEEPEN project was intended to contribute to this goal through 
increasing the probability of success when drilling for geothermal fluids in magmatic systems. 

Advancement on several fronts is required for improved de-risking and in this project we address 
them in a targeted manner. 

First, there is limited understanding of the details of the interaction between the heat source, i.e., 
magmatic intrusions, and the geothermal system and what happens in the region between them. In 
this project, we develop THMC Native-State models and use them to evaluate supercritical 
reservoir performance. 

Second, many of the tools and techniques that we use for imaging geothermal systems and 
estimating their potential have been used for decades, with limited development. Part of this 
project focuses on tool development, particularly for near magmatic or super-hot resources. We 
develop novel geothermometers to detect whether fluids from the geothermal reservoir have at 
some point reached very high (>380°C) temperatures. We also explore how to best use 
magnetotelluric methods to image deep heat sources. 

Seismology, in particular seismic reflection methods, are a staple of oil and gas exploration. 
Unfortunately, the method is much less effective in geothermal environments. However, several 
seismological methods have been used in volcanology to study volcanoes and magmatic reservoirs, 
with some success at regional scales. For de-risking geothermal exploration, however, reservoir 
scale is required. As part of the DEEPEN project, we collected new seismic data to explore the 
feasibility of using a dense nodal network (500 nodes) together with 2 DAS units connected to 
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fibre optic cables to image the high-temperature geothermal systems of Hengill, SW Iceland. We 
also collected extensive seismic and magnetotelluric data at Newberry volcano, Oregon, USA. 

Finally, we explore methods to jointly interpret geological, geochemical and geophysical datasets 
for resource estimation. This includes the development of a Play Fairway Analysis (PFA) 
methodology for geothermal systems in magmatic environments, with multiple plays such as 
conventional hydrothermal, supercritical or super-hot geothermal, and superhot Enhanced 
Geothermal Systems (EGS).  We furthermore explore the use of multi-geophysical inversion for 
joint interpretation. The expected outcomes include: 

• a suggested site for the next super-hot well in the Iceland Deep Drilling Program series; 
IDDP-3, which is to be sited in one of the geothermal fields operated by OR – 
Reykjavík Energy in Hengill, SW Iceland   

• PFA method for multiple plays in magmatic environments  
• identification of geoscientific datasets for further research of geothermal exploration 
• generalized methodology for assessing supercritical resources in magmatic plays 

1. Introduction  
The DEEPEN project focuses on advancing the exploration for different geothermal play types in 
magmatic reservoirs: (1) conventional hydrothermal plays; (2) super-hot plays that may be found 
near or underneath conventional hydrothermal systems; and (3) EGS plays that may require 
enhanced fracturing and/or addition of fluids (see Figure 1 for a schematic overview). 

 
Figure 1. Schematic view of several plays (i.e., subsurface resources) in the same region. 

Locating reservoirs and placing wells represent some of the highest risk elements of geothermal 
operations.  The most sophisticated techniques for imaging reservoirs have predominantly been 
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tailored to meet the requirements of oil and gas exploration. However, oil and gas resources are 
primarily found in sedimentary environments, whereas many of the world's geothermal fields are 
situated within magmatic systems, which are geologically very different. For this reason, a 
different “tailoring” of methods is needed to locate and image magmatic geothermal reservoirs. 
We divide the procedure that aims at estimating the favorability for encountering geothermal 
resources into five main phases, and attempt to make progress on each of the phases, to create a 
more efficient and lower risk process.  These phases are: 

1. Develop conceptual models for geothermal systems in magmatic settings 
2. Obtain relevant measurements  
3. Interpret measurements in terms of variables 
4. Interpret variables in terms of reservoir properties 
5. Interpret reservoir properties in terms of favorability 

For the conceptual models we focus on understanding the geologic elements for the “root zone” 
of magmatic hydrothermal systems based on results from numerical models, experimental results, 
and geologic models of active and fossil superhot systems (e.g., ore deposits formed in 
supercritical conditions). Geothermal conceptual models generally depict magmatic sources of 
heat, the resulting thermal regime (with isotherms), directions and sources of circulating fluids, 
zones of fluid-rock interaction with differing types of hydrothermal alteration, and characteristic 
surface thermal features. These systems evolve over time, influenced by processes such as water-
rock interactions neutralizing acidic volcanic fluids, interactions between the intrusive magmatic 
body and the overlying hydrothermal system involving fluxes of fluid and heat from the underlying 
magmatic system, and episodic periods of self-sealing related to retrograde solubility of silica at 
elevated temperatures (Saishu et al., 2014). Conceptual models can be used to investigate dominant 
heat transfer mechanisms, the role of structure and lithology in permeability, and to hypothesis-
test key unknowns (e.g., location of magmatic intrusion(s)) against existing data and models. 

One of the main objectives of the DEEPEN project is to use novel seismological measurements to 
better image geothermal reservoirs in magmatic systems, with special focus on superhot sections.  
Seismic reflection methods used in oil and gas are not well suited to magmatic regions, as they 
depend on regular layering of geological units with contrasting seismic velocities, that are present 
in sedimentary environment, but typically absent in magmatic regions.   Furthermore, traditional 
tomographic methods lack the high resolution needed for targeting within a reservoir.  However, 
recent advances in seismology, brought on by method development as well as increasing 
computing power, may open up new possibilities.  We focus on three newly established 
methodologies; the use of high number of nodal seismometers, noise tomography, distributed 
acoustic sensing through fibre optic cable together with more traditional micro-seismicity analysis.    

In addition to improving the seismological tools, we focus on geochemical and resistivity methods. 

Another main focus of the DEEPEN project to jointly interpret many variables or observations, in 
terms of favorability for geothermal resources.  We use two parallel or complementary methods; 
Joint Geophysical Inversion and Play Fairway Analysis.  
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Figure 2. A schematic view of the process of estimating the favorability for encountering a geothermal resource, 

through either Joint geophysical Inversion or Play Fairway Analysis.  

2. Obtaining a better understanding of superhot geothermal systems 
Exploration for superhot geothermal resources requires understanding of signals from transient 
and complex systems in dynamic volcano-magmatic environments (Kolker et al., 2022). A team 
of geophysicists, data scientists, and geoscientists from the National Renewable Energy 
Laboratory (NREL) and the Lawrence Berkeley National Laboratory (LBNL) evaluated 
conceptual models of active and fossil superhot geothermal systems, including hydrothermal ore 
deposits. Based on the conceptual model and literature review, the team determined the following: 

First, the longevity of the geothermal resource is dependent on repeated magmatic intrusions, 
which provide additional heat and fluids to the system. Once magmatic inputs cease, the related 
hydrothermal system will wane as the system cools, resulting in an inactive, fossil system over 
time. Examples of such systems, described by Mercer and Reed, 2013, have also been used to 
characterize the spatial and temporal evolution of supercritical geothermal systems (e.g., Tsuchiya 
et al., 2016). Episodic breaching of a self-sealing zone driven by upward moving magma or 
increasing fluid pressure locally increases strain rate and induces shear failure to increase fracture 
permeability. Increased temperature and pressure associated with pulses of ascending magma 
and/or buildup of magmatic volatiles drive further fracturing, brecciation, and increased 
hydrothermal fluid flow. Given the transitory nature of the conditions, there are typically repeated 
cycles of breaching, mineral deposition and plastic healing, and re-breaching until magmatism 
wanes, the 400°C isotherm descends, and magma-driven mineralization is overprinted by 
meteoric-dominated, hydrostatic hydrothermal mineralization and alteration (Kolker et al., 2022). 

Second, key geologic components of hydrothermal systems (heat, fluid, permeability) are not 
directly transferable to supercritical and superhot targets. The conceptual model analysis and 
literature review suggested a different set of key geologic components for these new types of 
targets. For supercritical targets, four key geologic components may be required: (H) Heat;  (SF) 
Supercritical fluid; (S) Seal; and (P) Producibility. For superhot EGS targets, only two to three key 
geologic components may be required: (H) Heat;  (I) Insulation; and (P) Producibility. These key 
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components were used as the basis for a Play Fairway Analysis (PFA) methodology development 
for multiple plays in magmatic settings. 

Lastly, a thermo-hydraulic-mechanical-chemical (THMC) model for the Newberry Volcano 
magma-hydrothermal system was developed by Lawrence Berkeley National Laboratory (LBNL). 
This model extended a native state model of the volcano to 3D and coupled it with local 
geochemical and geomechanical parameters. Geochemical parameters for Newberry included: 
basaltic-granodioritic mineral assemblage, +calcite & pyrite, measured groundwater recharge 
chemistry. Geomechanical parameters for Newberry included initial anisotropic stress ratios, shear 
failure, Linear thermal expansion coefficient, Young’s Modulus from an updated TReactMesh 
model. The THMC model found the following: (1) permeabilities near the contact of magma body 
decrease drastically as rock temperatures increase to near 1000ºC due to thermal expansion-
induced porosity loss leading to permeability decrease, and mineral dissolution/precipitation 
effects. (2) Shear failures initiate at tip of magma body and migrate upward over 2km at about 60 
degrees by 200 years. (3) The volume of shear failures is dynamic, with dilation and contraction 
occurring with effective stress changes. (3) Fracture permeability is controlled by the Cubic Law 
(effective continuum with fracture and matrix porosities/permeabilities for geomechanics). (4) 
Permeabilities increase in fracture zones as they decrease outside due to rock thermal expansion. 
(5) Temperatures are mostly conductive after 200 years because of overall permeability decrease. 
(6) Fluid fluxes and pore velocities show flow focusing in fracture zone and above temperature-
induced porosity-reduction zone. (7) Deviatoric stresses are compressive and reflect the large-scale 
perturbation of the crust, with the large deformation zone ahead of the fracture zone “tip” (8) 
MEQs (shear failures) show some migration over top of magma body, and failure volumes (shear 
dilation) are highest near fracture zone center with weaker changes at the margins (9) Porosities 
and permeabilities decrease as a function of temperature through changes in effective stress owing 
to thermal expansion and fracture closure, without a specific “stress-permeability law.” (10) Broad 
zones of chlorite alteration occur around the magma body, and concentrate at the fluid upflow zone 
at the magma body corner; whereas a narrow region of epidote alteration occurs around the magma 
body, and is concentrated in fluid upflow zone. (11) Strong calcite dissolution occurs around the 
magma body with weak far-field precipitation. (12) Permeability contours reflect greater shear 
dilation in the fracture zone core (Sonnenthal, 2022). 

Taken together, the THMC modeling results combined with the conceptual model analysis and 
literature review suggest that a “goldilocks” environment will likely be required for the conditions 
to be just right for power production from naturally occurring supercritical fluids. The longevity 
of superhot resources is dependent on repeated magmatic intrusions providing additional heat and 
fluids to the system.  

3. Extending existing exploration tools to deeper and hotter resources 
The University of Iceland (UoI) has worked towards of assessing supercritical hydrothermal fluid 
composition and development of new type of geochemical geothermometry to identify deep 
supercritical fluids.  The work involves setting up a framework of thermodynamic modeling of 
fluid-rock interaction and fluid composition at supercritical water and superheated vapor at 
temperatures of 400-600°C and pressures below 300 bar. The modeling involves development of 
Equation of State (EoS) based on molecular gas species hydration originally proposed by Pitzer 
and Papalan (1986) and parametrization the EoS based on available data in the literature.  The 
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development of new geothermometry is based on temperature dependent volatility of non-reactive 
elements like boron and chlorine.  The geochemical work has been targeted against Nesjavellir 
(Iceland) among other geothermal fields. 

At IFPeN, we proposed a continuous approach based on i) a Cubic Plus Association equation of 
state to model phase equilibria between a gas and an associative compound such as water 
(Kontogeorgis et al. 1996); ii) a reactive flash tool treating NaCl salt dissociation reaction and iii) 
an electrostatic term integrated into the equation of state and considering solvated Na+/Cl- ions 
(Courtial et al. 2014). Such model (eCPA) is capable to correctly describe the dissociation of the 
NaCl salt over a wide range of conditions (Fig. 1, left) and it can be effectively applied to systems 
containing H2O, NaCl, CO2 and CH4 in a wide range of conditions (T = 273K - 823K, P ≤ 200 
MPa, salinity up to saturation). It perfectly reproduces a strong dependence of solution density, 
vapor pressures, liquid and vapor phase compositions with molality (Fig. 1, middle and right, 
respectively). So called “salting-out” effect when the addition of salts in an aqueous solution 
reduces the gas solubility is correctly described. The model can include other compounds after 
additional regressions of the relevant parameters. Such a tool will give real benefits for situations 
in magmatic environments by enabling High Pressure / High Temperature and surface situations 
to be handled with the same tool. 

 
 

Figure 31. Left: Predicted Na+ ions distribution in aqueous solutions as a function of molality, T and P. Middle: 
Experimental data for density and saturation pressures [in symbols: orange, Potter et al. 1977; blue, 
Crovetto et al. 1993; magenta, Mashovets et al. 1973; violet, Urusova et al. 1971] vs. the model (in lines). 
Right: VLE experimental data [in symbols for NaCl molality = 0.0M, black, Todheide et al. 1963; 
Takenouchi et al. 1964; 1.09M red and 4.28M green, Takenouchi et al. 1965) vs. the model [continuous 
lines for the liquid and dash ones for the gas]. 

 

ÍSOR is working on network design of resistivity measurements (MT & TEM) for targets at the 
deeper end of the depth range, i.e., 2-5 km, by extensive numerical modelling of existing data. 
Furthermore, ÍSOR is exploring, with synthetic numerical modelling, where additional soundings 
should be placed to get a better image within this depth range. These results can eventually be used 
to suggest locations of additional MT/TEM soundings in previously imaged areas, to better detect 
structures in the 2-5 km depth range. 

Wells in high-temperature geothermal areas in Iceland are frequently drilled down to 2-3 km depth, 
and lithological logs are measured in most of them. These include resistivity, gamma and neutron 
(NN) logs, and in rare instances there are sonic logs available. Both NN and sonic measurements 
have been correlated with porosity, and it has also been suggested that NN logs could be correlated 
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to sonic velocity. ÍSOR is now working to extend this approach, by comparing NN and sonic logs 
from existing geothermal wells in Iceland, e.g., the Hengill area, to construct velocity models of 
the uppermost crust where data exists. Expected results are a calibration between sonic log velocity 
and NN logs that can be applied in magmatic geothermal areas to infer seismic velocity through 
NN logs. Results will be presented in upcoming publications. 

4. Recently developed exploration methods applied to super-hot reservoirs 

Hengill Volcano, Iceland 

From June to August 2021, ETHZ, GFZ and OR deployed a dense seismic nodal network across 
the Hengill geothermal area in southwest Iceland to image and characterize faults and high-
temperature zones at high resolution (Fig. 4, Obermann et al. 2022a). The nodal network 
comprised 498 geophone nodes spread across the northern Nesjavellir and southern Hverahlíð 
geothermal fields and was complemented by an existing permanent and temporary backbone 
seismic network of a total of 44 short-period and broadband stations. In addition, we recorded 
distributed acoustic sensing data along two fiber optic telecommunication cables near the 
Nesjavellir geothermal power plant with commercial interrogators.  A vibrating source was 
employed along two road segments for imaging in collaboration with the SUCCEED project 
(Durucan et al, 2021).  

 

Fig 4. Overview map of the seismic network installations across the Hengill geothermal field during the 
DEEPEN project  
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Seismic imaging of the Hengill area was performed using various methods; Body-wave 
tomography using earthquakes (Obermann et al, 2022b), ambient noise surface wave tomography 
(Sanchez-Pastor et al. 2021) and high-resolution seismic isotropic and anisotropic imaging using 
the nodal array data (Wu et al., in prep). The seismic velocity models are in good agreement, 
allowing us to image the seismic structure of the Hengill geothermal area with an excellent 
resolution in the uppermost 4-6 km of the crust. In particular, with the dense arrays, localized low-
velocity anomalies could be resolved and linked to powerful wells in the area.  

Detailed seismicity analysis around Nesjavellir shows that seismic events mostly occur in spatial 
clusters that delineate vertically dipping planar structures. Some clusters develop in bursts of only 
a few days, corresponding to the creation or reactivation of fault segments, sometimes in areas 
where no previous seismic activity has been recorded and no faults have been mapped. Moreover, 
events within each cluster exhibit similar focal mechanisms. Through the denser coverage they 
provide, both nodal and DAS data contribute to better constraint the mechanisms. Most of them 
are strike-slip with their orientation consistent with the maximum stress field. Finally, the dense 
spatial sampling provided by DAS data allows to observe fine perturbations of the wavefield that 
may be related to the presence of faults while the delays observed in phase arrivals fit velocity 
anomalies identified in the tomographic models. 

Newberry Volcano, USA 
As part of the Newberry application, a team from NREL and Oregon State University collected 
additional gravity and MT data to fill in station coverage along the south rim and south flank of 
Newberry volcano, where the magmatic plumbing system has been modeled to reach shallower 
depths. Single and joint inversions of new gravity and MT data were undertaken to yield final 3D 
density and resistivity structure models. Existing datasets were acquired from the Geothermal Data 
Repository (GDR). New data collection during the summer of 2022 was designed to improve the 
spatial resolving power of the subsurface electrical resistivity and density structure as determined 
by inversion of MT and gravity data, with particular focus on the poorly covered south part of the 
volcano. This enables better understanding and distinction between deep magmatic sources, 
permeable pathways, and conditions at depths (3,000–5,000 m) that span the brittle-ductile 
transition and where supercritical conditions are believed to exist.  

Previous work at Oregon State University (Bowles-Martinez and Schultz, 2020) indicated that 
there was a likely an electrically conductive target that shallowed near South rim and extended to 
depths that were previously associated with partial melt beneath the caldera. By expanding the 
station coverage in this area, the conductive feature and its relationship to geothermal targets could 
be better assessed. 233 gravity stations were acquired, and 43 wideband MT stations were installed 
and operated. For inverse modeling of the resistivity and density structure of the volcano, these 
data were combined with legacy wideband MT data and gravity data from previous work. 
Following the individual inversion of the gravity and MT data, joint inversion of these data was 
carried out to yield final 3D density and resistivity structure models using a set of inverse modeling 
codes developed for this project.  

The 3D MT inversion employed an integral equation forward solver that allowed for topography 
at the surface. The 3D gravity inversion, also allowing for topography, solves for the variation in 
density around an average value. The joint inversion approach identified structural features that 
are common between the density and electrical resistivity distributions in the models, using 
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Gramian structural coupling. While there is no requirement, from the perspective of equations of 
state, for the variations in density and the variations in electrical resistivity to be strictly coincident, 
experience has shown that coupling the two solutions together through gradient-based approaches 
helps to stabilize the solutions and to identify real structural boundaries that might otherwise be 
poorly resolved or missed when inverted for single with only a single type of dataset. 

5. Joint inversion of geophysical data 
Joint inversion of geophysical data comes in comes in many flavors. So-called simultaneous joint 
inversion focuses on structural imaging and obtaining geometrical similarity of shape between 
different geophysical models. This can be achieved by means of a cross-gradient term in the 
objective function (De Stefano et al., 2011). The cross gradient of two geophysical models, 
∇𝑚𝑚𝑖𝑖 × ∇ 𝑚𝑚𝑗𝑗, where × denotes the Cartesian vector product, is zero if the two models have the 
same geometrical shape. Alternatively structural similarity of geophysical models can be obtained 
using Gramian constraints (Tu and Zhdanov, 2020), which can be shown to be equivalent to cross 
gradients. In the DEEPEN project, simultaneous joint inversion of MT and gravity data is 
demonstrated on the Newberry Volcano in Oregon, and then used as part of the input to PFA. 

The joint inversions carried out at Newberry suggested a highly conductive low-density zone near 
the Big Obsidian Flow along the southern caldera rim area, deepening to the south and not 
connecting with the seismic feature beneath the caldera. This raised the question of whether the 
current volcanic center of the volcano has migrated south of the caldera and is now beneath the 
south rim or south flank, which requires further investigation.  

Alternatively, multigeophysical inversion can be used to assess information about one or more 
properties of interest (Hokstad et al., 2017). Multigeophysical inversion is a statistical method 
using a Bayesian network (Figure 5) where various geophysical models from single domain 
inversion are coupled through common parameters that we want to estimate by inversion. This 
leads to conditional independence of the geophysical models if the noise in the different types of 
geophysical data is independent. In the geothermal application of multigeophysical inversion, the 
properties of interest are temperature and porosity. Permeability cannot be estimated directly from 
geophysical data and must be obtained by porosity-permeability relationships. In the DEEPEN 
project, multigeophysical inversion is demonstrated in the Hengill area, Iceland, with the goal of 
contributing to the siting of the IDDP-3 well (Hokstad, 2023). 
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Figure 5: Bayesian network representing geophysical data, geophysical models, and properties of interest. 𝝈𝝈 is 

electric conductivity, 𝑴𝑴 is magnetization, 𝝆𝝆 is density, 𝒗𝒗𝑷𝑷 is seismic P-wave velocity, and 𝒗𝒗𝑺𝑺 is seismic S-
wave velocity. 𝑿𝑿 represents properties of interest, temperature and porosity in the geothermal case, and 
𝒀𝒀 may represent geological and geochemical information. 

6. PFA methodology for magmatic plays 
To de-risk exploration for hidden geothermal systems in magmatic settings, a Play Fairway 
Analysis (PFA) approach was developed, wherein training data were compiled, weights assigned 
to various exploration datasets, and input into a 3D PFA workflow that combines multiple 
exploration datasets to generate 3D geothermal favorability models (Kolker et al., 2022). 

6.1 Extension of PFA methodology to magmatic plays 

The DEEPEN PFA approach is based on a 3D method proposed by Poux (2021), which uses the 
Leapfrog Energy software with the Edge extension to conduct PFA in a 3D environment. This 
method uses all available data to build a 3D geodata model which can be broken down into smaller 
blocks and analyzed with advanced geostatistical methods. Each data set is imported into a 3D 
model in Leapfrog and divided into smaller blocks. Conditional queries can then be used to assign 
each block an index value which conditionally ranks each block's favorability, from 0-5 with 5 
being most favorable, for each model (e.g., lithologic, seismic, magnetic, structural). The values 
between 0-5 assigned to each block are referred to as index values. The final step of the process is 
to combine all the index models to create a favorability index. This involves multiplying each 
index model by a given weight and then summing the resulting values.  

6.2 Application of PFA methodology to Newberry volcano 

The application of the PFA methodology to Newberry Volcano will be documented in detail in a 
forthcoming publication by NREL. In brief, the PFA methodology successfully identified known 
areas of interest for conventional hydrothermal and superhot EGS resources at Newberry, and 
identified a few areas warranting additional exploration, while highlighting the importance of 
uncertainty modeling and demonstrating the impact that different sets of weights can have on the 
resulting maps and models.  
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7. Conclusions - Recommendations for exploring and assessing super-hot geothermal 
systems  
Different magmatic supercritical and superhot geothermal play types were discussed by Kolker et 
al (2022). The key play elements of conventional PFA are heat source, permeability and presence 
of fluids. A magmatic heat source is always needed. However, depending on the presence of fluids 
and permeability, the play types are characterized as hydrothermal or EGS, respectively. In the 
DEEPEN project, both play types have been addressed and investigated, at Hengill, Iceland 
(hydrothermal) and Newberry, Oregon (EGS). 

For hydrothermal magmatic systems, the depth of the intrusions is important. Reactive transport 
simulations presented by Scott et al., (2016) indicate that shallow intrusions (z<2km) leads to 
hypersaline brines, poor heat transfer, and low-enthalpy geothermal fluids. For intrusions at depths 
greater than 4 km, phase separation of hypersaline brine occurs, and the mass and heat fluxes from 
superheated steam are enhanced. Hence, we may expect that attractive supercritical/superhot 
hydrothermal resources will be associated with magmatic intrusions deeper than 4km. At 
temperatures above the brittle-ductile transition, porosity and permeability vanish rapidly, and heat 
transfer from a magmatic source to fluids relies on conduction. 

Challenges related to supercritical plays include derisking of the heat source, permeability and 
presence of fluids. Supercritical geothermal systems are usually blind systems underneath a 
conventional geothermal system. The surface exposures will mainly reflect the properties of the 
conventional system above. Multiple plays in coinciding geographical locations (stacked plays) 
are common in petroleum exploration (e.g. Cretaceous stratigraphic trap above Jurassic structural 
trap above Permian carbonate play).  

Mapping and imaging of blind geothermal systems rely on the use of geophysical data and 
methods. In the DEEPEN project we have investigated the use of seismic, electromagnetic and 
magnetic data, as well as the integration of geophysical data using joint inversion and 
multigeophysical inversion (Tu and Zhdanov, 2020; Hokstad, 2023).  

Seismic 𝑣𝑣𝑝𝑝/𝑣𝑣𝑆𝑆 ratio and MT resistivity may be used to image an intrusive magmatic heat source. 
The 𝑣𝑣𝑝𝑝/𝑣𝑣𝑆𝑆 ratio increases with increasing melt fraction (Obermann et al., 2022). Seismic P-wave 
velocity is a good indicator of porosity which has a first order effect. Effective stress dominates 
the temperature effects.  

The electric resistivity of basalt and granites decreases slowly with increasing temperatures below 
~150 oC, and then decreases rapidly at temperatures above ~150oC (Mostafa et al., 2003). The 
resistivity of porous and fractured rock is also sensitive to the presence of saline fluids occupying 
the void space (Archie equation, Mavko et al., 2009). 

Magnetization from magnetic inversion is sensitive to temperature and hydrothermal alteration 
and oxidation of magnetic minerals. The Curie depth associated with magnetite can be used as an 
isotherm in old continental crust. However, for young magmatic systems, it is more complex, since 
multiple Curie temperatures associated with exsolution and magnetization of titanomagnetites is 
encountered (Oliva-Urcia et al., 2011).  
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Other interesting geophysical methods that have not been investigated in the DEEPEN project are 
elastic full waveform inversion of seismic data and muon tomography, which can be used to assess 
density variations in the subsurface (Olah et al., 2022). 

Detection of a deep magmatic heat source may be challenging but is still the “easier” problem. 
Very little is known about the properties of super critical fluids in general. Samples of such fluids 
are mostly obtained from fluid inclusions (Bali et al., 2020). Theoretical studies are limited because 
thermodynamic equations for the supercritical domain are not known. 

Elements and isotopes from degassing of magmatic fluids are channeled through hydrothermal 
pathways and vents. Hence, geochemical signatures observed in boreholes and at the surface, and 
supported by numerical modeling, may be used to assess information about the nature and origin 
of the fluids (Renta et al., 2026). Isotope fractionation can possibly be linked to temperature of the 
geothermal reservoir. In natural waters from Iceland, Cl and B acts as incompatible elements. The 
concentrations of Cl and B may be used to assess information about the origin of geothermal waters 
(Stefansson and Barnes, 2016). 

Finally, this project benefits in an important way from the possibility of collaboration between 
continents, through the GEOTHERMICA initiative.  Similar collaborations, including additional 
regions, could accelerate the research of hot and superhot resources, resulting in faster uptake of 
new technologies.  
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ABSTRACT   

A method for multigeophysical inversion for geothermal systems is presented. Datasets and 
models input to the inversion may include one or more of the following geophysical parameters: 
resistivity, magnetization, density and seismic P-wave and S-wave velocities, or 𝑣𝑣𝑃𝑃/𝑣𝑣𝑆𝑆-ratio. Rock 
physics models relating geophysical parameters to temperature and porosity are needed as part of 
the inversion and have been developed as part of the work presented. 

The proposed method is based on a naïve Bayes network, such that posterior mean and variance 
of temperature and porosity of geothermal systems can be estimated. The multigeophysical 
inversion can be used as part of a 3D geothermal play-fairway analysis. It may contribute to the 
derisking of the heat source, recharge and producibility play elements. 

The proposed multigeophysical inversion is demonstrated on field data from the Hengill 
geothermal area on Iceland, with the purpose of contributing to exploration and siting of the IDDP-
3 well. 

1. Introduction 
Wells targeting supercritical and superhot geothermal systems may significantly increase the 
energy output from geothermal wells. It is estimated that the energy output may be increased by a 
factor of 5-10 compared to a conventional geothermal system (Friðleifsson et al., 2014, Okamoto 
et al., 2019).  Supercritical geothermal systems will usually be blind systems, masked by a 
conventional system above. Hence, the challenges related to exploration for supercritical systems 
will be significant. 

The petroleum-system analysis developed by the petroleum industry has been adapted to 
geothermal systems. It is commonly known as play fairway analysis (PFA). Geothermal PFA for 
conventional geothermal resources, using a 2D mapping approach (Faulds et al., 2018), has been 
demonstrated in a number of projects supported by the US Department of Energy. An extension 
of the PFA concept to target supercritical systems may require a 3D PFA approach, as suggested 
by Kolker et al. (2022). 
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A major task to be performed in PFA, is the integration of various types of geophysical, geological 
and geochemical datasets, in order to derisk the play elements of a geothermal play. In this paper, 
a methodology is presented for multigeophysical inversion (MGI) of electromagnetic data, seismic 
data and potential field data. MGI may contribute to derisking of the heat source, recharge and 
producibility play elements, and may be used as part of a 3D PFA workflow.  

The Iceland Deep Drilling Project (IDDP) is a long-term scientific effort, with the ultimate goal of 
producing geothermal energy from fluids in the temperature range 400-600 oC, or enthalpy of order 
3000 kJ/kg (Friðleifsson, et al., 2014). The IDDP-1 well was drilled near the Krafla volcano, and 
encountered rhyolitic magma at 2.1 km depth (Elders et al., 2011). The IDDP-2 well was drilled 
at Reykjanes, and reached a depth of 4600m, and temperatures close to 600 oC (Friðleifsson et al., 
2018; Bali et al., 2022). The third and last IDDP well, IDDP-3, is planned to be drilled in the 
Hengill geothermal area, operated by Reykjavik Energy (OR).  

The work presented here is part of the multinational research project “Derisking Exploration for 
Multiple Geothermal Plays in Magmatic Environments” (DEEPEN). The DEEPEN project focus 
on tools and methods for detection of supercritical targets (Hjorleifsdottir et al, 2023). One of the 
goals of the DEEPEN project is to contribute to the siting of the IDDP-3 well. 

2. Naïve-Bayes network for multigeophysical inversion 
 

 
Figure 1: Bayesian network representing geophysical data, geophysical models, and properties of interest. 𝝈𝝈 

is electric conductivity, 𝑴𝑴 is magnetization, 𝝆𝝆 is density, 𝒗𝒗𝑷𝑷 is seismic P-wave velocity, and 𝒗𝒗𝑺𝑺 is seismic 
S-wave velocity. 𝑿𝑿 represents properties of interest, temperature and porosity in the geothermal case, 
and 𝒀𝒀 may represent geological and geochemical information. 

Multigeophysical inversion based on Bayesian networks (Figure 1) has proven to be a useful tool 
for quantitative integration of multiple geophysical datasets. MGI has previously been developed 
for a variety of applications, including basin modeling (Hokstad et al., 2017), geothermal 
exploration (Hokstad and Tänavsuu-Milkeviciene, 2017), petroleum-reservoir characterization 
(Miotti et al., 2020), and marine mineral exploration (Hokstad, 2020, 2022).  

The naïve-Bayes structure of the network (Figure 1) occurs when the geophysical data and 
geophysical models are conditionally independent. This is the case if the noise in the various 
geophysical datasets is independent, which is a reasonable assumption (e.g. the noise in seismic 
data acquired in 2020 is independent of the noise in magnetic data measured in 2016). Then 
geophysical models can be obtained by single-domain inversions of each geophysical dataset. 
Subsequently, properties of interest may be computed by combination of geophysical models.  
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The relationship between geophysical models and geophysical data are governed by the laws of 
physics (the Maxwell equations, magnetostatic equation, elastic wave equation, and Newton’s law 
of gravity). Geophysical model parameters are related to properties of interest by rock-physics 
equations. For geothermal exploration, the properties of interest are temperature and porosity. 
Permeability cannot be estimated directly from geophysical data, but can, eventually, be obtained 
via porosity-permeability relationships (Mavko et al., 2009, Ch. 8.4). 

In application of MGI, we often take a pragmatic approach, such that geophysical models from 
single-domain inversions, performed by various geoscientists and service providers, can be 
utilized. Therefore, we focus the Bayesian inversion on the second stage of the inversion, 
computing subsurface temperature and porosity from 3D geophysical models. This becomes 
effectively a Bayesian rock-physics inversion.  

For the geothermal variety of the naïve-Bayes network, the posterior probability for temperature 
and porosity can be written as 

𝑝𝑝(𝑇𝑇,𝜙𝜙|𝑚𝑚𝑖𝑖, … ,𝑚𝑚𝑛𝑛) = 𝑐𝑐�𝑝𝑝(𝑚𝑚𝑖𝑖|𝑇𝑇,𝜙𝜙)
𝑛𝑛

𝑖𝑖=1

𝑝𝑝(𝑇𝑇,ϕ), (1) 

where 𝑇𝑇 is temperature, 𝜙𝜙 is porosity, 𝑚𝑚𝑖𝑖 are the geophysical model parameters, and 𝑐𝑐 is the 
normalization factor. The prior distribution for temperature and porosity is denoted 𝑝𝑝(𝑇𝑇,𝜙𝜙). 
Assuming Gaussian noise, the likelihood distribution for each geophysical parameter, can be 
written as 

𝑝𝑝(𝑚𝑚𝑖𝑖|𝑇𝑇,𝜙𝜙) =
1

|2πΣ𝑒𝑒𝑖𝑖|
1
2
𝑒𝑒−[𝑚𝑚𝑖𝑖−𝐹𝐹𝑖𝑖(𝑇𝑇,𝜙𝜙)]𝑇𝑇Σ𝑒𝑒𝑖𝑖−1[𝑚𝑚𝑖𝑖−𝐹𝐹𝑖𝑖(𝑇𝑇,𝜙𝜙)], (2) 

where  𝐹𝐹𝑖𝑖(𝑇𝑇,𝜙𝜙) is the rock-physics relation for the dependence of model parameter 𝑚𝑚𝑖𝑖 on 
temperature and porosity, and Σ𝑒𝑒𝑖𝑖 is the corresponding noise covariance. Geophysical model 
parameters 𝑚𝑚𝑖𝑖 may include electric conductivity 𝜎𝜎 (or resistivity 𝑅𝑅ℎ = 1/𝜎𝜎), magnetization 𝑀𝑀, 
density 𝜌𝜌, seismic P-wave velocity 𝑣𝑣𝑃𝑃, S-wave velocity 𝑣𝑣𝑆𝑆, or alternatively the 𝑣𝑣𝑃𝑃/𝑣𝑣𝑆𝑆-ratio. 
Geological and geochemical information can in principle also be included, however, a proper 
combination of information in the form of cubes, maps and point datasets is often a challenge. 

When the posterior distribution 𝑝𝑝(𝑇𝑇,𝜙𝜙|𝑚𝑚𝑖𝑖, … ,𝑚𝑚𝑛𝑛) is known, the posterior mean, variance and 
covariance of temperature and porosity can be computed from the definitions. Inversion for 
temperature only can be achieved by setting the prior variance of porosity to a tiny value, thereby 
locking the porosity to the prior value. Inversion for porosity only can be performed 
correspondingly, by locking the temperature to the prior value. 

2. Rock-physics equations 
To be useful in the likelihood distributions in Equation 2, rock-physics models with an explicit 
dependence on temperature and porosity are needed. In this section, rock physics equations for 
electric conductivity, magnetization, density, P-wave velocity and S-wave velocity are presented.  
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The rock-physics models will usually require local calibration to each location and case 
considered. This is also the case when rock-physics is applied in petroleum-related problems, 
where models often need to be calibrated per geological formation (Avseth and Lehocki, 2021). 

In the equations below, the unit of temperature is Kelvin (K), though for convenience, plots are 
mostly displayed with degrees Celsius as temperature axis. 

2.1 Electric conductivity 

 

 

Figure 2: Temperature-dependent conductivity of basalt rock matrix (left) and saline water (right). 

The electric conductivity is modeled as a parallel coupling of conductors, representing rock matrix 
(basalt/gabbro), clay, and pore space filled with brine,  

𝜎𝜎 = (1 −𝜙𝜙 − 𝑉𝑉𝑐𝑐𝑐𝑐) 𝜎𝜎𝑚𝑚 + 𝜙𝜙𝜎𝜎𝑎𝑎  + 𝑉𝑉𝑐𝑐𝑐𝑐𝜎𝜎𝑐𝑐𝑐𝑐 . (3) 

Here 𝜎𝜎𝑚𝑚is temperature-dependent matrix conductivity, 𝜎𝜎𝑐𝑐𝑐𝑐 is clay conductivity, 𝜎𝜎𝑎𝑎 is conductivity 
of pore-space filled with brine (Archie’s law), 𝜙𝜙 is porosity, and 𝑉𝑉𝑐𝑐𝑐𝑐 is clay fraction. The 
corresponding electric resistivity is given by 𝑅𝑅ℎ = 1/𝜎𝜎. The temperature-dependent matrix 
conductivity, with two conduction mechanisms (Figure 2), can be written as (Mostafa et al., 2003; 
Hokstad and Tänavsuu-Milkeviciene, 2017), 

𝜎𝜎𝑚𝑚(𝑇𝑇) = 𝜎𝜎1𝑒𝑒
− 𝐸𝐸1
𝑘𝑘𝐵𝐵𝑇𝑇 +  𝜎𝜎2𝑒𝑒

− 𝐸𝐸2
𝑘𝑘𝐵𝐵𝑇𝑇 , (4) 

where 𝑘𝑘𝐵𝐵 is the Boltzmann constant, and 𝜎𝜎𝑗𝑗 and 𝐸𝐸𝑗𝑗 (for j=1,2) are calibration parameters. 𝐸𝐸𝑗𝑗 play the 
role of activation energies for two temperature-dependent conduction mechanisms. The conductivity 
of brine-filled porosity is modeled using the Archie equation (Mavko et al., 2009, Ch. 9.4) and the 
fracture-porosity model, presented by Brace and Orange (1968),  

𝜎𝜎𝑎𝑎(𝑇𝑇) = 𝑎𝑎0𝜙𝜙𝜎𝜎𝑤𝑤(𝑇𝑇, 𝑠𝑠). (5) 

The conductivity of water 𝜎𝜎𝑤𝑤 depends on temperature and salinity (Figure 2), as given by Sen and 
Goode (1992), 

𝜎𝜎𝑤𝑤(𝑇𝑇, 𝑠𝑠) =   𝑚𝑚[5.6 + 0.27(𝑇𝑇 − 𝑇𝑇0) − 1.5 ⋅ 10−4(𝑇𝑇 − 𝑇𝑇0)2] −
𝑚𝑚3/2[2.36 + 0.099(𝑇𝑇 − 𝑇𝑇0)]

1 + 0.214𝑚𝑚
 , (6) 
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where 𝑠𝑠 is salinity, 𝑚𝑚 = 𝑠𝑠/0.05844 is the molality of salt and 𝑇𝑇0 = 273𝐾𝐾. The clay (smectite) 
conductivity due to cation exchange is modeled by the Waxman-Smits equation (Mavko et al., 
2009, Ch. 9.4), 

𝜎𝜎𝑐𝑐𝑐𝑐(𝑇𝑇) =   𝜙𝜙(1 − 𝜙𝜙)𝐶𝐶𝐵𝐵, (7) 

𝐵𝐵 =   4.6 �1 − 0.6𝑒𝑒−
𝜎𝜎𝑤𝑤(𝑡𝑡)
1.3 � , (8) 

where 𝐶𝐶 is the cation-exchange capacity (meq/100g), and 𝜌𝜌𝑐𝑐𝑐𝑐 is the clay-mineral density. 

2.2 Seismic P-wave velocity, S-wave velocity and density 

The rock-physics models for density, P-wave velocity and S-wave velocity must be considered 
together, since the temperature dependence is described for density, bulk modulus and shear 
modulus. The temperature dependence of the matrix properties is mainly due to volume expansion. 
The relationship between expansivity and temperature 𝑇𝑇 can be expressed as (Hacker et al., 2003) 

𝛼𝛼(𝑇𝑇) = 𝑎𝑎0  �1 −
10
√𝑇𝑇

� , (9) 

Φ = � 𝛼𝛼(𝑇𝑇′)𝑑𝑑𝑇𝑇′ = 𝑎𝑎0�(𝑇𝑇 − 𝑇𝑇0) − 20�√𝑇𝑇 − �𝑇𝑇0��
𝑇𝑇

𝑇𝑇0
. (10) 

Then the temperature-dependent matrix density 𝜌𝜌𝑚𝑚(𝑇𝑇) can be written as 

𝜌𝜌𝑚𝑚(𝑇𝑇) = 𝜌𝜌0𝑒𝑒−Φ, (11) 

where 𝜌𝜌0 is the density at temperature 𝑇𝑇0. The temperature dependence of the matrix bulk and 
shear moduli 𝐾𝐾𝑚𝑚(𝑇𝑇) and 𝜇𝜇𝑚𝑚(𝑇𝑇) are correspondingly given by 

𝐾𝐾 𝑚𝑚(𝑇𝑇) = 𝐾𝐾 0 𝑒𝑒−𝛿𝛿𝑇𝑇  𝛷𝛷, (12) 

𝜇𝜇 𝑚𝑚(𝑇𝑇) = 𝜇𝜇0𝑒𝑒−Γ𝑇𝑇 Φ, (13) 

where 𝐾𝐾0 and 𝜇𝜇0 are the bulk and shear moduli at 𝑇𝑇 = 𝑇𝑇0, and 𝛿𝛿𝑇𝑇 and Γ𝑇𝑇 are the Grüneisen 
parameters (Hacker et al., 2003). The temperature-dependent seismic P- and S-wave velocities of 
the rock matrix are then given by 

𝑣𝑣𝑃𝑃𝑚𝑚(𝑇𝑇) = �
𝐾𝐾𝑚𝑚(𝑇𝑇) + (4 3⁄ )𝜇𝜇𝑚𝑚(𝑇𝑇)

𝜌𝜌𝑚𝑚(𝑇𝑇) , (14) 

𝑣𝑣𝑆𝑆𝑚𝑚(𝑇𝑇) = �
𝜇𝜇𝑚𝑚(𝑇𝑇)
𝜌𝜌𝑚𝑚(𝑇𝑇) . (15) 
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Figure 3: Temperature and effective stress dependence of seismic P-wave and S-wave velocities. Comparison 

of the model presented in Equations 16 and 17, (red lines) and the experimental data of Kern et al. (1996).  

To account for the effects of porosity 𝜙𝜙 and clay fraction 𝑉𝑉𝑐𝑐𝑐𝑐 on the seismic velocities, we use a 
linearized model as suggested by Han (1986). The effective-stress dependence is modeled as 
proposed by Eberhardt-Phillips et al. (1889), 

𝑣𝑣𝑃𝑃(𝑇𝑇,𝜙𝜙,𝑉𝑉𝑐𝑐𝑐𝑐,𝜎𝜎′) = 𝑣𝑣𝑃𝑃𝑚𝑚(𝑇𝑇) − 𝐴𝐴𝑃𝑃𝜙𝜙 − 𝐵𝐵𝑃𝑃𝑉𝑉𝑐𝑐𝑐𝑐 + 𝐶𝐶𝑃𝑃�𝜎𝜎′ − 𝐷𝐷𝑃𝑃𝑒𝑒−𝛽𝛽𝜎𝜎
′�, (16) 

𝑣𝑣𝑆𝑆(𝑇𝑇,𝜙𝜙,𝑉𝑉𝑐𝑐𝑐𝑐,𝜎𝜎′) = 𝑣𝑣𝑆𝑆𝑚𝑚(𝑇𝑇) − 𝐴𝐴𝑆𝑆𝜙𝜙 − 𝐵𝐵𝑆𝑆𝑉𝑉𝑐𝑐𝑐𝑐 + 𝐶𝐶𝑆𝑆�𝜎𝜎′ − 𝐷𝐷𝑆𝑆𝑒𝑒−𝛽𝛽𝜎𝜎
′�, (17) 

where 𝐴𝐴𝜂𝜂 ,𝐵𝐵𝜂𝜂 ,𝐶𝐶𝜂𝜂 ,𝐷𝐷𝜂𝜂 are empirical coefficients (for 𝜂𝜂 = {𝑃𝑃, 𝑆𝑆}). The effective stress 𝜎𝜎′ is the 
lithostatic stress, carried by the rock matrix, minus the pressure of the pore fluids P, 

𝜎𝜎′ = 𝜎𝜎 − 𝑃𝑃. (18) 

In the hydrostatic case, the effective stress is given by 

𝜎𝜎′(𝑧𝑧) = � 𝑔𝑔𝑧𝑧[𝜌𝜌(𝑧𝑧′,𝑇𝑇,𝜙𝜙,𝑉𝑉𝑐𝑐𝑐𝑐) − 𝜌𝜌𝑤𝑤(𝑇𝑇, 𝑠𝑠)]𝑑𝑑𝑧𝑧′
𝑧𝑧

0
, (19) 

where 𝑔𝑔𝑧𝑧 is the acceleration of gravity, and 𝜌𝜌𝑤𝑤 is the temperature- and salinity-dependent density 
of water. The bulk density is then be written as 

𝜌𝜌(𝑇𝑇,𝜙𝜙,𝑉𝑉𝑐𝑐𝑐𝑐) = (1 − 𝜙𝜙 − 𝑉𝑉𝑐𝑐𝑐𝑐)𝜌𝜌𝑚𝑚(𝑇𝑇) + 𝑉𝑉𝑐𝑐𝑐𝑐𝜌𝜌𝑐𝑐𝑐𝑐 + 𝜙𝜙𝜌𝜌𝑤𝑤(𝑇𝑇, 𝑠𝑠). (20) 

where 𝜌𝜌𝑐𝑐𝑐𝑐 is the clay density. 

The temperature and effective-stress dependence of the seismic velocities are in qualitative 
agreement with the experimental work of Kern et al. (1996). Porosity is a first-order effect on 
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seismic velocities, and the effective-stress will usually give a larger contribution than temperature 
(Figure 3). The spread in the experimental results of Kern et al. (1996) may be explained by 
variations in porosity. 
 
2.3 Magnetization 

The main carrier of magnetization in basaltic, oceanic crust is iron-titanium oxides. The initial 
magnetic mineral is titanomagnetite, with chemical formula 𝐹𝐹𝑒𝑒3−𝑢𝑢𝑇𝑇𝑖𝑖𝑢𝑢𝑂𝑂4, belonging to the spinel 
group. The titanomagnetites in fresh oceanic crust exhibits a rather uniform composition, with 
60% ulvӧspinel (u=0.6) and 40% magnetite, often referred to as TM60 (Butler, 1992; Pariso and 
Johnson, 1991). The volume fraction of iron-titanium oxides in basaltic rocks is typically ∼ 5% 
(Butler, 1992). When lava cools and solidifies, significant changes of magnetic properties may 
take place. Processes with major influence on the magnetization of basalts are: 

1. High temperature oxidation (Butler, 1992) 
2. Low temperature hydrothermal oxidation (Ade-Hall et al., 1971; Prevot et al., 1981, 

Gapeev and Gribov, 1990; Zhou et al., 2001; Oliva-Urcia et al., 2011) 
3. Solid exsolution (Yund and McAllister, 1969; Wise et al., 2011; Hokstad et al., 2020) 

The Curie (Neel) temperature is the critical temperature for ferromagnetism (antiferromagnetism). 
Near the Curie temperature, materials lose their permanent magnetization, and become 
paramagnetic. Laboratory measurements on rock samples from the Hellisheiði geothermal field on 
Iceland shows that 2 to 4 different Curie temperatures are observed (Figure 4). Most of the samples 
have 3 Curie temperatures. Susceptibility vs temperature were measured on basalt powder in 
heating and cooling runs in the temperature range -200oC to 700oC. Polished thin sections were 
used in scanning electron microscope (SEM) and energy dispersive spectroscopy (EDS) for high-
resolution element analysis. The precision of the analysis was supervised with magnetite, hematite 
and rutile standards. This is also observed in rock samples from the Reykjanes and Krafla 
geothermal areas (Dietze et al., 2010; Oliva-Urcia et al., 2011). 

Multiple Curie temperatures can be explained by solid exsolution of titanomagnetite and/or low-
temperature oxidation of titanomagnetite to form titanomaghemite. The Curie temperature of 
titanomagnetite depends on the ulvӧspinel fraction. Based on laboratory studies on synthetic 
titanomagnetites, Lattard et al. (2006) established the relation 

𝑇𝑇𝑐𝑐𝑇𝑇𝑇𝑇 = −150𝑢𝑢2 − 580𝑢𝑢 + 851, (21) 

where 𝑢𝑢 is the ulvӧspinel fraction, and the Curie temperature 𝑇𝑇𝑐𝑐𝑇𝑇𝑇𝑇 is in Kelvin. Based on the data 
published by Moskowitz and Banerjee (1981), an empirical equation for the Curie temperature of 
titanomaghemite 𝑇𝑇𝑐𝑐𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 (Kelvin) can be expressed as (Figure 5) 

𝑇𝑇𝑐𝑐𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = −110𝑧𝑧2 + 480𝑧𝑧 + 475, (22) 

where z is the degree of oxidation. 
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Figure 4: Magnetic measurements on rock samples from the Hellisheiði geothermal area on Iceland. Curie 

temperatures (left), temperature scan of magnetic susceptibility (upper right), and thin sections used in 
energy-dispersive X-ray spectroscopy (EDS) analysis (lower right). The Titanomagnetites are the lighter 
areas. 

 
Figure 5: Curie temperature of titanomagnetite vs ulvӧspinel fraction presented by Lattard et al., 2006 (left). 

Curie temperature of titanomaghemite vs degree of oxidation, based on data from Moskowitz and 
Banerjee (1981) shown as orange diamonds (right). The Curie temperatures are displayed in Celsius 
degrees. 

On the microscopic level, magnetization can be explained as the effect of internal spin-spin 
interactions, and interactions between electron spin and an external magnetic field. To describe the 
thermal effects on magnetization, the one-dimensional Ising (1925) model from quantum statistics 
is used as a phenomenological model, 

𝑀𝑀
𝑀𝑀0

= tanh �
𝑇𝑇𝐶𝐶𝑀𝑀
𝑇𝑇𝑀𝑀0

+
𝐶𝐶𝐶𝐶
𝑇𝑇𝑀𝑀0

� , (23) 

where 𝑀𝑀 is the magnitude of the total magnetization vector (remanent and induced), 𝑀𝑀0 is the 
magnetization at absolute zero, 𝑇𝑇 is the temperature, 𝑇𝑇𝐶𝐶 is the Curie temperature, and 𝐶𝐶 is the Curie 
constant. The Ising model represents nearest-neighbor spin interactions. It captures both permanent 
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(remanent) and induced magnetization, and the transition to the paramagnetic domain near the 
Curie temperature. Linearization of the Ising model for high temperatures, leads to the well-known 
Curie-Weiss law. The Ising model can be used to represent the magnetic properties of a 
homogeneous single-domain magnetic phase. A heterogeneous mix of magnetic phases is 
approximated by a linear combination of single-phase models (Figure 6), 

 𝑀𝑀�(𝑇𝑇) = �𝑤𝑤𝑗𝑗𝑀𝑀𝑗𝑗(𝑇𝑇)
𝑗𝑗

, (24) 

where 𝑤𝑤𝑗𝑗  is the weight of phase 𝑗𝑗, and each of 𝑀𝑀𝑗𝑗 are given by Equation 23. The linear 
superposition is supported by the magnetic potential being linear in magnetization.  

 
Figure 6: Two Ising models with different Curie temperatures  𝑻𝑻𝑪𝑪𝑪𝑪 = 𝑪𝑪𝟏𝟏𝟏𝟏 oC (red) and 𝑻𝑻𝑪𝑪𝑪𝑪 = 𝟒𝟒𝟏𝟏𝟏𝟏 oC (blue), 

and the superposition of the two models (black). 

High-temperature, deuteric oxidation takes place right before and while basaltic rocks solidify, at 
temperature above 700𝑜𝑜𝐶𝐶, and hence above the Curie temperature of magnetite (~580 oC). 
Ilmenite (𝛼𝛼𝐹𝐹𝑒𝑒𝑇𝑇𝑖𝑖𝑂𝑂3) lamellae are expelled, and consequently, the host titanomagnetite is enriched 
in magnetite. The ilmenite lamellae subdivide the initial titanomagnetite into smaller grains. 
Ilmenite is a paramagnetic mineral that does not contribute significantly to the magnetization. 

Low-temperature oxidation of titanomagnetite occurs after solidification of the magma, typically 
at temperatures 𝑇𝑇 < 400 𝐶𝐶𝑜𝑜 . The main alteration process taking place is maghemitization due to 
fluid-rock interaction. Titanomaghemite belongs to the spinel group, but it is cation deficient since 
𝐹𝐹𝑒𝑒2+ ions migrate out of the spinel lattice. It collapses to ilmenite when 𝑇𝑇 > 400 𝐶𝐶𝑜𝑜  (Ade-Hall et 
al., 1971).  

The maghemitization of titanomagnetite takes place in two stages. First, a thin oxidized layer forms 
at the rim of the titanomagnetite grain. This process is relatively fast, and with relatively small 
activation energy 𝐸𝐸1. Gapeev and Gribov (1990) found experimentally the activation energies for 
varying initial ulvöspinel fractions and degrees of oxidation. For TM60 with low oxidation, the 
activation energy 𝐸𝐸1 ∼  145 kJ/mole. Second, the oxidation progresses inwards, into the 
titanomagnetite grains by a slower diffusion process. This process was analyzed theoretically by 
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Fabian and Shcherbakov (2020), who suggested a linear increase in activation energy with 
increasing degree of oxidation,  

𝐸𝐸2(𝑧𝑧) = 𝐸𝐸1 + 𝜇𝜇𝑧𝑧, (25) 

where 𝜇𝜇 ∼ 135 kJ/mol is the gradient of the activation energy, and z is the degree of oxidation. 
For both oxidation stages, the reaction rate 𝑘𝑘𝑖𝑖 is given by the Arrhenius equation, 

𝑘𝑘𝑖𝑖 = 𝐴𝐴𝑒𝑒−
𝐸𝐸𝑖𝑖
𝑅𝑅𝑇𝑇, (26) 

where 𝑅𝑅 is the gas constant, and 𝑖𝑖 = {1,2}.  

To account for the two oxidation stages mentioned above, a mixed 1st and 2nd order kinetic model 
is proposed, 

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= −�
𝑘𝑘1 − 𝑘𝑘2
𝑑𝑑0

� 𝑑𝑑2 − 𝑘𝑘2𝑑𝑑, 
(27) 

where 𝑘𝑘1 and 𝑘𝑘2 are the rate coefficients for the fast and slow oxidation stages, 𝑑𝑑0 is the initial 
titanomagnetite fraction, and 𝑑𝑑 is the time-dependent remaining volume fraction (concentration), 
of titanomagnetite. Equation 27 has the desired properties that the reaction rate is completely 
controlled by 𝑘𝑘1 at 𝑑𝑑 = 𝑑𝑑0, 𝑑𝑑 = 𝑑𝑑0 (no oxidation) and by 𝑘𝑘2 in the limit 𝑑𝑑 → ∞, 𝑑𝑑 → 0 (complete 
oxidation). For constant temperature, and hence constant rates 𝑘𝑘1 and 𝑘𝑘2, the kinetic equation can 
be solved analytically (Figure 7),  

𝑑𝑑(𝑑𝑑) =
𝑑𝑑0𝑒𝑒−𝑘𝑘2𝑡𝑡

1 + 𝑘𝑘1 − 𝑘𝑘2
𝑘𝑘2

(1 − 𝑒𝑒−𝑘𝑘2𝑡𝑡)
. 

(28) 

The constant-temperature solution, Equation 28, evaluated at each temperature of interest, is a 
good approximation to the time-dependent numerical solution fo Equation 27. 

 
Figure 7: Mixed-order kinetic model for low temperature oxidation. Reaction rate vs remaining fraction of 

titanomagnetite (left). Titanomagnetite fraction vs geological time for selected temperatures. The solid 
line is the analytical solution in Equation 28, the dotted line shows the numerical solution to Equation 27 
for comparison. 
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The reaction frequency 𝐴𝐴 in the Arrhenius equation depends on the oxygen fugacity 𝑓𝑓𝑂𝑂2. For a 
system under hydrostatic conditions, the oxygen fugacity is given by  

ln 𝑓𝑓𝑂𝑂2 = �
𝑉𝑉𝑂𝑂2𝑑𝑑𝑝𝑝
𝑅𝑅 𝑇𝑇

, (29) 

where 𝑉𝑉𝑂𝑂2 = 32 ml/mol is the partial molar volume of oxygen, which can be assumed to be 
approximately constant (Ludwig and Macdonald, 2005). Data presented by Orman and Crispin 
(2010) indicate that cation-diffusion rates in titanomagnetite is proportional to 𝑓𝑓𝑂𝑂2

2/3. Therefore, to 
incorporate the effect of oxygen fugacity in the kinetic model, the reaction frequency is 
approximated as 

𝐴𝐴 = 𝐴𝐴0𝜙𝜙 𝑓𝑓𝑂𝑂2
2/3, (30) 

where 𝐴𝐴0 is a parameter subject to local calibration. 

When igneous rocks form by crystallization of magma, titanomagnetite forms as a solid solution 
of ulvӧspinel and magnetite with initial fractions 𝑢𝑢0 and 𝑣𝑣0, respectively (Butler, 1992; Wise et 
al., 2011). As the rock cools further, titanomagnetite enters miscibility gap, where it becomes 
unstable. and decompose by spinodal decomposition, into two new phases with 
compositions 𝑢𝑢1, 𝑣𝑣1 and  𝑢𝑢2, 𝑣𝑣2, respectively. The phases may continue to decompose by binodal 
decomposition, however, this relies on nucleation, associated with an activation energy, and is a 
much slower process (Yund and McAllister, 1969). 

Hence, for young, fast-cooling lavas, spinodal decomposition is the most relevant mechanism 
(Smith, 1980). The spinodal decomposition is controlled by the Gibbs free energy 𝐺𝐺, which for a 
two-component solid solution consists of an enthalpy term and an entropy term (Miracle and 
Senkov, 2017), 

𝐺𝐺(𝑢𝑢, 𝑣𝑣,𝑇𝑇) = 𝑊𝑊𝑢𝑢𝑣𝑣 + 𝑘𝑘𝐵𝐵𝑇𝑇[(1 + ℎ)𝑢𝑢 ln𝑢𝑢 + (1 − ℎ)𝑣𝑣 ln𝑣𝑣], (31) 

where, 𝑢𝑢 is the fraction of ulvӧspinel and 𝑣𝑣 is the fraction of magnetite, and 𝑢𝑢 + 𝑣𝑣 = 1. 

The first and second derivatives of the Gibbs free energy with respect to ulvӧspinel fraction 𝑢𝑢 are 
obtained as 

∂𝐺𝐺
∂𝑢𝑢

= −W(𝑢𝑢 − 𝑣𝑣) + 𝑘𝑘𝐵𝐵T[(1 + ℎ)ln 𝑢𝑢 − (1 − ℎ)ln 𝑣𝑣 + 2ℎ], 
(32) 

𝜕𝜕2𝐺𝐺
𝜕𝜕𝑢𝑢2

= −2𝑊𝑊 + 𝑘𝑘𝐵𝐵𝑇𝑇 �
(1 + ℎ)

𝑢𝑢
+

(1 − ℎ)
𝑣𝑣

�. 
(33) 

The spinodal decomposition takes place when ∂
2G
∂u2

< 0, and terminates at the spinodal equilibrium 

defined by ∂
2G
∂u2

= 0 (Yund and McAllister, 1969). The parameter h introduces an asymmetry in the 
spinode, in agreement with the experimental results of Wise et al. (2011). Equation 33 is a square 
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equation for u, with two roots 𝑢𝑢1 and  𝑢𝑢2, representing two different phases with different 
magnetite and ulvӧspinel fractions, and correspondingly, two different Curie temperatures, which 
can be computed from Equation 21 (Figure 8). 

Further details of the solid-exsolution model have been presented by Hokstad et al. (2020). 

 
Figure 8: Gibbs free energy as function of ulvӧspinel fraction for various temperatures (left). Model spinode 

(blue) calibrated to experimental results for titanomagnetite (red diamonds) presented by Wise et al. 
(2011) (right). Also shown is the Curie temperature of titanomagnetite (black) from Lattard et al. (2006). 

With low-temperature oxidation and solid exsolution, three different Curie temperatures are 
obtained. Then, considering mass conservation and stoichiometric balancing, the weights for the 
Ising-model superposition in Equation 24 then become 

𝑤𝑤1 = 𝑑𝑑
𝑢𝑢0 − 𝑢𝑢1
𝑢𝑢2 − 𝑢𝑢1

, (34) 

𝑤𝑤2 = 𝑑𝑑
𝑢𝑢2 − 𝑢𝑢0
𝑢𝑢2 − 𝑢𝑢1

, (35) 

𝑤𝑤3 = 𝑑𝑑0 − 𝑑𝑑, (36) 

where the sum of the weights is ∑𝑤𝑤𝑖𝑖 = 𝑑𝑑0, and 𝑑𝑑0 is the initial fraction of titanomagnetite in the 
basalt (after high-temperature oxidation). Furthermore, 𝑢𝑢0 is the fraction of ulvӧspinel in the 
primary titanomagnetite (𝑢𝑢0 = 0.6 for for TM60), and 𝑢𝑢1 and 𝑢𝑢2 are the ulvӧspinel fractions in the 
two exsolution phases, respectively. 

3. Synthetic model examples 
3.1 Hengill-like model 

To demonstrate Bayesian MGI, a synthetic-model example was created from a 3D subsurface 
temperature model of the Hengill geothermal area on Iceland, provided by the geothermal operator 
OR and Iceland GeoSurvey (ISOR). The model was based on well data with a maximum depth of 
approximately 3 km. For the present synthetic study, the model was extended to 7 km depth, with 
a temperature trend increasing with depth, and including a simulated magma chamber (Figure 9). 
A simple exponentially decaying trend was used for the porosity. 
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Geophysical models of resistivity, magnetization, density, P-wave velocity and S-wave velocity 
were computed using the rock-physics models presented above (Figure 10). Close-to fresh-water 
salinity was assumed for the electric resistivity modeling. A smectite cap, with clay-fraction 𝑉𝑉𝑐𝑐𝑐𝑐 =
0.05 within the basalt, was assumed for 𝑇𝑇 < 220 oC, where smectite is stable. 

The Bayesian inversion was then run, using all or a subset of the geophysical models as input. 
Inversion of log-resistivity, magnetization, density, P-wave velocity and 𝑣𝑣𝑝𝑝/𝑣𝑣𝑠𝑠-ratio predict the 
posterior mean temperature accurately at all depths, and with a posterior variance of maximum  
±70 oC (Figure 11).  

 
Figure 9: 3D temperature model from the Hengill area, west-to-east vertical section from the location of the 

Nesjavellir power plant (left), and porosity model (right). 

 

 
Figure 10: Simulated 3D geophysical models, computed using the rock-physics relations presented above, west-

to-east vertical sections. From upper left to lower right: log10 resistivity, magnetization, density, P-wave 
velocity, S-wave velocity, and 𝒗𝒗𝒑𝒑/𝒗𝒗𝒔𝒔-ratio. 
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Figure 11: Inversion of 5 geophysical models; log-resistivity, magnetization, density, P-wave velocity and  

𝒗𝒗𝒑𝒑/𝒗𝒗𝒔𝒔-ratio. Posterior mean temperature (left), and posterior variance (right). 

 
Figure 12: Inversion of 3 geophysical models; log-resistivity, magnetization, and  𝒗𝒗𝒑𝒑/𝒗𝒗𝒔𝒔-ratio. Posterior mean 

temperature (left), and posterior variance (right). 

 

Inversion of a subset of the geophysical models, log-resistivity, magnetization, density, P-wave 
velocity and  𝑣𝑣𝑝𝑝/𝑣𝑣𝑠𝑠-ration, still gives good prediction of the posterior mean temperature, however, 
the posterior variance increases significantly (Figure 12). This illustrates a general feature of MGI 
(and data integration in general); adding more types of consistent geophysical data and models 
leads to smaller uncertainty. 

3.2 Bivariate multigeophysical inversion 

Bivariate MGI, estimating both temperature and porosity, is demonstrated with a simple synthetic 
example. The input to the inversion was log10 𝑅𝑅ℎ = 1.54Ωm, 𝑀𝑀 =  8.5 A/m,  𝜌𝜌 =  2690 kg/m3, 
𝑣𝑣𝑝𝑝 = 4338 m/s, and 𝑣𝑣𝑝𝑝/𝑣𝑣𝑠𝑠 = 1.82. The posterior distribution in Equation 1 is the product of 
likelihood distributions, one for each geophysical model parameter, and the prior distribution. 
Visualizing the individual likelihood functions, in addition to the prior and posterior, demonstrates 
the sensitivity of each model parameter to temperature and porosity (Figure 13): Resistivity and 
density gives a trade-off between temperature and porosity, P-wave velocity is mainly sensitive to 
porosity, magnetization is only sensitive to temperature, and  𝑣𝑣𝑝𝑝/𝑣𝑣𝑠𝑠-ratio is a good magma 
detector. 
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Figure 13: Posterior distribution and the individual likelihood-factors contributing to it. The axes of the plots 

are temperature and porosity, and the color indicates probability density; yellow is high probability, 
black is low probability. From upper left to lower right: prior distribution for temperature and porosity, 
posterior distribution, product of all likelihood distributions, and individual likelihoods of log resistivity, 
density, P-wave velocity, 𝒗𝒗𝒑𝒑/𝒗𝒗𝒔𝒔-ratio and magnetization. The red cross indicates the true solution. 

4. IDDP-3 exploration in the Hengill area 
To contribute to exploration and siting of the IDDP-3 well, the proposed multigeophysical 
inversion method was applied to geophysical field data and models from the Hengill area. Data 
and models were shared by members of the DEEPEN project (Figure 14). Aeromagnetic data from 
OR was inverted, using the magnetic inversion scheme presented by Hokstad et al. (2020), to 
obtain a 3D magnetization model. A resistivity model from inversion of magnetotelluric (MT) data 
was provided by ISOR and OR (Benediktsdottir et al., 2021). 

The inversion results indicate a zone with a deep heat source to the south of the Nesjavellir power 
plant at 2km depth below mean sea level (Figure 15), associated with anomalies of low resistivity 
and magnetization.. At 4km depth, the high-temperature zone is extending towards east, on the 
south side of the Nesjavellir plant. The posterior variances are low in areas where all geophysical 
models indicate the same temperature trend, and variances are high where models a contradictory. 
The high-temperature anomalies follow the main fault and fracture trend, with an orthogonal 
subtrend (Figure 16). Intrusions at depth of 4000m and more are of special interest for 
supercritical/superhot targets, since this increases the chance of obtaining high-enthalpy steam and 
efficient fluid flow (Scott et al., 2017). 
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Figure 14: 3D geophysical models from the Hengill area. Horizontal sections of log10 resistivity at -2000m and 

-4000m (top) and magnetization at -2000m and -4000m (bottom) relative to mean sea level. The red points 
indicate the locations of the Nesjavellir (diamond) and Hellisheiði (square) power plants. 

 
Figure 15: Results from multigeophysical inversion.  Horizontal slices of posterior mean temperature at -2000m 

and -4000m (top), and posterior variance at -2000m and -4000m (bottom). The red points indicate the 
locations of the Nesjavellir (diamond) and Hellisheiði (square) power plants. 
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Figure 16: Results from multigeophysical inversion. Posterior mean temperature at -4000m relative to mean 

sea level.  Grey lines show faults and fractures identified at the surface. The red points indicate the 
locations of the Nesjavellir (diamond) and Hellisheiði (square) power plants, and black lines show roads. 

5. Discussion and conclusions 

Multigeophysical inversion has previously been applied to various resource-exploration problems, 
including basin modeling, petroleum exploration, and mineral exploration. The topic addressed in 
the present work is geothermal exploration. The MGI method utilize the framework of a naïve 
Bayes network, and conditional independence of different types of geophysical data. This again 
relies on independence of the noise in the various datasets.  

The last stage of MGI, estimation of temperature and, eventually, porosity of geothermal systems, 
is effectively a rock physics inversion. Rock-physics forward models relating geophysical 
parameters, such as resistivity, magnetization, density and seismic P-wave and S-wave velocities, 
to temperature and porosity is needed as part of the inversion. The rock physics models require 
some local calibration to each case, similar to the applications of rock physics in e.g. petroleum-
reservoir characterization. So far, the MGI method has been applied to basaltic geothermal 
systems, with focus on supercritical targets, as addressed within the IDDP research program 
conducted on Iceland. 

If 3D models from single-domain geophysical inversions are available, MGI can predict 3D 
bivariate estimates of posterior mean and variance for temperature and porosity. Univariate 
estimates of either temperature or porosity can effectively be obtained by specifying a small prior 
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variance for one (or the other) variable. The MGI method can be applied as part of a 3D PFA 
workflow, contributing to the derisking of the heat source, recharge and producibility play 
elements.  

In the present study, the MGI method is demonstrated on data from the Hengill geothermal area 
on Iceland, with the aim of supporting exploration and siting of the IDDP-3 well. The quality of 
the MGI results depends on both the calibration of the rock physics models to the local geological 
setting, and the quality of the models from single-domain inversions of geophysical data. Inversion 
of data and geophysical models from the Hengill is still work in progress at the time of writing 
(August 2023).  

Acknowledgements 

This work was partly funded by the Geothermica DEEPEN Project through the Research Council 
of Norway (Grant Agreement No 731117). 

Magnetic laboratory measurements on the rock samples from Hellisheiði, Iceland, were done by 
Nathan Church and Geertje ter Maat, Department of Geoscience and Petroleum, Norwegian 
University of Science and Technology (NTNU), Trondheim. 

We thank Asdis Benediksdóttir (OR), Vala Hjörleifsdóttir (OR), Kristján Óttar Klausen (ISOR), 
Amanda Kolker (NREL), Nicole Taverna (NREL), Patrick Dobson (LBNL), Pilar Sánchez-Pastor 
(ETH), Sin-Mei Wu (ETH), Anne Obermann (ETH), Tina Kaschwich (NORSAR),  Carsten F. 
Sørlie (Equinor), Jan Inge Tollefsrud (Equinor), Kenneth Duffaut (Equinor), Arild Buland 
(Equinor) and Jo Eidsvik (NTNU) for challenging discussions on the MGI methodology, Bayesian 
networks, and the rock-physics models used in the inversion. 

We thank ISOR and OR for permission to use the MT resistivity model from the Hengill area, and 
OR for permission to use the aeromagnetic data. 

We thank Equinor for permission to publish this work. 

REFERENCES   

Ade-Hall, J.M., Palmer, H.C., and Hubbard, T.P., 1971, The magnetic and opaque petrological 
response of basalts to regional hydrothermal alteration: Geophys. J. R. Astr. Soc., 24, 137-174.  

Avset, P., and Lehocki, I., 2021, 3D Subsurface Modeling of Multi-Scenario Rock Property and 
AVO Feasibility Cubes-An Integrated Workflow: Frontiers in. Earth Science, 9, doi: 
https://doi.org/10.3389/feart.2021.642363 

Bali, E., Aradi, L.E., Zierenberg, R.A, Diamond, L.A., Pettke, T., Szabo, A., Guðfinnsson, G..H., 
Friðleifsson, G.Ó., and Szabo, C., 2020, Geothermal energy and ore-forming potential of 600 
oC mid-ocean-ridge hydrothermal fluids: Geology, 48: 1221–1225 

Benediktsdóttir, Á., Árnason, K., Karlsdóttir, R., Vilhjálmsson, A. M., and Kristjánsson, B. R., 
2021. Detailed resistivity models of sub-areas of the Hengill geothermal field, Iceland, in 
Proceedings world geothermal congress. 

2956

https://doi.org/10.3389/feart.2021.642363


Hokstad and Kruber 

Brace, W.F. and Orange, A.S., 1968, Electrical resistivity changes in saturated rocks during 
fracture and frictional sliding. J. Geophys. Res., 73, 1433-1445. 

Butler, R.F., 1992, Paleomagnetism: Magnetic Domains to Geologic Terranes. Blackwell 
Scientific Publications. 

Dietze, F., A. Kotny, I. Heyde, and C. Vahle, 2010, Magnetic anomalies and rock magnetism of 
basalts from Reykjanes (SW-Iceland): Studia Geophysica et Geodaetica, 55, 109-130. 

Elders, W.A.  Friðleifsson, G.Ó., Zierenberg, R.A., Pope, E.C:, Mortensen, A.K.,  . Guðmundsson, 
Á , Lowenstern, J.B. , Marks, N.E.,  Owens, L., Bird, D.K., Reed, M., Olsen, N.J., and  
Schiffman, P., 2011, Origin of a rhyolite that intruded a geothermal well while drilling in a 
basaltic volcano, at Krafla, Iceland: Geology, 39, 231-234. 

Eberhardt-Phillips, D., Han, D-H. and Zoback, M.D., 1989, Empirical relationships among seismic 
velocity, effective pressure, porosity and clay content: Geophysics, 54, 82-89. 

Faulds, J.E., Craig, J.W., Hinz, N.H., Coolbaugh, M.F., Glen, J.M., Earney, T.E., Schermerhorn, 
W.D., Peacock , J., Deoreo, S.B., Siler , D.L., 2018, Discovery of a blind geothermal system 
in southern Gabbs Valley, western Nevada, through application of the play fairway analysis at 
multiple scales: GRC Transactions 42. 

Friðleifsson, G.Ó., Elders, W.A., and Albertsson, A., 2014, The concept of the Iceland deep 
drilling project: Geothermics, 49, 2-8.  

B. R. Hacker, G. A. Abers and S. M. Peacock, Subduction factory 1. Theoretical mineralogy, 
densities, seismic wave speeds, and H2O contents, Journal of Geophysical Research: Solid 
Earth, 108. 

Han, D-H., Nur, A., and Morgan, D., 1986, Effects of porosity and clay content on wave velocities 
in sandstones: Geophysics, 51, 2093–2107. 

Gapeev, A.K., and Gribov, S.K., 1990, Kinetics of single-phase oxidation of titanomagnetite: 
Physics of the Earth and Planetary Interiors, 63, 58-65. 

Hjörleifsdóttir, V., Kolker, Sørlie, C., Hokstad, K., Stefánsson, A., Goertz-Allman, B., Dobson, 
P., Sonnenthal, E., Benediktsdóttir, A., Guðnason, E.A., Dahm, T., Obermann, A., Souque, C., 
2023, DErisking Exploration for geothermal Plays in magmatic Environments – Results and 
Perspectives from the DEEPEN Project. GRC Transactions 47 (this volume). 

Hokstad, K., Tašárová, Z.A., Clark, S.A., Kyrkjebø, R., Duffaut, K., Fichler, C. & Wiik, T. 2017, 
Radiogenic heat production in the crust from inversion of gravity and magnetic data: 
Norwegian J. of Geology 97, 241–254. https://dx.doi.org/10.17850/njg97-3-04. 

Hokstad, K., and Tänavsuu-Milkeviciene, K., 2017: Temperature prediction by multigeophysical 
inversion: Application to the IDDP-2 well at Reykjanes, Iceland. GRC Transactions 42, 1141- 
1152. 

Hokstad, K., Alasonati-Tašárová, Z., Sæther, B.M., and Tänavsuu-Milkeviciene, K., 2020, 
Inversion of Magnetic Data for Subsurface Temperature: Proceedings World Geothermal 
Congress 2020+1. 

Hokstad, 2020: Method of estimating mineral content of a geological structure: Patent Application 
WO 2020/222652 

2957

https://dx.doi.org/10.17850/njg97-3-04


Hokstad and Kruber 

Hokstad, K., 2022, Method of estimating polymetallic nodule abundance: Patent Application WO 
2022/093036 A1. 

Ising, E., 1925, Beitrag zur theorie des ferromagnetismus: Z.Phys, 31, 253-258. 
Kern, H., Gao, S., and Liu, Q-S., 1996: Seismic properties and densities of middle and lower 

crustal rocks along the North China Geoscience Transect. Earth and Planetary Science Letters, 
139, 439-455. 

Kolker, A.; Taverna, N.; Dobson, P.; Benediksdóttir, A.; Warren, I.; Pauling, H.; Sonnenthal, E.; 
Hjörleifsdóttir, V.; Hokstad, K.; Caliandro, N., 2022, Exploring for Superhot Geothermal 
Targets in Magmatic Settings: Developing a Methodology: GRC Transactions 46. 

Lattard, D., R. Engelmann, A. Kontny, and U. Sauerzapf, 2006, Curie temperatures of synthetic 
titanomagnetites in the Fe-Ti-O system: Effects of composition, crystal chemistry, and 
thermomagnetic methods: J. Geophys. Res., 111. 

Ludwig H., and Macdonald, A.G., 2005, The significance of the activity of dissolved oxygen, and 
other gases, enhanced by high hydrostatic pressure: Comp. Biochem. and Physiology, Part A, 
140, 387-395. doi:10.1016/j.cbpb.2005.02.001 

Mavko, G., Mukerji, T., and Dvorkin, J., 2009: The Rock Physics Handbook, 2nd Edition: 
Cambridge University Press. 

Miotti, F.M., Golfre Andreasi, F., Brambilla, C., Re, S., Wiik, T., and Hokstad, K., 2020, 
Deterministic and Statistical Workflows for Multigeophysical Reservoir Characterization: 82nd 
EAGE Conference and Exhibition, Expanded Abstracts. 

Miracle, D., and O. Senkov, 2017, A critical review of high entropy alloys and related concepts: 
Acta Materialia, 122, 448-511. 

Moskowitz, B.M., and Banerjee, S.K., 1981, A Comparison of the Magnetic Properties of 
Synthetic Titanomaghemites and Some Oceanic Basalts: J. Geophys. Res., 86, 11869-11882.  

Mostafa, M.S., Afify, N., Gaber, A., and Abozid E.F., 2003. Electrical Resistivity of Some Basalt 
and Granite Samples from Egypt: Egypt. J. Sol., 26, 25-32 

Okamoto, K., Asanuma, H., Ishibashi, T., Yamaya, Y., Saishu, H., Yanagisawa, N., Ishisuka, K., 
Fujimitsu, Y., Kitamura, K., Kajiwara, T., Horimoto, S., Shimada, K., 2019, Geological and 
engineering features of developing ultra-high-temperature geothermal systems in the world: 
Geothermics, 82, 267-281. 

Oliva-Urcia, B., Kontny, A., Vahle, C., and Schleicher, A.M., 2011, Modification of the magnetic 
mineralogy in basalts due to fluid–rock interactions in a high-temperature geothermal system 
(Krafla, Iceland). Geophys: J. Int., 186, 155-174. 

Prevot, M, Lecaille, A., and Mankinen, E.A., 1981, Magnetic effects of maghemitization of 
oceanic crust: J. Geophys. Res., 86, 4009-4020. 

Sen, P. and Goode, P.A, 1992: Influence of temperature on electrical conductivity on shaly sands: 
Geophysics, 57, 89-96. 

Scott, S., Driesner, T., and Weis, P., 2017, Boiling and condensation of saline geothermal fluids 
above magmatic intrusions, Geophys. Res. Lett., 44, 1696–1705, doi:10.1002/2016GL071891 

2958



Hokstad and Kruber 

Smith, P., 1980, Spinodal decomposition in a titanomagnetite: American Mineralogist, 65, 1038- 
1043 

Usher, G., Harvey, C., Johnstone, R., and Anderson, E., 2000. Understanding the Resistivities 
Observed in Geothermal Systems: Proc. World Geothermal Congress. 

Van Orman, J.A., and Crispin, K.I., 2010, Diffusion in Oxides: Reviews in Mineralogy & 
Geochemistry, 77, 757-825. 

Yund, R., and R. McAllister, 1969, Kinetics and mechanisms of exsolution: Chemical Geology, 
6, 5-30. 

2959



GRC Transactions, Vol. 47, 2023 

 

Quench-Spallation Drilling: A Novel Drilling Head Design 

for Routine Heat Mining Above the Brittle-Ductile 

Transition 
 

Benjamin K. Holtzman1, Nate Groebner1, Tushar Mittal2  
1Strabo Engineering, 2Penn. State University 

 

Keywords 

Superhot Geothermal, High-temperature Drilling, Quench Spallation Drilling, Deep Heat Min-
ing  

ABSTRACT 

Reaching high temperatures in the crust (400-600 C) for heat mining is optimal for a number of 
reasons, but the primary one may be the extraction of fluids in a supercritical state. We present 
here a new patent for a drilling head (Holtzman, US 2022/0235612 A1, pending) that is designed 
to function at temperatures into and above the brittle-ductile transition, to take over where me-
chanical drilling is no longer practical. The process is similar in theory to standard hydrothermal 
spallation drilling in which flame or hot fluid jets applied to colder rock cause thermal expansion 
cracking and spallation. In our “quench-spallation” drilling (QSD) method, we flip the sign of the 
temperature difference to produce spallation by quenching. Cold fluids jetted onto hot rock will 
cause thermal contraction stresses and cracking, essentially converting the thermal energy of the 
rock to mechanical energy that drives cracking. A simple demonstration of this process at ambient 
pressure shows a clear effect of quenching on spallation rates: a water jet (commercial pressure 
washer) applied to a cold granitic rock shows negligible spallation (<1 mm/minute); repeating the 
same jetting after 1.5 hours at 480 C causes rapid spallation (~30 mm/minute). Further experiments 
on other rock samples show a variety of behaviors. At deep crustal conditions, in addition to this 
thermoelastic stress, decompression near the drilling face can drive further cracking, as well as 
hydraulic stresses in cracks and hydrodynamic stresses from the fluid jetting. In its simplest form, 
the QSD head applies multiple jets to a rock face; in more complex designs, a spallation chamber 
is created to control fluid pressure at the rock face, such that local scale fluid pressure and solid 
stress gradients can be controlled to optimize spallation rates. Highly directional drilling should 
also be possible with our designs. Further experiments and modeling of this quench spallation 
drilling process are underway. 
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1. Introduction: Towards Deep Geothermal Heat Mining 
Interest in the geothermal industry is growing towards heat mining from “superhot” or “ultrahot” 
reservoirs in the crust for next-level generation efficiency and scale (referred to here as “deep 
geothermal”). The aim is to reach conditions that are hot enough that working or in situ fluids can 
be recovered in a supercritical state. If sufficient depths can be reached and heat extracted, this 
energy source could scale to levels needed to replace fossil fuels for electricity generation (e.g. 
Reinsch et al., 2017; Dobson et al., 2017; Watanabe et al., 2017; Okamoto et al., 2019; Garrison 
et al., 2020). As illustrated in Fig. 1, these conditions can be reached in most places on Earth, even 
with low (but not cratonic) geotherms. The main challenges lie in first accessing these depths and 
then extracting the heat. Conventional mechanical drilling (diamond bits) stops working as rocks 
warm up and get too soft to crack, particularly within the difficult-to-define depths of the “brittle-
to-ductile transition”. Thus, many efforts are underway to develop new high temperature, non-
mechanical drilling methods, including focused electro-magnetic waves (“millimeter-waves”; e.g. 
Houde et al., 2021), plasma drilling, using localized high voltage currents to disaggregate and/or 
melt rock (e.g. Kocis et al., 2017), and “hot” hydrothermal spallation drilling using some combi-
nation of flames and hot fluids to drive thermal expansion, cracking and spallation (e.g. Kant et 
al., 2017).  

 
Figure 1: Temperature and pressure conditions in the crust for low and high geotherms. (a) Solid dots indicate conditions 

above 374 C (vertical red dashed line, at 400, 500 and 600 C respectively. 500 C lines are marked for reference, as 
they are used in the analytical model below. (b) Pressure-depth lines for lithostatic (granite-grey, basalt-black) and 
hydrostatic pressures. Horizontal dashed lines indicate the pressure differences at depths where 500 C is reached, 
used in Fig. 6. (Note these plots are first order approximations and do not include known dependences of physical 
properties on pressure or temperature) 
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Here, we present a novel “quench-spallation” approach to high-temperature drilling. Compared to 
hot hydrothermal spallation, our method flips the temperature difference, jetting cold water onto 
hot rock causing quenching. This method is based on the phenomenon that rocks contract and 
crack when cooled due to high tensile stresses. The larger and faster the temperature change, the 
more intense and penetrative the cracking front will be. Conceptually, the process converts the 
rock’s pre-existing local thermal energy to mechanical energy that drives cracking and disintegra-
tion to slurry. Thus, unlike a number of other approaches mentioned above, our method likely 
requires little additional external energy input. This energetic aspect represents its fundamental 
advantage, as well as eliminating routine tripping because there are no mechanical drill bits to 
replace. Furthermore, the process should become more effective as the rock temperature and depth 
increase since the temperature difference between the ambient rock and cold water (e.g. surface 
temperature water) increases and so would the corresponding thermal contraction/strain.  

The aim of this paper is to articulate the scientific questions and engineering challenges in devel-
oping this drilling method from a demonstration into a fully operational technology. We first pro-
vide some background to understand the physical concepts associated with thermal cracking that 
are relevant to our novel drilling method. Then, we present the conceptual idea and a simple anal-
ysis to serve as a baseline model for approach’s plausibility. Finally, we discuss aspects of the 
drilling head design, to illustrate its potential for enabling deep geothermal heat mining. 

2. Background in thermal cracking and spallation 

Thermal cracking is a well-studied, but incompletely understood physical process. Thermal crack-
ing is understood to arise from (1) stresses that arise from local change in temperature, (2) stress 
gradients that arise from thermal gradients and (3) from internal, local stress concentrations at the 
grain scale due to thermal expansion anisotropy and mismatch in rocks (e.g. Fredrich and Wong, 
1986). Although there is a large body of experimental data and empirical understanding of thermal 
cracking, gaps still remain between experiment and theory.  

2.1 Experimental studies  

A broad range of experiments have been performed on thermal cracking in rocks and consequences 
for mechanical and transport properties. Among the earliest, to our knowledge, are Wong and 
Brace (1979); Yong and Wang (1980); Johnston and Toksöz (1980); Bauer and Handin (1983); 
Fredrich and Wong (1986). In experimental studies, acoustic emissions (AE), nano-seismic events 
recorded in samples, have been used as a proxy for cracking events. Yong and Wang (1980) iden-
tified that the AE rate is dependent on the heating rate. They interpreted this result not as a direct 
reflection of the rate. Instead, they posited that higher heating rate causes a steeper thermal gradi-
ent, higher thermal stresses, and thus higher AE rates. They also identified an example of a  “Kaiser 
effect”: in thermal cycling, after the first cycle, cracking did not begin again until the temperature 
reached the peak value of the previous cycle. This phenomenon had been previously identified in 
cyclic mechanical stress loading in rocks (e.g. Kurita and Fujii, 1979).  
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Wang et al. (1989) found related behavior – episodic pulses of AEs - during a monotonic temper-
ature rise in granite of 1◦C per minute. They showed that the temperature associated with the onset 
of thermal cracking increases with increasing confining pressure. This critical temperature can be 
understood as indicative of a critical stress for thermal cracking (e.g. Meredith et al., 2001) that 
depends on the confining pressure, along with a reduction of elastic modulus with increasing crack 
density (e.g. Schubnel et al., 2006; Nasseri et al., 2009). These two factors can cause non-linearity 
in the relationship between thermal stress and AE rate through the governing equation for thermal 
stress, discussed in Section 5. When the critical stress is reached, the stored thermal-elastic strain 
energy drives cracking until the stress drops below the threshold stress; as the temperature keeps 
rising, that critical stress will be reached again at a higher temperature. In other words, during the 
first cracking episode, the critical stress for the undamaged rock is reached at a critical temperature. 
With a lower elastic modulus following this cracking, the damaged rock must reach a higher tem-
perature to attain the same critical stress. Daoud et al. (2020) also observed a Kaiser effect in coarse 
grained granitic rocks with complex, interlocking grain boundaries. However, they also showed 
that fine grained (basaltic) rocks do not crack while temperature is rising, but only on the descend-
ing side of a cycle (as grain boundaries fail readily in tension), indicating that grain boundaries 
and their morphology play an important role in accommodation of thermally-driven local grain-
scale stresses. We have not found a published constitutive model for thermal cracking that incor-
porates this grain size dependence or pressure dependence to the cracking rate. Such a model will 
be essential for extrapolating from laboratory to earth conditions.  

 

Figure 2: Quench-spallation drilling concept. (a) Schematic of the drilling head, with color added to figures from the Holtz-
man (2022) patent, showing a design variant in which all fluids are routed through the drilling head from and to the 
surface, in order to control fluid pressure and temperature on the drilling face. The variants are discussed in Section 
4.4. (b) Schematic view of the drilling process, in which cold fluid jets hit the rock surface, chilling it, causing thermal 
cracks in the “spallation layer”. (c) Temperature gradient produces a thermoelastic stress gradient. The steepness 
of this gradient may be essential to the physics of the drilling method.  
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As thermal cracking occurs, the crack density will affect most of the mechanical properties (e.g. 
Johnston and Toksöz, 1980; Fredrich and Wong, 1986; Faoro et al., 2013; Nasseri et al., 2007, 
2009), heat transport properties (e.g. Wong and Brace, 1979), and fluid transport properties (e.g. 
Siddiqi and Evans, 2015; Liu et al., 2018; Jones et al., 1997; Watanabe et al., 2019), many of which 
are coupled. All of these properties will also vary significantly if the newly created crack porosity 
is filled with gas/vapor, fluid or supercritical fluid. Furthermore, beyond Daoud et al. (2020), we 
have found that most experimental studies address thermal cracking during heating, rather than 
during cooling, simply because significant cracking occurs during ramping up. However, thecool-
ing path is essential for us to understand given our drilling concept and is likely to be different for 
the simple reason that rocks are weaker in tension (during cooling) than compression (during heat-
ing).  

2.2 Theoretical and modeling studies  

The effects of cracking on thermomechanical and transport properties enable a range of nonlinear 
couplings to occur. For example, in the case of strong thermal disequilibrium between the fluid 
and the rock, the heat transfer and mechanical processes will be closely coupled if cracking affects 
both the poroelastic stresses driving fluid flow and the transport properties, affecting the time 
scales of equilibration (e.g. Zimmerman, 2000; McTigue, 1986; Ghassemi et al., 2008). As they 
equilibrate, fluid and rock are both changing volume in opposite senses. As thermal cracking oc-
curs, permeability increases, new surface area becomes available for heat exchange, and the effec-
tive elastic modulus and thermal expansion coefficient of the solid decrease. Effective heat transfer 
coefficients (at a range of length and time scales) may be changing locally in such situations, such 
that strong coupling and feedbacks may occur.  

In the conditions of deep geothermal reservoirs, crustal rocks may be approaching, within or be-
yond the macroscopic brittle-ductile transition, depending on their bulk composition, microstruc-
ture, permeability structure, fluid composition and many other factors (Watanabe et al., 2019; 
Beeler et al., 2016). However, microscopic cracking (as either brittle or ductile fractures, e.g. Gon-
zález-Velázquez, 2018) will generally be an accessible process locally especially in cases where 
local stress-strains are large (e.g., due to cool water quenching and hence large temperature gradi-
ents).  

Thermal cracking in hot rock experiencing cold thermal shock may be particularly effective at 
creating permeability (e.g. Watanabe et al., 2019; Tarasov and Ghassemi, 2014). Still, there are 
many open questions on roles of various thermally activated processes, such as viscous relaxation 
of crack tips and of grains in the rock matrix, that may work to both close and open porosity, 
locally. At higher temperatures, non-linear visco-elastic-plastic models may be needed to describe 
the material behavior – however, a generalized, observationally calibrated version of this model is 
lacking due to various experimental and theoretical challenges. Thermal quenching, of most inter-
est here, can be viewed as bring a rock rapidly through its brittle-ductile transition over short time- 
and length-scales, in non-equilibrium conditions. This scenario raises many interesting challenges 
for thermo-mechanical modeling. 
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2.3 The Quench-Spallation Drilling concept 

The concept of QSD is that jetting relatively cold water or fluid onto a hot rock creates a thermal 
shock and the resulting temperature gradient causes a thermal-elastic stress gradient from the rock 
face towards its interior, illustrated in Fig. 2. If this stress and stress gradient is large enough to 
cause sufficiently pervasive cracking, the rock will locally disaggregate and “spall” its fragments, 
creating fresh rock surface. If this process can be maintained over time, it can be used to drill 
through hot rock, the basis for the Holtzman (2022) patent. As a first step towards demonstrating 
this concept, we need to test the efficacy of the QSD concept at ambient conditions of the Earth’s 
surface (see Section 3). We would note that a successful demonstration (or lack thereof) does not 
guarantee that QSD would work at similar efficacy (especially w.r.t drilling rates) at the depths of 
interest for deep heat mining (see Figure 1). 

3. Simple Physical Demonstration of QSD 

We have done some simple experiments at ambient pressure with granite samples to demonstrate 
the feasibility of quench spallation drilling for real rock samples. In the following, we show the 
results of the first experimental set done in a simple outdoor laboratory setup. Our experiments do 
not have precise control or characterization of the cooling rates and microphysical processes (e.g., 
through acoustics or post-experimental textural analysis) which would be achievable in a purpose-
built lab. However, our experimental setup is optimized for setup costs as an exploratory precursor 
for more controlled and instrumented lab experiments. 

 
Figure 3: Quench-spallation drilling demonstration. (a) Initial state of the rock sample, with etched square and “cross-

hairs”. The sample is about 3 cm thick. (b) The control experiment setup, showing jetting configuration. (c) Control 
experiment results: almost no removal of rock face material. (d) The QSD experiment. Heating history is shown, but 
jetting configuration remains the same. (e) Results from QSD experiments show oxidized sample and the ∼3 cm deep 
hole, into which a quarter fits. 
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3.1 QSD experimental method and results 

Using a commercial pressure-washer (Ryobi brand, 1800 Psi), we apply a water jet to a rock sample 
surface (granite), at  

(1) ambient temperature, (the “Control” experiment,Trock=Twater) and  

(2) after heating the rock to 480◦C, (the QSD experiment, Trock>> Twater). A square groove was cut 
into the surface of the sample with the diameter of a quarter coin and crossed with lines drawn 
with waterproof ink, as shown in Fig. 3a before the start of the experiments. For both experiments, 
we apply the jet for ∼60 seconds at approximately 1 cm from the rock surface, aimed at the “cross-
hairs”. In order to provide a similar setup to the quench spallation drilling concept, we attempted 
to keep the jet head about the same distance from the surface during jetting, so it descended into 
the hole as consistently as possible during the jetting. 

 

 
Figure 4: All QSD experiments performed to date, including descriptions of the rock sample types. The depths of excavated 

holes by the water jet is an imprecise measurement, but the excavated volumes are more imprecise because they are 
assumed to be cuboids or rectangular prisms, but they generally taper to a rounded front with depth to varying 
degrees. Efforts were made to account for this by not using the surface area but rather a s surface area shrunken a 
bit (by eye) to make the simplistic geometry more reasonable.  

For the control experiment (Trock=Twater), shown in Fig. 3b, after 60 seconds of jetting, the surface 
had changed only slightly, with some pluck-out of grains and partial erosion of the inked cross, 
which we estimate at <<1mm of surface change (Fig. 3c). 

For the QSD experiment (Fig. 3d, ea1 experiment), we took the same sample and heated it in a 
small furnace (Minimatic/2) for about 90 minutes, ramping up to ∼480◦C over 45 minutes and 
holding for another 45, to let the rock thermally equilibrate (Figure 6, complete equilibration was 
not confirmed in this test). We then removed the rock sample and put it quickly into a chamber (at 
atmospheric pressure) and held the jet pointed at the cross-hairs for about 60 s. In strong contrast 
to the first Control experiment (ea0), we observed that rock particles/dust was ejected off the rock 
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face, along with steam, during this experiments. In about 60 seconds, a large gaping hole shown 
in Fig. 3e was produced. We measure the depth of the hole to be about 3 cm (almost to the depth 
of the sample). The reddish color after heating is due to oxidation of the sample.  

We posit that the dramatic difference between the control and QSD experiments we observe is 
caused by the thermal shock, by generating small-scale but penetrative thermal cracks that in turn 
allow grains and grain fragments to be easily knocked off (spalled) by the jet. In other words, the 
spallation was directly enabled by thermal shock, as described above in Fig. 2.  

The other possibility is that the rock was penetratively damaged during heating only, such that the 
thermal shock during the jetting phase is not the main culprit in the enhanced erodability. Simple 
evidence suggesting that this alternate cause is not the case is that the rock, after being fully cooled, 
remains still intact; it is not friable (does not crumble). To test these alternate hypotheses (i.e., role 
of thermal shock v thermal heating induced damage), we performed a second Control experiment 
(ea2), in which we applied a heating and cooling path down to room temperature (on a different 
sample of the same material) before applying the jet. The jetting caused essentially zero spallation, 
only slightly roughening the surface. This result strengthens the hypothesis that thermal shock 
causes the observed rapid spallation in QSD experiment (ea1), not the damage during heating.  

We performed five other experiments, described in Figures 4, 5, and 6 (each with a similar peak 
temperature compared to the base QSD experiment; see Figure 6 for heating paths). We tested 
other rock samples (two other granites and a gabbro), varying movement of the jetting head (fixed 
or moving to be at the same distance from the hole surface), as well as the presence or absence of 
grooves (about 2 mm deep) etched into the drilling face (using a Dremel brand tool). In all exper-
iments we apply the jet for about 60 seconds. The table in Figure 4 shows the range of estimated 
volumes of rock spalled out to create holes or cavities (measured from 3D scanning the rock sur-
face before and after the experiment). While “granite 1” has the two largest holes produced (ea1, 
ea6) on different samples of the same material, the other two granites (2 and 3, ea3, ea4) also 
clearly respond to QSD.  In contrast, the gabbro showed almost zero response to QSD.  

3.2 Discussion of experimental results 

Room pressure experiments are important for identifying the sensitivity to a range of parameters 
such as the intrinsic properties of the rock, such as its composition (mineral phases) and texture 
(grain size, phase configuration— layering, alignment or anisotropy) and its pre-existing structure 
(crack density, porosity, deformation during uplift and mining/extraction), and controllable factors 
(jet force, jet motion, initial surface roughness, rock temperature before quench, jet pressure). We 
have only explored a small fraction of these so far, but doing so is essential for understanding what 
capabilities the drill head might need to have to adapt to different conditions.  For example, pres-
ently, it is not clear why the gabbro did not respond to thermal shock— either because of its me-
chanical properties due to composition or simply its fine grain size or some other physical process 
(e.g., role of oxidation).  

While it is exciting to achieve what is basically a demonstration of QSD, the questions on how 
well this would work at the operating depths of interest for high T geothermal (∼5−15 km) are 
essential. As discussed below, we believe that the pressure difference between lithostatic and hy-
drostatic may be helpful for the process (despite the increase in ductile/plastic deformation); but 
this remains to be demonstrated and is an avenue for future work. 
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Figure 5: Photographs of each experiment showing before and after images of the jetted surface. A US quarter dollar coin 

was used for scale (diameter 2.3 cm), or an outline of a quarter in ea2 for scale, or a measurement with Lidar using 
the Scaniverse app on a smartphone (white lines). 
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Figure 6: Temperature-time paths for each of the experiments in the table in Figure 4. Note that the orange line (ea2, 

Control experiment #2, continued down to ambient temperature overnight, before we jetted it in the morning). In 
this set of experiments, we did not vary rise time greatly, but the range of durations over which we kept the rocks at 
peak temperature did not seem to have a large effect.  

4 Quench Spallation Drilling Process and Head Design  

Here, we describe our conceptual approach to analyzing the viability of the quench spallation drill-
ing process as it may occur in deep crustal conditions. First, we describe the four sources of stress 
that we expect to combine and contribute to the disaggregation and spallation in the spallation 
layer, namely thermo-elastic stress gradient due to quenching, decompression due to the difference 
between the locked-in lithostatic stress and the borehole bottom pressure, local fluid pressure in 
the cracks, and hydrodynamic stress from the fluid jets. All of these may be at play to different 
degrees in the spallation layer (the region in between the drilling face and the cracking front). 
Then, we construct a simple linear model framework to analyze the thermoelastic stress gradient 
extending into the rock from the drilling face, and show that, at the two depths shown for a 500◦C 
in Fig. 6, the thermal stress alone could cause spallation. Finally, we end with a discussion of why 
a linear model is not likely to be sufficient in this non-equilibrium situation, and why we need 
laboratory testing to study this process.  

4.1 Conceptual model for the quench-spallation process  

The four crack-driving processes are illustrated in Fig. 7, and described here.  

• Thermoelastic stress: The primary source of stress in the QSD process is the sharp thermal 
gradient extending from the borehole surface into the rock. The relatively cold fluid tem-
perature will establish a thermal gradient that drives heat flow from the rock into the fluid. 
Since the fluid is continually (but controllably) flushed across the drilling front, the tem-
perature may be close to constant. Means of controlling this P-T relation in the fluid are 
discussed in Section 3.4. Below, we present an analytical solution for the thermoelastic 
stress gradient from Tarasovs and Ghassemi (2014).  
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• Decompression stress: The change in pressure in the rock from lithostatic to near hydro- 
static at the drilling face will create a stress gradient across the spallation layer. The length 
scale of this gradient will be on the order of the borehole width, from static elastic field 
around an inclusion Cheng (e.g. 2016). A more complete model will estimate the grain 
boundary tensile stresses due to this pressure gradient. We expect this gradient to help in 
the disaggregation and spallation by interacting with the thermal cracks.  

• Pore fluid pressure: The effect of pore fluid pressure on the drilling process is complex. 
When the drilling face progresses into a volume of rock, if there are fluids present in that 
rock, their pressure will be close to lithostatic, while the pressure in the borehole will be 
closer to hydrostatic. So to the extent that the permeability allows, these fluids will flow 
into the borehole. However, at the local grain scale in the spallation layer, the tensile 
stresses that are pulling cracks open will have a pressure that is lower than hydrostatic, so 
would draw fluid in and equilibrate pressure over short length scales (i.e. over the thickness 
of the spallation layer). Fluid pressure increases or decreases in the spallation chamber 
would then affect the crack tip stress and propagation dynamics.  

• Hydrodynamic jet forces: Waterjet cutting is an industrial process that utilizes a thin, 
extremely high-pressure jet of water to cut through hard materials. At sufficiently high 
water speeds, material is damaged by the momentum of the jet hitting the surface. By cre-
ating sufficiently high-velocity jets of water, the quench-spallation drill head could cause 
further damage to the rock face to disaggregate the layer damaged by the previous three 
forces.  

The drilling head must be capable, to some extent, of controlling the roles and ratios of these four 
forcings, to adapt to different geologic situations and optimize the drilling rate. In the following 
section, we provide an illustrative analytical model of the first. Quantitative models for the other 
three are left for future work. 

4.2 Analytical constraints on thermoelastic stress gradient  

The transient thermoelastic stress gradient arises when a solid body experiences a change in tem-
perature at its surface and the heat is conducted in or out as the body evolves towards thermal 
equilibrium. A simple model of this process combines the heat equation and a thermoelastic con-
stitutive equation. In our case, when a cold fluid hits a hotter rock, the thermal stresses will be 
tensional as the solid contracts. These stresses will cause cracks to form in the solid if the fracture 
strength is exceeded, in any fracture mode. Here, we focus on tensional cracks, mode I.  

Tarasovs and Ghassemi (2014) solve this system assuming constant values for all physical prop-
erties, in 1D, with a constant temperature boundary condition, assuming zero strain, using the erfc 
solution (Carslaw and Jaeger, 1986). We consider this condition to be relevant to our case, as the 
fluid in contact with the rock face will be constantly refreshed during the drilling process. The 
equations and values are shown in Fig. 8. 

Solutions to these equations are shown in Fig. 9. For a 100 C fluid hitting a rock at 500 C, the 
thermal shock produces a sudden differential stress of about 550 MPa, for the granite parameters 
in Table 1. The assumption of zero strain is unrealistic on the free surface, but is quickly more 
reasonable deeper into the spallation layer. Thus, we do not take that peak stress to be realistic, but 
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will use the stress at L and the dots in Fig. 9b and halfway between the maximum stress and the 
dots as example values below, or 324 MPa. As the heat is progressively drained from the rock, the 
cooling zone progresses inward. We consider, conceptually, that the stress will drive cracking that 
accommodates strain and relaxes the stress, but also causes spallation, such that a more appropriate 
solution would be a moving boundary problem. With that concept in mind, we can use this analyt-
ical solution to roughly estimate a drilling velocity. If the critical stress to drive spallation is 
reached at the squares in Fig. 9b, then the velocity is 1e-4 m/sec or about 9 m/day. We consider 
this to be a minimum estimate, because it includes the effects of only one of the four forces driving 
cracking discussed above. 

 

 
Figure 7: Sources of stress and damage operating in quench-spallation drilling, discussed in Section 4.1., illustrations mod-

ified and colored from the Holtzman (2022) patent.  
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Figure 8: Equations and Table discussed in the text. 

 

 
Figure 9: Thermal shock model solutions from Tarasovs and Ghassemi (2014) (a) Calculations of quenching front thermal 

profiles from 1 to 100 s, for a temperature difference of 400 C. (b) Stress gradient for each thermal gradient. Circles 
show where the characteristic thermal diffusion length scale is reached, as a reference. Squares are an arbitrarily 
chosen higher reference (324 MPa, the mean of the stress at L, 94 MPa, and the peak at 554 MPa). (c) Evolution of 
the diffusion length scale L with time. 

 
In Fig. 10, we summarize our current simple estimates of the gradient in stress state across the 
spallation layer using a Mohr circle plot. Using the pressure differences between lithostatic (for 
granite) and hydrostatic, we assume that the decompression length scale will be on the order of the 
borehole diameter, based on static Eshelby-type solutions of the elastic field around an inclusion 
Cheng (2016). We also assume that the most compressive stress (σ1) will be close to the lithostatic 
pressure, such that the differential stress will determine the least compressive stress. While we 
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expect the orientations of these stress tensor components to rotate, the Mohr circle shows the in-
variants. We thus estimate that thermal cracking will occur when the least compressive stress goes 
negative (absolute tensile) and hits the critical tensile yield stress, thermal cracking will occur. 
While we estimate this stress at 10 MPa for present purposes, we will obtain more precise estimates 
from measurements of the critical stress intensity factor KIc, from Ge et al. (e.g. 2021).  
 
In Fig. 10, we plot the Mohr circles estimated from the differential stresses at the circles and 
squares (and one intermediate value) in Fig. 9b (95, 229, 324 MPa). It is clear, that at both depths, 
as the pressure decreases and the differential stress increases towards the spalling surface, it is 
highly plausible that the stress state reaches the critical tensile yield stress. Whether that yielding 
causes a crack density high enough to lead to disaggregation and spallation is unknown and needs 
to be explored in laboratory experiments. Here we demonstrate that reaching these stresses is 
highly plausible. We are also not including the local (grain scale) stress estimates modeled by 
Fredrich and Wong (1986), which will exist in almost all rocks.  

 
Figure 10: Mohr circle representation of constraints on stress gradient across spallation and decompression drilling face. 

The assumption here is that the principal compressive stress σ1 is equal to the confining pressure, which will grade 
from lithostatic towards hydrostatic at the spallation face. (a) Shallower 500 C reservoir (Low geothermal gradient) 
pressure difference estimates between granite lithostatic and hydrostatic pressure. Differential stress reference levels 
taken from the thermal shock solutions shown in Fig. 5. (b) Deeper 500 C reservoir (Low gradient). In both plots, 
the vertical red line is the estimate for the tensile yield strength of granite of 10 MPa. In both conditions, the tensile 
yield stress is easily reached as the pressure drops across the spallation layer. 

4.3 The non-linear aspects  

The above analysis is linear in the sense that all the physical properties are constant. In reality, 
cracks will affect all of them, as demonstrated in many laboratory studies. These nonlinearities 
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may work in multiple directions, enhancing and dampening the mechanical response and the heat 
transport. For example, increasing fluid-filled crack density could decrease the thermal conductiv-
ity, but will also enhance the permeability, allowing fluids to circulate at small scales, drawing 
heat from the crack surfaces and transporting it elsewhere. These effects need to be explored in the 
laboratory in the context of the QSD process, and incorporated into numerical models to attempt 
to extrapolate to earth conditions. 

4.4 Drilling head designs and modes of operation  

In our patent (Holtzman, 2022), we describe several QSD head designs that are intended to enable 
different levels of control over the thermomechanical conditions at the drilling face. These are 
illustrated in Fig. 11. The simplest design contains a drilling face with multiple jet nozzles, and 
valves designed to operate at high ambient temperature to control the flow velocity of fluid through 
the jet nozzles at the drilling face. The slurry with spalled fragments then circulates around the 
drilling head and is not controlled by the drilling head. Its hydrostatic pressure is felt directly on 
the drilling surface. Slurry could be pumped to the surface through a tube not connected to the 
drilling head. 

 
Figure 11: A range of designs of the drilling head, colored illustrations from the Holtzman (2022) patent. 

 
In a more complex design (Fig. 11b), the slurry can be drawn into conduits in the drilling head and 
evacuated to the surface through a tube. This design enables the pressure to be controlled to some 
extent such that the hydraulic pressure on the drilling face can be kept low to increase the fluid 
velocity through the jets and keep the fluid near the spallation front from heating up too much.  

In a yet more complex design (Fig. 11c), the fluid pressure can be closely controlled in a spallation 
“chamber”, created by extendable and retractable seals made of a heat-resistant but flexible mate-
rial to reduce or eliminate flow past the drilling head. Instead, all slurry flow would be forced 
through the conduits in the drilling head, with controlled valves, and a pump if necessary. A pump 
at the surface keeping the fluid pressure low in the up-pipe could be used in combination with a 
valve in the head to control the flow velocity (mass rate) through the spallation chamber and thus 
the fluid temperature and pressure. The value of this level of control will depend on the necessity 
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of controlling the thermomechanical conditions in the spallation chamber in varying these condi-
tions as required by different rocks with variable structures and physical properties. The adapta-
bility needed will be assessed in a laboratory testing facility that we intend to construct in the near 
future. Obviously, the drilling head could not move while the seals are in place. Thus, this case 
would require an extendable jetting face to keep a controlled distance between the nozzles and the 
rock surface as spallation progresses. When the extension limit is reached the face would retract 
and the head would be moved forward. As discussed above, the drilling velocity will likely be 
faster than the model estimate because only one of the four forces is considered. The adaptability 
needed to optimize the velocity will be estimated in laboratory tests. 

Finally, lateral drilling could be essential for creating fluid pathways at high pressure and temper-
ature conditions. Creating and maintaining fracture networks at such conditions is likely to be more 
difficult than at lower pressures in the brittle crust, so other approaches for engineering reservoirs 
may be needed. Closed loop systems may be optimal, and if so, the need for lateral drilling is clear. 
Directional drilling could be achieved in the quench-spallation process by controlling the relative 
intensity of jetting in different sections on the drilling face, as illustrated in Fig. 12b,c,d.  

 
Figure 12: Directional drilling; colored and modified illustrations from the Holtzman (2022) patent. 

5 Conclusions & open questions  

As discussed above, the main uncertainty is not whether thermal cracking can happen, but whether 
we can produce the crack density sufficient to cause disaggregation and spallation at the drilling 
face, and at a sufficiently rapid pace to make QSD an economically viable technology for accessing 
deep geothermal reservoirs. Therefore, we need to learn primarily through laboratory experimen-
tation and testing, how the four driving forces for cracking articulated in Section 3.1 interact with 
each other and are controllable for different rock structures and thermomechanical conditions. We 
then need to understand how these various processes scale to conditions in the Earth, which will 
require sufficiently rich constitutive models for the various cracking processes. The effects of pres-
sure and strong local pressure gradients are possibly the least well understood processes in terms 
of extrapolation. A better understanding of these interactions and their scaling behavior will inform 
our design of prototypes for field testing over the next several years. 
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ABSTRACT  

The increasing global demand for electricity and the imperative of achieving sustainable and net-
zero energy solutions have underscored the importance of exploring alternative sources. Enhanced 
Geothermal Systems (EGS) have emerged as a promising avenue for renewable and sustainable 
energy production. However, the development of EGS faces a significant challenge in drilling 
through hard rock formations at high temperatures, necessitating specialized drilling equipment 
and techniques. 

This study aims to investigate the current state-of-the-art technology for drilling in hard rock 
formations under elevated temperatures, specifically in the context of super-hot EGS development. 
It involves a comprehensive review of previous projects and a meticulous analysis of existing 
drilling technologies and techniques. Furthermore, a techno-economic evaluation will be 
conducted to assess the feasibility of super-hot EGS development in hard igneous formations, 
considering key factors such as drilling performance, operational challenges, and material costs. 

The outcomes of this study will enhance our understanding of the technical challenges associated 
with super-hot EGS development and facilitate the design of efficient and cost-effective drilling 
technologies for the geothermal energy industry. By improving the drilling process in EGS 
development, the full potential of geothermal energy can be harnessed as a viable and sustainable 
energy source to meet the growing global demand for electricity. 

1. Introduction 
With the growth of the global population and economy, there is an escalating demand for 
sustainable energy sources. Enormous potential lies within the planet Earth for sustainable and 
recoverable geothermal energy, which can cater to humanity's long-term heat and electricity needs 
(Tester et al., 2006). The feasibility of extracting this energy heavily relies on advanced 
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technology, as the efficiency of geothermal energy production diminishes over time due to limited 
well depth and existing technology (Soltani et al., 2019). Geothermal power plants currently 
employ conventional Rankine cycle technology to convert geothermal energy from resources with 
temperatures between 125°C and 200°C into electricity. However, the low energy density of these 
temperatures results in a net thermal efficiency (ηth) ranging from 8% to 15% and high capital 
costs (AltaRock Energy, 2017). 

The pursuit of super-hot enhanced geothermal systems has gained traction due to their potential to 
harness resources with significantly higher energy potential, enabling economically efficient 
electricity production with lower costs for end-users. Countries such as the United States, Japan, 
Iceland, Mexico, Italy, and New Zealand are at the forefront of investigating the development of 
super-hot enhanced geothermal systems in sedimentary and igneous basins with temperatures 
above 400°C (Petty (a) et al., 2020). 

Encountering temperatures exceeding 400°C can occur at shallower depths, particularly in the 
presence of volcanic magma intrusions, which pose substantial risks to drilling operations. 
Notably, the abandonment of the IDDP-1 well serves as an example of the destructive 
consequences when encountering magma intrusions, as corrosive super-critical steam was 
produced, rendering the well unusable (Friðleifsson et al., 2015). While igneous basins hold a 
significant portion of recoverable geothermal energy, drilling in such formations presents higher 
risks and limited drilling experience. In contrast, deeper layers of sedimentary basins (>10 km) 
offer temperatures above 375-400°C, making them suitable for super-hot enhanced geothermal 
systems (Blackwell et al., 2011). Sedimentary rock drilling has accumulated decades of experience 
(Khankishiyev et al., 2023), whereas drilling in super-critical temperature reservoirs remains 
largely unexplored (Madu & Akinfolarin, 2013). 

Achieving successful drilling operations in super-hot sedimentary and igneous basins requires the 
availability of robust drilling technologies capable of withstanding harsh conditions. Essential 
technologies include drill bits, drill strings, drilling fluids with consistent properties, directional 
drilling tools for profile creation, and logging and measurement tools for surveying well deviation 
and formations drilled. Moreover, advancements in resource characterization, near-term and long-
term field development, reservoir development and management, and efficient energy conversion 
are imperative for the realization of super-hot enhanced geothermal power production. 
Additionally, continuous research and development in areas such as geomechanics and drilling 
optimization techniques are crucial to ensure efficient drilling operations and maximize the 
potential of super-hot enhanced geothermal systems. 

This study aims to investigate the state-of-the-art technology in hard rock drilling under elevated 
temperatures for the development of super-hot enhanced geothermal systems. Through a 
comprehensive review of previous projects and a detailed analysis of existing drilling technologies 
and techniques, valuable insights into the technical challenges associated with super-hot enhanced 
geothermal system development will be gained. Additionally, a techno-economic evaluation will 
be conducted to assess the viability of super-hot enhanced geothermal systems in hard igneous 
formations, considering drilling performance, operational challenges, and material costs. The 
findings of this study will contribute to the design of efficient and cost-effective drilling 
technologies, unlocking the full potential of geothermal energy as a renewable and sustainable 
energy source to meet the growing global demand for electricity. 
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2. Geothermal Energy and Hard Rock Formations 
2.1. Overview of geothermal energy and its potential 

Geothermal energy represents a significant source of renewable energy that harnesses the heat 
stored within the Earth's crust. The heat originates from the radioactive decay of elements such as 
uranium, thorium, and potassium, as well as residual heat from the planet's formation. Geothermal 
resources can be found globally, and their utilization offers a reliable and sustainable alternative 
to conventional fossil fuels. 

The potential of geothermal energy is vast, with estimates suggesting that the heat content of the 
Earth's uppermost six kilometers is equivalent to 50,000 times the energy stored in all known oil 
and gas reserves (Tester et al., 2006). Geothermal resources are categorized into three main types: 
hydrothermal systems, enhanced geothermal systems (EGS), and deep geothermal systems. 
Hydrothermal systems are the most common and accessible type, consisting of naturally occurring 
reservoirs of hot water or steam. These resources are typically found in areas with active tectonic 
activity, such as geothermal fields and volcanic regions. Hydrothermal systems have been 
successfully utilized for power generation in various countries, with installed capacity totaling 
several gigawatts worldwide. 

Enhanced geothermal systems (EGS) offer the potential to access deeper and hotter resources that 
are not naturally present in hydrothermal systems. EGS involves creating an artificial geothermal 
reservoir by injecting fluids into hot and permeable rock formations, stimulating the flow of heat 
to production wells (Lu, 2018). This technology allows for geothermal energy extraction in areas 
where conventional hydrothermal resources are limited. Deep geothermal systems, also known as 
hot dry rock systems, involve extracting heat from impermeable rocks by creating a reservoir 
through hydraulic fracturing and injecting fluid to extract heat. This approach enables the 
utilization of geothermal energy in areas with low natural permeability (McClure & Horne, 2014). 

The development and utilization of geothermal resources depend on a comprehensive 
understanding of the subsurface conditions, including rock properties, fluid characteristics, and the 
presence of geological structures (Lund et al., 2008). Geological surveys, seismic studies, and 
other exploration techniques are employed to assess the potential of a given area for geothermal 
energy production. 

In recent years, there has been growing interest in the development of super-hot enhanced 
geothermal systems (SH-EGS) in hard rock formations. These systems aim to access higher 
temperature resources (exceeding 400°C) that offer greater energy potential and improved 
efficiency in power generation (Kumari & Ranjith, 2019). However, drilling and operating in such 
extreme conditions present significant technical challenges that require advanced drilling 
technologies and techniques. 

2.2. Hard rock formations as suitable reservoirs for super-hot geothermal system 

Hard rock formations offer promising potential as suitable reservoirs for super-hot geothermal 
systems due to their unique characteristics and thermal properties. These formations, typically 
composed of igneous or metamorphic rocks, exhibit high temperature gradients and enhanced 
thermal conductivity, enabling the extraction of geothermal heat at elevated temperatures (Feng et 
al., 2022). Igneous rock formations, such as granite and basalt, possess excellent thermal properties 
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that make them ideal candidates for super-hot geothermal reservoirs. These rocks have high heat 
capacity and thermal conductivity, allowing for efficient heat transfer from the surrounding hot 
rocks to the produced fluid (Sipio et al., 2013; Sundberg et al., 2009). The ability of igneous rocks 
to sustain high temperatures over long periods of time makes them attractive for super-hot 
geothermal energy production. The suitability of hard rock formations as reservoirs for super-hot 
geothermal systems is further enhanced by their geological stability and durability. Compared to 
sedimentary formations, which may exhibit structural instability and compaction, hard rocks 
provide a more reliable and long-lasting reservoir for sustained geothermal operations (Das & 
Chatterjee, 2017; Ma et al., 2022). The structural integrity of hard rock formations minimizes the 
risk of well collapse and maintains the permeability necessary for fluid flow. 

Furthermore, the potential of hard rock formations for super-hot geothermal systems is closely 
linked to the presence of natural heat sources, such as magmatic intrusions. These intrusions create 
zones of elevated temperatures within the rocks, enabling the development of high-enthalpy 
reservoirs (Friðleifsson et al., 2015). However, drilling in the vicinity of magmatic intrusions poses 
challenges, as the extreme heat and corrosive nature of supercritical fluids can pose risks to well 
integrity and equipment (Pálsson et al., 2014). 

2.3. Challenges associated with developing super-hot enhanced geothermal systems 

(Kruszewski & Wittig, 2018) conducted a comprehensive analysis of failure modes in 20 high-
enthalpy geothermal wells worldwide, including locations in Iceland, Italy, and Japan, which 
experienced temperatures above the critical point. It is crucial to define the term "super-critical" 
accurately, as it is often used interchangeably with "super-hot." The critical point of pure water 
occurs at a temperature of 374°C and a pressure of 221 bar. However, the presence of salts can 
increase the critical temperature and pressure, resulting in even deeper drilling requirements for 
super-critical geothermal wells. For instance, (Bischoff & Rosenbauer, 1984) found that seawater 
with a NaCl concentration of 3.5% reached critical conditions at 405°C and 302 bar. The failure 
modes of geothermal wells are closely linked to the temperature and composition of the geothermal 
fluid/steam, which can damage drill bit/drill string components, drilling fluids, casing/cement, 
downhole production systems, and surface drilling and production systems. Common failure 
modes observed in previous projects include metal/elastomer fatigue, deterioration of drilling 
fluids, casing fatigue caused by temperature, cement bond failure due to temperature, significant 
corrosion of metal components due to the acidity of geothermal fluid, partial and complete loss 
circulation due to extensive fracture networks in igneous rocks, and scale accumulation in surface 
production equipment. 

Figure 1 below illustrates the maximum reservoir temperatures and pressures recorded in 
geothermal wells where supercritical conditions were encountered. The blue line represents the 
critical point of clean water, while the red line represents the critical point of seawater. Given the 
limited number of geothermal wells drilled to supercritical conditions, there is a scarcity of 
industry standards or common practices for geothermal well design and drilling operations.  

Near the brittle-ductile transition zone, located a few kilometers below the Earth's crust, 
magmatically dominated fluids exist within hotter plastic rocks, while hydrothermal fluids flow 
through the underlying colder brittle rocks (Fournier, 1999). As a result, supercritical conditions 
develop in this region. There have been instances where unexpectedly encountering supercritical 
temperatures and/or pressures during drilling operations for exploration and production wells. 
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Figure 1. Maximum reservoir temperatures and pressures measured in geothermal wells. (Kruszewski & 

Wittig, 2018) 

Challenges commonly experienced during these operations are often attributed to the physical 
properties of the rock and fluid, leading to failures in drilling, completion, or reservoir fluid 
handling. Some wells have reported dry conditions, indicating a lack of either sufficient 
permeability or formation fluid with adequate reservoir pressure, both of which are essential 
elements for efficient enhanced geothermal systems (EGS) applications. 

2.3.1. Abrasive rock formations and temperatures 

Super-hot geothermal systems often involve drilling through abrasive rock formations, which can 
accelerate drill bit wear and impact drilling efficiency. Additionally, the high temperatures can 
exacerbate the abrasive nature of the formations, further challenging drilling operations (Cardoe 
et al., 2021). Implementing robust drill bit designs, advanced drilling fluids with abrasion-resistant 
properties, and appropriate drilling parameters can help overcome abrasive rock challenges. 

2.3.2. Drill string and Casing Material Failure 

The extreme temperatures and demanding downhole conditions in super-hot geothermal systems 
can subject the drill string and casing materials to significant mechanical and thermal stresses, 
leading to material failure (Torres, 2014). Premature drill string failures and casing deformations 
can compromise drilling operations and wellbore integrity. Employing high-strength materials, 
proper design considerations, and thermal insulation techniques can enhance the reliability and 
performance of drill strings and casing materials. 

2.3.3. Wellbore instability 

Drilling in super-hot conditions can lead to wellbore instability, particularly in hard rock 
formations. Elevated temperatures and high-pressure environments can induce rock stress 
relaxation, causing wellbore collapse, formation damage, and reduced wellbore stability (Wu et 
al., 2020; Yan et al., 2014). Mitigation measures such as proper wellbore support, casing design, 
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and drilling fluid selection are crucial to prevent wellbore instability and maintain wellbore 
stability. 

2.3.4. Loss circulation events during drilling 

Loss circulation refers to the unintended loss of drilling fluids into permeable formations, resulting 
in reduced drilling efficiency, lost circulation zones, and potential well control issues. In super-hot 
geothermal systems, loss circulation events can be particularly challenging due to the high 
temperatures and complex rock formations (Magzoub et al., 2021). Effective wellbore 
strengthening techniques, such as wellbore strengthening agents and lost circulation materials, can 
help mitigate loss circulation challenges. 

2.3.5. Deterioration of Drilling Fluids 

The harsh conditions and high temperatures in super-hot geothermal systems can cause the 
deterioration of drilling fluids. Factors such as thermal degradation, chemical reactions, and 
contamination can lead to a decrease in drilling fluid performance and impact drilling operations 
(Mohamed, Salehi, & Ahmed, 2021). Implementing appropriate drilling fluid selection, regular 
testing, and conditioning procedures are necessary to mitigate the deterioration of drilling fluids 
and ensure their effectiveness during drilling. 

2.3.6. Wellbore Integrity: Cement Bond Failure 

Maintaining proper wellbore integrity is crucial in super-hot geothermal systems, and cement bond 
failure can pose significant challenges. High temperatures and thermal cycling can lead to cement 
degradation, loss of bond strength, and potential fluid migration along the wellbore (Kang et al., 
2022; Petty (b) et al., 2020; Shah, 2021). Employing appropriate cementing techniques, using 
thermally stable cement formulations, and implementing effective quality control measures are 
vital to prevent cement bond failure and ensure wellbore integrity. 

2.3.7. Corrosion and erosion 

Super-hot geothermal environments often involve exposure to corrosive and abrasive fluids. The 
presence of aggressive chemicals and high-velocity fluid flows can lead to corrosion and erosion 
of wellbore materials, including casing, drill bits, and downhole equipment (Karlsdóttir et al., 
2019). Utilizing corrosion-resistant materials, implementing protective coatings, and optimizing 
fluid compositions can minimize corrosion and erosion effects. 

2.3.8. Scaling and mineral deposition 

Geothermal fluids often carry dissolved minerals that can precipitate and deposit on wellbore 
surfaces and within the reservoir, resulting in scaling and reduced permeability (Klapper et al., 
2019). Scaling can impede fluid flow, decrease heat transfer efficiency, and lead to equipment 
fouling. Proper fluid chemistry management, scale inhibitors, and regular maintenance are 
essential for mitigating scaling issues. 

2.3.9. Reservoir performance and sustainability 

The long-term performance and sustainability of super-hot enhanced geothermal systems heavily 
rely on efficient reservoir management and production optimization. Challenges in this area 
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include reservoir characterization, fluid extraction techniques, reservoir pressure maintenance, and 
long-term sustainability (Petty (b) et al., 2020). Implementing effective reservoir monitoring, 
suitable reinjection strategies, and advanced reservoir modeling can contribute to maximizing 
reservoir performance and long-term sustainability. 

2.3.10. Seismicity and induced seismic events 

Intensive geothermal operations, including drilling and reservoir stimulation, can induce seismic 
activity in some cases. The interaction between injected fluids, rock fractures, and pre-existing 
faults can trigger seismic events, ranging from microseismicity to larger magnitude earthquakes 
(Kim et al., 2018; Majer et al., 2007; Sherburn et al., 2014). Monitoring and characterization of 
seismicity, along with proper reservoir management strategies, are necessary to minimize the risk 
of induced seismic events. 

3. Technology Review 
3.1. Limitations of conventional geothermal systems 

An overview of the conventional systems was provided in Section 2.1. Conventional geothermal 
systems have played a crucial role in harnessing geothermal energy, but they possess certain 
limitations that super-hot enhanced geothermal systems aim to overcome. One major limitation of 
conventional geothermal systems is their reliance on naturally occurring high-temperature 
resources, which are often geographically constrained to specific regions. This limitation restricts 
the widespread adoption of geothermal energy and hampers its potential as a global renewable 
energy source. In contrast, super-hot enhanced geothermal systems have the advantage of being 
able to utilize hard rock formations found in a broader range of geographical locations. This wider 
accessibility allows for the development of geothermal projects in areas that were previously 
considered unsuitable for conventional systems, thereby expanding the reach of geothermal energy 
and maximizing its utilization (Tester et al., 2006). 

Another limitation of conventional geothermal systems is the decline in reservoir performance and 
energy output over time. Continuous extraction of geothermal fluids from conventional reservoirs 
can lead to pressure drawdown and decreased reservoir temperatures, resulting in reduced power 
generation capabilities. Super-hot enhanced geothermal systems address this limitation by 
targeting higher temperatures and more abundant heat resources in hard rock formations. These 
systems can tap into super-hot zones, where temperatures exceed those typically encountered in 
conventional geothermal reservoirs. By accessing higher-temperature resources, super-hot 
enhanced geothermal systems have the potential to enhance overall energy production and extend 
the lifespan of geothermal projects, making them more economically viable and sustainable in the 
long term (Cladouhos, 2017). 

3.2. Innovative technologies for super-hot EGS drilling 

The development of super-hot EGS holds immense potential for unlocking vast reserves of clean 
and sustainable geothermal energy. However, harnessing this potential requires significant 
innovation and advancements in technology. The extreme temperatures, challenging drilling 
conditions, and complex reservoir characteristics associated with super-hot EGS necessitate the 
development of specialized tools, materials, and techniques.  
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3.2.1. Thermally Enhanced Drill Bits 

To withstand the abrasive nature of hard rock formations at high temperatures, thermally enhanced 
drill bits have been developed with improved durability and wear resistance. These drill bits 
incorporate advanced materials and coatings, such as polycrystalline diamond compact (PDC) 
cutters and high-temperature alloys, to ensure efficient drilling performance and extended tool life. 
In previous super-hot EGS drilling projects, both roller cone and PDC bits have been tested and 
thermally enhanced PDC bits have proved to perform better. One of the primary limitations 
imposed by high temperatures in super-hot geothermal drilling is the challenge associated with the 
use of elastomers and temperature-resistant grease, particularly in sealing and lubricating the 
bearings of roller cone bits. However, innovative approaches have been explored to overcome this 
limitation. For instance, in the Venelle-2 well drilling within the DESCRAMBLE project in Italy, 
a special type of polycrystalline diamond compact (PDC) bit was employed (Bertani et al., 2018). 
Additionally, in the IDDP-2 well of the DEEPEGS project in Iceland, an elastomer-free tricone 
and hybrid bit, along with a specially designed high-temperature grease rated for up to 300°C 
(572°F), were utilized (Friðleifsson et al., 2017). These successful demonstrations of drill bit 
development highlight the progress made in addressing the limitations posed by temperature on 
drill bit performance. In addition to the choice of drill bit and specialized materials, other factors 
such as rotational speed (RPM), weight on the bit (WOB), drilling fluid flow rate and pressure, 
and the strength of the rock formation being drilled are crucial considerations in achieving optimal 
drilling performance and rate of penetration (ROP) (Nygaard & Hareland, 2007). The ROP is 
influenced by a combination of these factors, and understanding the specific properties of the rock 
formation is essential for selecting the appropriate drill bit type and optimizing drilling operations. 
By considering these factors and employing innovative drill bit designs and materials, the 
limitations posed by high temperatures in super-hot geothermal drilling can be effectively 
addressed, enabling efficient and successful drilling operations in these challenging environments. 

National Oilwell Varco (NOV) has developed the Phoenix Series Drill Bits, that integrate ION™ 
cutters, which harness NOV's patented thermal-stabilizing, deep-leach technology. The optimized 
cutter geometries strike an optimal balance between fracturing and shearing rock-failure 
mechanisms, thereby maximizing the efficacy of rock failure and facilitating superior drilling 
performance. Notably, the ION-shaped cutters have proven to be highly effective and efficient in 
volcanic rock formations, delivering increased drilling efficiency without compromising 
durability. Demonstrated successes include achieving an exceptional 67% higher rate of 
penetration with a single bit run in New Zealand, as well as notable gains in drilling distances up 
to 8% farther and drilling speeds up to 36% faster in geothermal operations conducted in Indonesia. 

3.2.2. Directional Drilling and Steering Tools 

Directional drilling poses significant challenges in super-hot drilling environments, primarily due 
to the sensitivity and fragility of sensor components and the incompatibility of elastomers with 
high surrounding temperatures. The extreme heat encountered in super-hot wells can lead to the 
deterioration and damage of sensors, which are crucial for precise wellbore placement and 
navigation. Additionally, the elastomers commonly used in directional drilling tools are not 
designed to withstand the exceptionally high temperatures, resulting in degradation and eventual 
failure. The reliance on accurate directional drilling and steering tools is crucial for controlling the 
well profile in super-hot geothermal systems. 
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Traditionally, conventional methods such as the pendulum BHA assembly have been employed as 
an alternative in situations, where directional drilling tools face temperature limitations. However, 
these approaches often have limitations in terms of accuracy and control. Recognizing the need 
for advanced solutions, researchers have undertaken efforts to develop high-temperature 
directional drilling systems. For instance, (Chatterjee et al., 2015) presented a government-funded 
study on the development and testing of a 300°C (572°F) elastomer-free directional drilling 
system. The system was subjected to two field tests in the BETA field, drilling into granite rock 
below a measured depth of 4938 ft. The tests demonstrated promising results, achieving 15-20 
feet/hour rate of penetration and 6°/100 ft steering with commercially viable efficiency, providing 
valuable insights into the potential of such technologies. Nevertheless, as super-hot geothermal 
systems aim to operate at temperatures around 500°C (932°F), there is a pressing need for further 
research and development to advance directional drilling and steering tools capable of 
withstanding and operating under such extreme conditions.  

3.2.3. Drilling Fluids and Loss Circulation Materials 

Drilling fluids play a vital role in maintaining pressure control during geothermal drilling 
operations, but the presence of supercritical temperatures introduces a significant challenge known 
as thermal degradation. Researchers (Vivas & Salehi, 2021) and (Mohamed, Salehi, Ahmed, et al., 
2021) conducted laboratory experiments at temperatures up to 190°C to evaluate the thermal 
stability and effectiveness of different lost circulation materials (thermoset shape memory polymer 
(SMP)). Their studies revealed a considerable reduction in viscosity with increasing temperature 
due to thermal degradation and thinning of the drilling fluids. They concluded that temperature 
has a significant impact on the rheological properties, particularly the viscosity and gel strength of 
drilling fluids containing various chemical additives.  

During drilling of Venelle-02 well (Bertani et al., 2018), Water Based Mud weighted up with 
Ilmenite (Microdense™) and with Sepiolite as suspending agent was used. The performance of 
the drilling fluid was significantly improved in terms of temperature resistance. Even after an 
extended period, the fluid exhibited no sagging and effectively controlled fluid loss. In the study, 
Ilmenite (Microdense™) was tested as the weighting agent. This weighting agent demonstrated 
exceptional properties due to its unique particle size distribution, with an average size of 5 μm. 
These characteristics provided auto-suspending properties, effectively preventing sagging and 
settling of the weighting agent within the fluid. 

Loss circulation can result in substantial costs, accounting for more than 20% of the total 
exploration well drilling expenses (Lavrov, 2016). (Cole et al., 2017) investigated geothermal 
wells drilled between 2009 and 2017 and identified natural fractures as the primary cause of lost 
circulation. Despite attempts to mitigate the issue using various LCMs or cementing to seal the 
zones, major super-hot geothermal wells, as reported by (Batini et al., 1983; Bertani et al., 2018; 
Friðleifsson et al., 2017; Friðleifsson et al., 2015), have experienced partial to complete loss of 
circulation. Despite the availability of multiple LCM products and ongoing research projects to 
innovate prevention methods, the risk of loss circulation remains a significant concern for future 
geothermal drilling projects (Magzoub et al., 2021). 
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3.2.4. Materials for High-Temperature and Corrosive Environments 

In the context of abrasive super-hot hard rock drilling, the selection of appropriate materials is 
crucial for mitigating corrosion and ensuring the longevity of drilling equipment. Table 1 below 
presents a summary of 113 days of corrosion tests using different materials in corrosive steam 
produced from IDDP-1 geothermal well (Karlsdóttir et al., 2015; Thorbjornsson et al., 2015). The 
materials tested are carbon steel, stainless-steel, as well as rarely used titanium and Ni-base alloys. 
The chemical composition of steam consisted of mainly CO2 (339 mg/kg) and H2S (732 mg/kg) 
with average pH value of 2.7 at 240-270°C (464-518°F). Carbon steel, commonly used in 
manufacturing of pipes, drill string components and casings, exhibited the highest corrosion rate 
and extensive pitting corrosion. Austenitic stainless steels, such as the 304/316 types, showed 
limited resistance to corrosion, while higher alloyed austenitic steels demonstrated better 
performance and could be considered for use above 250°C. Duplex stainless steels exhibited 
excellent corrosion resistance below 250°C but should be avoided above this temperature due to 
structural changes and erosion-corrosion damage. Ni-base alloys, although not widely used in 
geothermal wells, showed evidence of corrosion pitting in N08825 type and small corrosion 
damage in the form of narrow pitting in N06625 type. Titanium alloys, specifically R50400 type, 
exhibited narrow pitting, while R52400 type demonstrated greater resistance. However, the use of 
titanium alloys at higher temperatures (>400°C) is limited due to strength concerns, and hydrogen 
embrittlement is a concern above 80°C. In addition to the technical considerations, the selection 
of suitable materials for geothermal applications should also consider the financial aspects, 
including the cost-effectiveness and long-term durability of the materials in corrosive 
environments, to ensure optimal performance and minimize maintenance and replacement costs. 

3.2.5. Cementing and Well Integrity 

Silica-modified Portland-based cement formulations, which are often used in oil and gas wells for 
high-temperature oil wells, are not resilient in harsh geothermal settings and do not effectively 
offer zonal isolation or metal casing corrosion-protection (Kang et al., 2022; Petty (a) et al., 2020; 
Shah, 2021). Furthermore, rapid temperature change during flow test and subsequent well killing 
operations and temperature difference between drilling fluid and formation drilled result in casing 
buckling (Chiotis & Vrellis, 1995). According to (Bertani et al., 2018), a thermally stable cement, 
ThermaLock™ developed by Halliburton was used in Descramble project in all the cementing jobs 
of 7” casing and liner and for the temporary plug and abandon job without encountering poor 
cementing quality problems. ThermaLock™ is a non-portland calcium phosphate cement system 
with superior thermal stability above 230°F (110°C) and it can be augmented with mechanical 
property enhancers for extreme environments with significant thermal and stress cycles. 
(Halliburton, Accessed 28 Jun. 2023). Figure 2 below shows visual effect of CO2 deterioration of 
Portland cement over time, while leaving ThermaLock cement virtually unaffected. Schlumberger 
developed ThermaSTONE thermally responsive cement system expands and contracts with the 
high pressures and temperatures encountered in geothermal environments. According to (Tomilina 
& Chougnet-Sirapian, 2012), lab testing at 343°C (650°F) showed that the ThermaSTONE system 
retained tensile strength for more than 6 months whereas the tensile strength of conventional 
cementing systems decreased over time. 
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Table 1. Summary of 113 days of corrosion tests using different materials in corrosive steam produced from 
IDDP-1 geothermal well in Iceland. (Karlsdóttir et al., 2015; Thorbjornsson et al., 2015) 
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Figure 2. A visual comparison of ThermaLock cement (right) and Portland cement (left) under CO2 exposure. 

4. Techno-Economic Analysis 
4.1 Methodology for analysis 

The Techno-Economic Analysis section of this paper aims to assess the feasibility and economic 
viability of geothermal systems operating within the temperature range of 170°C to 370°C (338°F 
to 698°F). By evaluating the costs, potential returns on investment, and financial aspects associated 
with the development and operation of such systems, this analysis provides valuable insights into 
their techno-economic feasibility. The Geothermal Electricity Technology Evaluation Model 
(GETEM) (Mines, 2016) is used to estimate the Levelized Cost of Electricity (LCOE) and well 
cost for multiple downhole temperatures. GETEM is an excel-based detailed model of the 
estimated performance and costs of currently available U.S. geothermal power systems. 

The measured depth input is determined to be 4 km (13123 ft) while deeper wells can be simulated 
using this tool. According to underground temperature maps at 4.5 km by (Blackwell et al., 2011), 
temperatures from 150°C to 350°C (302°F to 662°F) can be encountered across United States, 
while the some super-hot EGS well drilling activities around the world showed that super-critical 
temperatures (400-500°C (752-932°F) are possible to be untapped (Batini et al., 1983; Bertani et 
al., 2018; Friðleifsson et al., 2017). However, the GETEM tool is limited to 373°C (703.4°F) and 
it cannot run the calculations above critical temperature of the water. Therefore, the temperature 
range used in calculations was decided to be from 150°C to 370°C (302°F to 698°F). 

Rate of penetration (ROP) is one of the most important factors determining the total well cost that 
necessitates its optimization. Previous projects showed that (CATF, 2022; Kruszewski & Wittig, 
2018) drilling through hard rock formations at elevated temperatures are very challenging, limiting 
ROP between 120 ft/day to 400 ft/day. For the purpose of techno-economic evaluation, ROP 
values of 120-1200 ft/day were used in GETEM to compare total well costs and LCOE.  

The model considers both flash-steam and binary power plants for geothermal power generation. 
However, it was recommended that Binary system to be used above 200°C (392°F) and Flash 
system not to be used below 150°C (302°F). 

4.2. Cost estimation and economic viability 

Figure 3 below illustrates the change in total well cost in million US$ with increasing rate-of-
penetration in ft/day for the well with measured depth of 4 km (13123 ft). Increasing to ROP from 
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150 ft/day to 500 ft/day can decrease the well cost by twice. The percentage distribution of the 
cost categories considered by the GETEM has been given in Figure 4 for the well with MD of 
13123 ft drilled with 270 ft/day rate (GETEM default). The rig, cementing, casing and directional 
drilling are the top 4 categories consisting of 3/4 of the total well cost. Although the mud cost is 
only at 5%, it can go up significantly during partial or total fluid loss events during drilling due to 
widely distributed fracture networks. 

 
Figure 3. Well cost (mln. US$) vs Rate-of-penetration (ft/day) 

 
Figure 4. Geothermal well drilling cost categories 
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Figure 5. Temperature (°F) vs. LCOE (cents/kWh) 

Figure 5 above illustrates the impact of resource temperature on the levelized cost of electricity 
(LCOE) for both flash and binary geothermal systems, spanning a range from 340°F to 700°F 
(170°C to 370°C). It is evident that beyond approximately 400°F (200°C), the LCOE for binary 
systems starts to increase, while below this threshold, the LCOE for flash steam systems exceeds 
that of binary systems. In contrast, Figure 6 below showcases the influence of the rate of 
penetration (ROP) and total well cost on the levelized cost of electricity for a resource temperature 
of 700°F (370°C). The combined insights from these two figures lead to the conclusion that 
resource temperature has a substantial impact on reducing the LCOE than the ROP. Therefore, it 
becomes imperative to pursue higher resource temperatures to enhance the return on investment. 
However, it is essential to consider that achieving higher temperatures may necessitate drilling 
significantly deeper wells, resulting in a potential exponential increase in well costs. 

 
Figure 6. ROP (ft/day) vs. LCOE (cents/kWh) 
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Figure 7. LCOE distribution of the flash steam power plant at 700°F (370°C) 

According to Figure 7, the power plant capital cost constitutes the largest portion of the levelized 
cost of electricity (LCOE) for geothermal power. This highlights the significance of efficient 
investment in power plant infrastructure. Additionally, the development and exploration of the 
well field, including the optimization of producer and injector wells, plays a crucial role in 
achieving economic efficiency. To enhance the economic performance of geothermal power 
generation, it is important to strategically locate power plants near abundant high-temperature 
resources that are in proximity to the electrical grid. This proximity reduces transmission losses 
and enhances the overall economic viability of the project. By optimizing the number and 
placement of wells in the geothermal field, the production capacity can be maximized, leading to 
improved economic performance and a lower LCOE. 

Conclusion  
In conclusion, this study has explored the potential of super-hot enhanced geothermal systems 
(EGS) in hard rock formations and highlighted the significant advancements and challenges in this 
field. The analysis of conventional geothermal systems has revealed their limitations, particularly 
in handling the extreme temperatures associated with super-hot EGS. However, through innovative 
technologies such as advanced drilling techniques, specialized drill bits, and high-temperature 
materials, significant progress has been made in addressing these limitations. The successful 
development and application of tools like the Phoenix Series Drill Bits and elastomer-free 
directional drilling systems demonstrate the effectiveness of these technological advancements. 

The thermal degradation of drilling fluids and the issue of loss circulation have been identified as 
critical challenges in super-hot drilling. Laboratory experiments have provided valuable insights 
into the thermal stability and rheologic properties of drilling fluids, facilitating the development of 
temperature-resistant additives and mitigation strategies. The study of corrosion resistance in 
different materials has revealed the varying performance of carbon steel, austenitic stainless steels, 
duplex stainless steels, Ni-base alloys, and titanium alloys in corrosive geothermal environments. 
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These findings underscore the importance of carefully selecting materials that offer the necessary 
corrosion resistance and structural integrity for long-term geothermal operations. 

From a financial standpoint, the selection of materials must consider both the initial costs and the 
long-term cost-effectiveness. Investing in high-performance materials that can withstand the 
extreme conditions of super-hot EGS can lead to reduced maintenance and replacement costs over 
the project's lifespan. Furthermore, the economic viability and potential returns on investment must 
be evaluated through techno-economic analysis, considering factors such as project scale, resource 
potential, and market conditions.  

All in all, the development of super-hot enhanced geothermal systems in hard rock formations 
presents immense potential for sustainable and reliable energy production. The advancements in 
drilling technologies, materials, and fluid management discussed in this paper have paved the way 
for future research and development in the field of geothermal energy. However, further research 
is still needed to address remaining challenges, such as directional drilling, well integrity, and 
environmental considerations. By continuing to innovate and refine these technologies, the 
geothermal industry can unlock the full potential of super-hot EGS and contribute to a cleaner and 
more sustainable energy future. 
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ABSTRACT 

Growth in the geothermal power market occurs one well at a time, varying from 0 MW to 50 MW 
per well drilled. Drilling is a primary cost for geothermal energy development and, therefore, 
unsuccessful wells are a major risk to geothermal industry growth. The utilization of superhot rock 
(SHR) geothermal resources provides the opportunity to significantly increase the growth rate 
while also reducing investment risk in the geothermal power market by targeting 20+ MW 
opportunities for every well drilled. SHR development requires technological advancements in 
drilling into hard rock (basement) High Pressure High Temperature (HPHT) environments and 
deeper understanding of how to produce this thermal resource from HPHT settings that are likely 
limited in producible fluids. 

In this paper, we discuss one of the technological advances enabling Millimeter Wave (MMW) 
drilling of SHR. The MMW drilling technique utilizes focused electromagnetic (non-ionizing) 
radiation to rapidly raise rock temperature via dielectric heating to effectively vaporize the solid 
rock mass, reducing rock to a cloud of condensed ash products that can be conveyed uphole via a 
circulating purge gas for material removal. The MMW beam, much like a conventional drill bit, is 
guided and directed by the drilling assembly in a desired direction to produce a wellbore. Through 
the MMW Drilling process the wellbore wall is melted and then vitrified upon cooling, building a 
sealed wellbore glass liner that stabilizes the hole during drilling and could potentially replace 
casing in providing long-term borehole stability and sealing. This process has been successfully 
performed in the laboratory and is being prepared for field demonstrations. Several key 
considerations must be addressed in preparation for field demonstration specifically related to the 
HPHT environment, the vitrified wellbore lining, and the reservoir production process. 

Here, we introduce the geomechanical considerations for geothermal field development in hard 
rock HPHT environments. First, the geomechanical setting is defined including previous work, 
known parameters, and unknown parameters. Next, the multiple wellbore use case scenarios are 
presented with accompanying pressure-temperature impacts outlined. Finally, additional 
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unknowns are introduced associated with the vitrified wellbore lining. Preliminary results are 
presented for one of the use case scenarios and the next steps are defined. 

1. Introduction  
The geothermal industry has had comparatively minimal growth due to there being few places in 
the world with the convenient mix of hot rock, water, and permeability needed to produce 
high‑quality steam. Therefore, there is incentive for drilling deep wells into hard rock to extract 
high temperature heat and producing steam that could be used to reestablish older plants connected 
to power grids (Rassenfoss, 2023), although pure Enhanced Geothermal systems (EGS) has yet to 
be proven commercial outside of an existing geothermal system mostly because it is not cost 
competitive to develop an EGS for the given resource. As such, super-hot rock (SHR) geothermal 
resources may be an interesting target for commercial development (Garrison, 2020). SHR are 
those where temperature and pressure surpass the supercritical point of water, usually more than 
700 °F. Also, the supercritical condition increases fluid energy density, and the energy conversion 
efficiency improves by 2.5x, increasing 10x the heat extraction in comparison to conventional 
geothermal (Garrison, 2020). Nonetheless, reaching the required depth in hard rock, more than 
32,000 ft, requires improving conventional drilling and promoting new technologies. In addition, 
similar to the development of oil and gas unconventional reservoirs in the US, there were lessons 
learned acquired to use in other fields such as geothermal. However, there are limitations, such as 
bits, drilling fluids, and tools (seals and packers), and they are not prepared for the new conditions. 
Thus, Woskov (2009) proposed an innovative technique using a new zone of the electromagnetic 
spectrum; millimeter wave (MMW) wavelengths at 30-300 gigahertz (GHz) frequency to drill 
these deep boreholes. This drilling technique was validated in the lab and is being further 
developed for field trials. 

While there are challenges to this technique, there are distinct advantages of using MMW for 
drilling, namely that the MMW drilling process could operate independent of depth and 
temperature, which factor into declining performance with increased depth for conventional 
drilling technologies. The gyrotron, a commercially available technology initially developed for 
nuclear fusion research, is the high-power source of RF energy at MMW frequencies that enables 
generation, transmission and efficient conversion of MMW energy into heat to melt and vaporize 
hard rocks. One key issue with ultra-deep wells is lost circulation, which can affect the wellbore 
stability and increases operational cost and logistical challenges (Pu, 2022). Lost circulation 
materials will likely still be used for necessary zonal plugging in these deep wells. The 
geomechancial properties of the lost circulation materials, then, adds heterogeneity and wellbore 
stability risk if the geomechanical properties are not properly accounted for in modeling, and 
operations made to mitigate risk. In addition, Xu (2022) mentions that lack of information to 
characterize in-situ stress for ultra deep reservoirs is one of the most significant challenges to 
model a geomechanical description of the location, and consequently the well design for ultra deep 
drilling. 

Here, we present a conceptual inventory of the various geomechanical challenges likely to be 
encountered for the process of drilling, completing, producing, and injecting within an ultradeep, 
SHR borehole, specifically drilled using MMW drilling technology.  
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2. Review of Deep Boreholes Worldwide and Available Data 
There are multiple deep boreholes throughout the world, and some boreholes and geothermal 
systems approaching superheated conditions. These various data were used to define the potential 
base case and boundary conditions for the geomechanical assessment for SHR wellbores. Here, 
we present a comprehensive literature review of deep wellbores around the world. This part is 
divided into two sections related to different locations and geomechanical properties collected. 
The oil and gas industry typically extracts hydrocarbons stored in sedimentary rocks (Zou, 2015), 
and as such, does not drill or collect much data from the basement, where we would target for 
SHR. Therefore, there are only a handful of wells with the data of interest for this study. The 
deepest boreholes drilled were all drilled as scientific wells or deep gas exploration wells (Table 
1), drilled between 1962 and 1995 (Bram, 1995). Kola (Russia), a super-deep borehole located in 
the north-eastern part of the Kola peninsula, is the deepest penetration into the Earth's crust (12,260 
m). Kazansky (1992) describes that the target was a crystalline basement of the Baltic Shield. The 
two main geological formations encountered while drilling were the Paleoproterozoic volcano-
sedimentary sequences known as Pechenga Complex, underlain by the Archean gneisses and 
amphibolite.  

Morawietz (2020) described the German Continental Deep Drilling Program project well KTB, a 
wellbore drilled in NE Bavaria, to a depth of 9,101 m at a temperature of 265 °C. The drilled 
crustal segment covers an alternating sequence of paragneisses, metabolites, and gneisses, and 
amphibolites (Emmermann, 1997). The well Bertha Rogers No1 (USA) was drilled to 9,583 m for 
gas exploration in 1974, unfortunately, no commercial gas was found, and a molten sulfur deposit 
was found, which solidified around the drill string, causing the drill pipe to twist off and a loss of 
the bottom-hole assembly (Price, 1981). The well was plugged back and completed in the Granite 
Wash formation. The Zistersdorf UT-2 well was drilled to 8,553 m in Austria for gas exploration 
(Moritz, 1985). This well faced hostile conditions such as high temperature, high pressure, and 
failure of casing coupling caused by cementing problems. The combination of these findings helps 
guide the model development here. 

Table 1. List of deep wells first presented in Bram (1995). 

Project Depth (m) Year 

Kola SG 3, USSR gas exploration (Bram, 1995) 12260 1985 
KTB Oberpfalz HB scientific drilling (Morawietz, 2020) 9101 1994 
Bertha Rogers, USA gas exploration (Price 1981) 9583 1974 
Zistersdorf UT-2, Austria gas exploration (Moritz, 1985) 8553 1983 
Mirow, GDR scientific drilling (Bram, 1995) 8008 1985 
Munsterland gas exploration (Kombrink, 2021) 5996 1962 
KTB Oberpfalz VB scientific drilling (Morawietz, 2020) 4000 1989 

 

The geomechanical properties collected for these deep wellbores were compiled and analyzed by 
Morawietz (2020), who built a profile of initial in-situ stresses (vertical, and horizontal) of stress 
magnitude data, 530 data points (370 minimum horizontal stress, and 151 horizontal stress) from 
borehole slotting, formation integrity test (FIT), leak-off test (LOT), core measurement, mini-frac, 
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and other measurement types (Figure 1). For SHR thermal properties, the Hengill geothermal 
system is used as it is one of the better described high temperature systems for mafic volcanic 
rocks. Mafic volcanic areas such as the Hengill geothermal system and intermediate volcanic 
localities such as Newberry Volcano are SHR targets highlighted in recent publications (Juncu, 
2020). The profile of initial in-situ temperature within the Hengill geothermal resource varies from 
about 200 °C to about 320 °C (Franzson, 2010). Batir et al. (2012) compiled physical properties 
and borehole conditions for stress field characterization for an injection well associated with the 
Hellsheidi geothermal power plant, in the Hengill volcanic system. These properties included 
values such as internal friction, unconfined compressive strength, Biot coefficient, Poisson’s ratio, 
linear coefficient of thermal expansion, borehole mud pressure, formation fluid pressure, vertical 
stress, and coefficient of friction. Juncu (2016) provided information related to Poisson’s ratio, 
shear modulus, and linear thermal expansion coefficient of Hengill geothermal area (Iceland). Pratt 
(1972) provided thermal conductivity and specific heat.  

 
Figure 1. In-situ stresses (vertical and horizontal) of stress magnitude data (from Morawietz, 2020). 

3. Geomechanical Challenges expected for Superhot Rock and MMW Drilled wells 
There are specific wellbore stability challenges associated with each phase and type of wellbore. 
These challenges may be different for a SHR well and further magnified from MMW drilling. 
Before drilling or even numerical modeling, we conceptualize the various challenges that may be 
experienced. 

3.1 Drilling 

The drilling process actively destroys the subsurface rock, producing pressure pushing on the rock, 
fluids pushing into and out of the rock, and ultimately developing a void in the subsurface that was 
not previously there, among other new environmental considerations. The impacts of these 
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changes depend on the context in which drilling is performed. MMW drilling will essentially be 
air drilled, creating the potential for a significantly underbalanced pressure regime for drilling, 
where the pressure within the borehole is lower than the formation. In conventional drilling, the 
wellbore pressure is maintained above the formation pressure to prevent an influx of formation 
fluids into the wellbore, which could cause a blowout or other drilling-related problems. During 
drilling, then, there could be higher risk of wellbore failure due to fluid influx. An additional 
difference is the rapid heating of the rock which causes vaporization, effectively allowing the well 
to be drilled. The drilling process itself, then, may produce a halo of thermal alteration beyond the 
vaporized rock, which may produce a zone of weakened material directly adjacent to the wellbore. 
Furthermore, the melting and vaporization of the rock, when recrystallized, produces a glass like 
liner, effectively sealing the wellbore. The strength properties of this liner and its reaction to 
thermal and mechanical stresses will be key to the production and injection wellbore scenarios. 
Rock samples have been produced in laboratory testing, but the material properties were not tested 
at the time of this study and therefore were not incorporated into these models. 

3.2 Shut-in Wellbores 

Shut-in wellbores refer to wells that have been temporarily closed and are no longer producing. 
These wellbores can face various challenges due to their inactive status. Some of the common 
challenges include pressure buildup. When a well is shut in, the pressure in the wellbore and 
reservoir can increase over time due to the accumulation of hydrocarbons. This pressure buildup 
can potentially cause damage to the well equipment and may lead to well integrity issues. Inactive 
wellbores are more susceptible to internal corrosion and scaling, where corrosion occurs when the 
metal surfaces of the wellbore and production equipment react with the fluids left inside the well, 
leading to deterioration, potential leaks, and scaling, restricting/reducing flow. Shut-in wellbores 
might experience formation damage, where the reservoir rock near the wellbore becomes plugged 
or clogged due to various factors like fines migration or chemical reactions. This can reduce 
productivity when the well is brought back into production. The pressure and temperature changes 
during shut-in periods can affect the mechanical properties of the wellbore, potentially leading to 
wellbore collapse or instability when production operations resume. These challenges are expected 
to also be present in SHR wells, among others. 

The ductile nature of SHR can pose significant challenges for wellbores that are sitting idle for 
extended periods. Over time, the rocks can slowly flow or deform plastically under the influence 
of high temperatures and stress, known as creep, which could close the wellbore within an open 
hole completion section. Similarly, creep could exhibit unique stresses onto a wellbore and also 
variably magnify stress on compromised zones based on the ductile nature of the underlying rock. 

3.3 Production 

Wellbore stability is a critical concern in production operations. The primary impacts of 
geothermal fluids production are thermal expansion and cement breakdown. This thermal 
degradation of the wellbore materials leads to a loss of wellbore stability. The extreme heat 
encountered in SHR wells would likely magnify these negative impacts. The high temperatures 
may also cause differential expansion and contraction of the wellbore, potentially leading to cracks 
or fractures in the surrounding rocks. The geology of the reservoir and the surrounding rocks plays 
a crucial role in wellbore stability. High temperatures can alter the mechanical properties of the 
rocks, making them more susceptible to failure and collapse, especially if there are pre-existing 
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fractures or faults in the formation. Also, the temperature gradient between the wellbore and the 
surrounding rock can create thermal stresses that affect the integrity of the wellbore. These stresses 
can lead to wellbore deformation, which may result in mechanical failure or lost circulation. For 
SHR wells, these may also be exacerbated because of the higher temperature differential between 
the produced geothermal fluid and the surrounding formations. 

3.4 Injection 

Water injection through injection or disposal wells into the formation during certain operations 
may have implications for wellbore stability. Water injection is used in various applications within 
the oil and gas industry and geothermal energy production. This process is the key contributor to 
hydraulic fracturing for unconventional oil and gas reservoirs.  

The potential issues related to wellbore stability when injecting cold water are primarily associated 
with fracture induction. The water injection into the formation increases the pressure from 
increased mass flow into the relatively confined pore space, which can lead to the creation or 
extension of fractures in the rock through tensile and/or shear failure. Additionally, the water 
injection is often colder than the reservoir temperature conditions, which can increase tensile stress 
through rock contraction within the reservoir. This can result in altered pressures throughout the 
wellbore along the walls, potentially leading to instability and risk of wellbore collapse or damage. 
Presumably these additional stress and wellbore risks would be magnified at existing weak points 
within the existing wellbore. Finally, when cold water interacts with certain types of rock 
formations, which could produce mineral reactions and potentially release of fine particles (such 
as clay minerals). These interactions and production of particles might migrate and clog the 
wellbore, reducing productivity and possibly impacting wellbore stability. 

4. Initial SHR Geomechanical Modeling Efforts 
Here, we present the results of a preliminary wellbore stability study for a conceptual deep 
geothermal injector well in basement rock targeting SHR geothermal. The model tests water 
injection, effectively testing the impact of the temperature differential between the SHR and the 
injected water. This preliminary model assumes a more traditional wellbore design as a first step 
to understanding the geomechanics of SHR geothermal energy production. The water injection 
rate was varied from 0 to 100 kg/s and all other parameters kept constant. For the preliminary 
model, the geothermal reservoir rock properties are based on the Utah FORGE Granite properties, 
modified to resemble rock properties at 10 km depth, that is, representative of higher stress and 
temperatures expected at this depth. The completion was a vertical well with an open hole 
completion in the basement rock section. 

A 2D wellbore stability model was built and analyzed using a geomechanical numerical simulator, 
(commercial finite element package). The influence of the water injection rate on the simulation 
results was realized through the bottom hole pressure and temperature record. Analytical models 
were used to derive the flowing pressure and temperature along the well. 
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4.1 Well Design 

The well design for the hypothetical deep geothermal well (Figure 2) was selected based on the 
literature review for the existing deepest wells in the world. The casing design in the top 
sedimentary formations, down to the depth of 3.5 km, generally follows the design of the IDDP 
deep geothermal well in Iceland (Karlsdottir et al., 2022). The bottom section of the well is open 
hole in the basement rock from 3.5 km to 10 km depth with 8½ inches in diameter. 

 
Figure 2. Schematic for conceptual ultra-deep wellbore, with an upper interval encased from 0 to 3.5 km 

depth and an open-hole section at 3.5 – 10 km. 

4.2 Rock Properties 
The material properties for the base case scenario were selected to correspond to the granitic rocks 
at FORGE, described in detail by Gwynn et al. (2019). All thermal property values were reported 
for rock samples of granitic compositions characterized by higher quartz content (13-36%), 
measured on drill cuttings and core pucks. The base case values were picked from these measured 
values to represent average values from FORGE (Table 2), and then modified appropriately to 
incorporate depth and temperature corrections. Note that there were multiple tests conducted on 
rock samples as well as logs collected within the published FORGE datasets (Moore, 2016; 
McLennan, 2018; Gwynn et al., 2019). Here, we used the log-based values for all modeling 
purposes to keep consistency for the modeling scenarios. 
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Table 2. Rock material properties for the base case scenario. 

Input Value Units Base Case Range Notes 

Thermal conductivity W/(m°C) kr = 3 2.4 – 4  

Specific heat capacity kJ/(kg°C) cr = 1 0.7 – 1  

Linear thermal expansion coefficient 10-6/°C αr = 8 2 – 43  Literature values 
Bulk density g/cm3 ρr = 2.7 ±0.08  
Young’s modulus GPa E = 30  Log based 

Poisson’s ratio  ν = 0.3  Log based 

Unconfined Compressive Strength MPa σc = 125 80 – 145  Log based  

Drucker-Prager friction angle  β = 45° 43 – 55  Computed 

Drucker-Prager cohesion MPa d = 83.3  Computed 

Mohr-Coulomb friction angle  φ = 25°   

Mohr-Coulomb cohesion MPa cMC = 39.5   

Tensile Strength MPa σt = 10 7.5 – 16  
 

In the geomechanics numerical software, a more computationally stable equivalent of the Mohr-
Coulomb shear failure criterion is available called Drucker-Prager shear failure criterion. It is 
formulated in terms of the mean stress p and von Mises shear stress q defined as follows: 

 

𝑝𝑝 = (𝜎𝜎1′ + 𝜎𝜎2′ + 𝜎𝜎3′)/3         (1) 

𝑞𝑞 = �3𝐽𝐽2 = �1
2

[(𝜎𝜎1′ − 𝜎𝜎2′)2 + (𝜎𝜎2′ − 𝜎𝜎3′)2 + (𝜎𝜎3′ − 𝜎𝜎1′)2]    (2) 

Here, 𝜎𝜎𝑖𝑖′, i = 1, 2, 3, are the principal effective stresses and J2 is the second invariant of the 
deviatoric stress tensor S = σ ′ – pI, and I is the identity tensor. The Drucker-Prager failure criterion 
is defined as a straight line in the meridional p–q plane (Figure 3): 

q = d + p tanβ,          (3) 

where d is called Drucker-Prager cohesion, and β is Drucker-Prager friction angle. 

3005



Porlles et al. 

   
 

                        

Figure 3. Drucker-Prager shear failure envelope in the meridional (left) and deviatoric (right) planes. 

The Drucker-Prager failure surface has a circular cross-section in the deviatoric plane (Figure 3, 
right) that encloses the hexagon cross-section of the corresponding Mohr-Coulomb shear failure 
surface. The smoothness of the Drucker-Prager surface facilitates better numerical convergence of 
the analysis. In addition, the Drucker-Prager formulation makes the failure criterion depend on the 
intermediate stress as opposed to the Mohr-Coulomb criterion that depends on the minimum and 
maximum stresses only. 

4.3 In-Situ Stress 
In-situ stress profiles cannot be taken directly from the FORGE site because it is much shallower 
than the target of this study. Typically, the vertical stress is calculated as the weight of the 
overburden rock, i.e., the integral of the mass density profile ρ r(z) with depth times the acceleration 
due to gravity, g = 9.80665 m/s2: 

𝜎𝜎v(𝑧𝑧) = 𝑔𝑔∫ 𝜌𝜌r(𝜁𝜁) d𝜁𝜁𝑧𝑧
0 .       (9) 

We assume the average density of the top sedimentary layers to be ρ r(z) = 2.5 g/cm3. Thus, the 
density profile is taken as a step function: 

𝜌𝜌r(𝑧𝑧) = �2.5 g cm3⁄ ,    0 ≤ 𝑧𝑧 < 3.5 km,
2.7 g cm3⁄ , 3.5 ≤ 𝑧𝑧 ≤ 10  km.

 

The minimum and maximum horizontal stresses σ h and σ H are typically estimated from sonic logs 
and calibrated to field measurements. They are often represented as fractions of the vertical stress 
over each formation layer. In this study, we assume the normal faulting stress regime, i.e., that the 
vertical stress σ v is the maximum principal stress, and take horizontal stresses as 

σ h = 0.6σ v             σ H = 0.8σ v. 

At the depth of z = 10 km, the three principal stresses and their corresponding gradients are then 
calculated as 
 σ v = 258 MPa, σ v/z = 25.8 kPa/m = 1.14 psi/ft, 

 σ H = 206 MPa, σ H/z = 20.6 kPa/m = 0.91 psi/ft, 

 σ h = 155 MPa, σ h/z = 15.5 kPa/m = 0.69 psi/ft. 

For comparison, at FORGE the vertical stress gradient was calculated as σ v/z = 1.13 psi/ft, while 
horizontal stress gradients are estimated as σ h/z = 0.58-0.63 psi/ft and σ H/z = 0.68-0.82 psi/ft 
(McLennan, 2018), which is similar, even though at a shallower depth. We assume no fluid present 
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in the pores in the hot dry rock of interest. Therefore, the pore pressure is zero, Pp = 0 MPa, and 
the effective stress tensor is equal to the total stress. A quick comparison of the in-situ stresses at 
z = 10 km depth and the Mohr-Coulomb failure envelope is shown in Figure 4. Cooling the near 
wellbore rock volume to the wellbore temperature builds volumetric tensile thermal stress σ Θ that 
equally reduces all three initial compressive in-situ principal stresses. On the Mohr-Coulomb 
diagram it is reflected by shifting the Mohr circles of the in-situ stress state to the left towards the 
failure envelope. The magnitude of thermal stress σ Θ is a product of the Young’s modulus E and 
the thermal strain that, in turn, is a product of the temperature change and the linear thermal 
expansion coefficient. Negative temperature change inflicts negative thermal stress, that is, tensile 
in nature. For wellbore temperature Tw = 50°C and geothermal temperature TΘ = 525°C at depth z 
= 10 km, the thermal stress calculates to σ Θ = –114 MPa. Figure 4 shows that, with the parameters 
used, the stress state of the chilled subsurface stays within the elastic range with respect to both 
shear and tensile failure surfaces. 

 
Figure 4. Mohr-Coulomb failure envelope with in-situ and thermal stresses. 

5. Finite Element Model 
To obtain a detailed solution to the problem of wellbore stability during cooling, a 2D fully coupled 
thermal and generalized plane strain elastoplastic mechanical wellbore model was constructed in 
a geomechanics numerical simulation software (Abaqus), a well-established commercial finite 
element software package by Simulia, Dassault Systèmes. The model aimed to reproduce the stress 
redistribution around the wellbore from the cooling associated with cold water flow in the 
wellbore. The desired results were calculations of the associated thermal contraction and potential 
shear failure of the rock and sensitivity of the solution to the water injection flow rate. The 
constructed model (Figure 5) is 20 x 20 m, set to be ~10 times the wellbore diameter (8½ inches 
= 20.59 cm) to reduce the boundary effect on the results. The mesh is 7,200 solid 8-node quadratic 
quadrilateral elements with an added temperature degree of freedom (CPE8T). The element size 
increases from ~5.65 mm near the wellbore (3° angle of the wellbore circumference) to ~66 cm at 
the outer boundary of the modeled domain. The rock is modeled as an isotropic linearly elastic 
material with Drucker-Prager plasticity. Far-field stress and temperature boundary conditions were 
established, and an internal well pressure set along with fixed boundary conditions to prevent rigid 
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body motion of the entire model. The far-field constant temperature boundary condition is applied 
at the outer boundary of the model. The cooling through the wellbore is achieved by applying a 
temperature boundary condition (in some cases, with a prescribed time dependency) to the 
wellbore wall. The first step in the analysis is equilibrating stresses around the drilled hole. 
Initially, a uniform stress field with in-plane σ H and σ h as principal stresses and an out-of-plane 
stress σ v is prescribed to the entire model. The stresses redistribute to equilibrate with stress 
boundary conditions, while the pressure in the wellbore reduces from σ h = 155 MPa to the 
hydrostatic wellbore pressure Pw = 98 MPa. The second step is a fully coupled thermomechanical 
analysis. The initial uniform temperature field is prescribed to the entire model and then is 
perturbed by the prescribed temperature at the wellbore. At the same time, the wellbore pressure 
lowers instantly due to cooling and the flowing wellbore pressure drops to 87.6 MPa.  

 
Figure 5 2. Geomechanical numerical model (geometry and mesh) 

 

5.3 Simulation Results 
The static, equilibrium wellbore simulation results (Figure 6) show that minimum principal stress 
remains compressive, and no shear failure occurs. The solution is elastic everywhere and therefore 
matches the analytical Kirsch solution. This solution also corresponds to the limit case scenario 
with zero injection rate (W = 0 kg/s). 

20 m

20.59 cm
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Figure 6.  Model results at the drilling step: maximum (left) and minimum (right) in-plane principal stress 

distributions around the wellbore with hydrostatic pressure Pw = 98 MPa in the wellbore. 

Next, the time-dependent, thermo-mechanical analysis is run, examining the wellbore stress 
distribution related to temperature changes from water injection (Figure 7). The corresponding in-
plane minimum and maximum principal stress distributions are shown in Figure 7. Again, we 
observe no plasticity, although the minimum principal stress approaches zero at the wellbore wall 
in the direction of σ H (at x = ±R). This is the hoop stress σθ, negative values of which may promote 
radial fractures, which is contrary to the analytical solution that is based on the assumption of a 
uniform temperature distribution. The propagating cooling front, therefore, results in a different 
stress redistribution around the borehole. 

        
Figure 7. Maximum (left) and minimum (right) in-plane principal stress distribution after 1 year of cold-

water injection for the base case scenario with time-dependent wellbore temperature and flowing borehole 
pressure Pw = 87.6 MPa. 
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5. Conclusions 
A wellbore stability analysis was performed for a hypothetical deep injection well drilled in 
superhot basement rock. The hypothetical scenario was constructed by using rock properties of an 
analogous geothermal reservoir in hot dry granite targeted for geothermal development at the Utah 
FORGE site, applying stress and temperature conditions characteristic of 10-km-deep SHR 
geothermal development. The model tested the impact of cold-water injection operations on 
wellbore stability, varying water injection rate and keeping all other parameters constant. 

Several scenarios with injection rates up to 100 kg/s and various downhole wellbore pressure and 
temperature profiles were evaluated. None of the models show borehole stability issues. The 
obtained solutions exhibit neither shear nor tensile failure for the assumed mechanical properties 
and remain entirely in the elastic range. In this regard, the solution shows relatively low sensitivity 
to the injection rate and the associated bottom hole pressure and temperature changes. 

One parameter not tested is the alteration of thermal and mechanical properties of granite due to 
the MMW drilling and the associated exposure to near-melting temperatures. The MMW drilling 
produces a glass like liner material that would act as a casing for the wellbore. It is imperative to 
explore these material changes through a thorough experimental program to guide the design of a 
comprehensive sensitivity study to next incorporate the produced liner. 

6. Next Steps 
While this study suggests high quality wellbore stability, we only examined one of multiple 
variables that may change during operations. Next steps to expand the sensitivity analysis include 
varying the thermal and mechanical properties of the rock. Assuming unaltered rock, we suspect 
the highest sensitivity parameters will be the thermal expansion coefficient, Young’s modulus, and 
strength parameters. These parameters will be tested using further advanced numerical modeling. 
Furthermore, additional data should be collected and implemented into models to simulate the 
impacts of the MMW drilling process on rock mechanical properties, wellbore stability, and well 
injectivity. This further study will add insight to the main unknown in the drilling process using 
MMW: the rock properties change due to drilling after its exposure to near-melting temperature 
and the glass liner recrystallization after vaporization. A detailed experimental program targeting 
characterization of these temperature-dependent parameters and comprehensive modeling of the 
MMW drilling process are highly recommended. 
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ABSTRACT 

Wellbore modelling was undertaken to estimate the potential production of a supercritical 
geothermal well in Taupo Volcanic Zone, New Zealand seeking to characterise fluid and energy 
flows from the reservoir to the surface. Well configurations with feed zone depths between 4500 
to 6000 meters were simulated to extract supercritical fluid from the Taupo Volcanic Zone deeper 
metasedimentary formations. A bottom-up simulation approach using different feed zone 
parameters and casing sizes with the fluid thermodynamic properties computed up to the wellhead. 
The values computed at the surface characterised the well production potential including the mass 
flow rate, enthalpy, thermal power and exergetic power across a range of wellhead pressures. 
Sensitivity analysis shows that permeability directly affects the well output. However, a deeper 
and hotter well does not guarantee a higher production potential. It was also observed from the 
simulation that at the optimum wellhead pressure for energy delivery, supercritical fluid is unlikely 
to produce at the surface, but instead superheated steam is expected. 

1. Introduction 
Supercritical conditions present deep within the Taupo Volcanic Zone (TVZ) at temperatures 
greater than 400oC are a prospective renewable and low-carbon energy source yet to be harnessed 
(Carey et al., 2021, Chamberfort et al., 2022). Using supercritical geothermal energy is not a new 
concept having been researched in a number of countries: Iceland, Japan, USA. The birth for 
supercritical research and exploratory drilling started in Iceland through the Deep Vision project 
in 2000 (Friðleifsson et al., 2014). Research and drilling were driven from the theoretical wellbore 
assessment presented by Albertsson et al. (2003) where a 5 km well, with a diameter of 9 5/8”, 
extracting fluid from the supercritical reservoir at temperature of 550oC was simulated to produce 
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superheated steam at a wellhead pressure of 195 bar and temperature of 500oC. The electrical 
output was assessed to be ~50MWe, an order of magnitude increase compared to the typical 5MWe 
output of an Icelandic steam well producing at a reservoir feed zone flow rate of 0.67m3/s. 

This paper reports assessments undertaken seeking to evaluate supercritical fluid production from 
wells in the TVZ. Theoretical wellbore modelling was conducted using a range of well and 
reservoir parameters to simulate fluid flow at the wellhead. The simulated results are presented 
including the computed thermal and exergetic power.  

1.1 Thermal Power and Exergy 

Thermal power, expressed as q, is the total thermal energy available from the geothermal fluid at 
the wellhead. 

q = ṁ  × h  

Where ṁ and h are the mass flow rate (kg/s), and enthalpy (kJ/kg) of the fluid, respectively.  

Exergetic power, is the theoretical maximum work production, independent of any power cycle 
assumptions, computed at the wellhead conditions relative to the surroundings which are at the 
ambient dead state temperature conditions To (Degrees K). 

W�  = ṁ  × [h −  h𝑜𝑜  −  T𝑜𝑜 x (s −  s𝑜𝑜)] 

Where W� , ho, s, and so are respectively the; theoretical maximum work output (kJ/s), dead state 
enthalpy (kJ/kg), entropy of the fluid (kJ/kg-K), and dead state entropy (kJ/kg-K).  

The exergy approach addresses the quality of the thermodynamic fluid conditions and is useful for 
computing and comparing the equivalent maximum mechanical work for simulated and actual 
production well data. Also using exergy analysis, it is possible to identify the wellhead conditions 
that produce the theoretical optimum work output from across a range of wellhead conditions. 
There are numerous publications that describe exergy in open geothermal system power 
production such as DiPippo (2016). 

For the New Zealand situation, the exergy calculations have been made using production wellhead 
data computed using an ambient dead state temperature of 293.15 K (20°C) at which the dead state 
enthalpy and entropy are calculated.  

2. Wellbore Modelling and Simulation 
Wellbore simulation was undertaken to estimate the production potential from TVZ supercritical 
wells, charaterising well performance at different wellhead conditions. The work described in this 
paper comes from the GNS Science report by Rivera and Carey (2023)  

In that work the wellbore simulation code used was the GFlow wellbore simulator developed by 
GNS as described in Kato et al. (2015) which has supercritical capability. GFlow includes time-
based heat loss calculations from the wellbore to the surrounding formations, gravity effects on 
the fluid delivered, fluid friction head loss calculations as the fluid ascends the wellbore and the 
slip between liquid and vapor phases.  
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The assumptions used in the wellbore simulation work are briefly described below. 

• The fluid is assumed to be pure water.  
• Thermal losses through heat transfer from wellbore to the formation are accounted for with 

the TVZ formation properties coming from Mielke et al., (2016) ( presented in Table 1) 
and the flow duration at which the heat transfer is calculated set at 107seconds (about 115 
days).  

• The casing roughness was set at 0.5 mm (5x10-4 m) and the slotted / perforated liner 
roughness set to 0 m as is the convention for wellbore simulation.  

• The results described in this paper are for a well with a 6000m deep feedzone.  

Table 1: Formation properties used in the calculation of wellbore to formation heat transfer. 

Formation Property Value 
Density  2700 kg/m3 

Thermal conductivity  2.0 W/m-K  

Specific heat  800 J/kg-K  

Details of the fluid state condition, wellbore configurations, and reservoir parameters used in the 
simulations are described in detail in Rivera and Carey (2023) and summarized in the sections that 
follow. 

2.1 Pressure and Temperature Profile 

The temperature profiles in the wellbore models came from profile similar to the Rotokowa area, 
where the highest bottomhole temperature in TVZ has to date been measured (Carey, et al., 2021). 
A shallower cooler zone is inferred from the surface down to 100 m with a temperature of about 
20°C to that depth. Below this depth, a thermal gradient of ~150°C/km has been assumed in the 
formation down to the top metasedimentary (greywacke) basement, which is inferred down to 
~1950 mVD. The temperature in the greywacke is then projected to increase between 37.5 to 
50°C/km which is the basis of the three temperature cases simulated, reaching 450°C, 500°C and 
600°C at 6000 m as shown in Figure 1. 

The reservoir pressure is hydrostatic from the surface and is calculated using the overlying density 
of the static fluid column as a function of temperature. The three pressure profiles that correspond 
to the three temperature cases are shown in Figure 1. The pressures at the 6000 m feed zone depth 
together with the fluid density are tabulated in Table 2. The fluid density, along with the feedzone 
pressure, reduce substantially with increasing temperature. 
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Figure 1: Temperature and pressure profiles for three different simulation cases – 450oC in red, 500oC in blue, 

and 600oC in green, at 6000 m depth. 

 

Table 2: Temperature, pressure and density at 6000 m and naming nomenclature. 

Nomenclature Temperature 
(oC) 

Pressure 
(bar) 

Density 
(kg/m3) 

PT-1 450 395.9 264.7 

PT-2 500 344.1 140.6 

PT-3 600 289.3 83.7 

2.2 Casing Configuration 

A range of well sizes (WS) were reported in Rivera and Carey (2023) from narrow diameter, more 
suitable for measurement, sampling and monitoring, through to possible production well casing 
options. In this paper the results for a well with the 9 5/8” diameter casing set at 3500 m and a 7” 
diameter production casing set from there to100m above the 6000m feed zone are presented. The 
lower 100 m is slotted / perforated liner of 7” diameter.  
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2.3 Feed Productivity 

In wellbore simulation, productivity index (in m3) represents the ability of the reservoir to deliver 
fluid to a wellbore as it flows through the permeable zones in the formation. For existing wells in 
the TVZ drilled shallow than ~3500 m, a range of values from 1x10-12 to 5x10-11 m3 has been 
assessed. As no wells have been deeper than this there is no measured productivity data from 
deeper in the TVZ and so the productivity of the deeper metasedimentary formations is assumed 
in the range computed from the existing wells. There is however an expectation that the deeper 
wells might have productivities lower in the range (Watanabe et al., 2020). 

The assumed productivity index for what has been described as the base case model has been 
assumed to be 1x10-12 m3 with one order of magnitude higher (PI-1) and lower (PI-3) indices used 
for sensitivity testing (Table 3). 

Table 3: Feedzone productivity index data. 

Productivity Identifier 
(PI) 

Productivity Index 
(m3) 

PI-1 10-11 

PI-2 10-12 

PI-3 10-13 

3. Wellbore Modelling Results 

The simulation was undertaken using combinations of the reservoir parameters. A base well model 
was developed with a feed zone depth of 6000 m, a feed temperature of 500°C, and a productivity 
index of 1x10-12 m3. Some results are presented in the sections that follow with the detailed 
discussion of the sensitivity testing and the results presented in Rivera and Carey (2023). 

3.1 Well Output at Different Pressure and Temperature Profiles 

This section presents results for the effect of feedzone temperature on the well output. Each of the 
temperature cases (plotted as curves in Figure 2) has a different hydrostatic pressure profile which 
translates to ~100 bar pressure difference at the 6000 m feed-point as identified in Table 2.  

As shown in Figure 2 (left side), there is a decrease in simulated mass flow rate with the increase 
in feedzone temperature. This is because of the reduced pressure at the higher temperatures.  

Enthalpy (Figure 2 right side) is increasing with increasing temperature as more heat is present in 
the fluid due to higher feedzone temperature. 
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Figure 2: Mass flow rate (kg/s) and enthalpy (kJ/kg) plotted across the range of wellhead pressures for the 

different feed temperature curves (blue 450, orange 500, green 600) 

Figure 3 shows the thermal (left) and exergetic power (right) calculated from the wellhead output 
data for the three feed zone temperatures. Interestingly the higher reservoir temperature produces 
lower thermal and exergetic power which identifies that the feedzone pressure is the more 
dominant controlling variable than the temperature in the simulated output.  

A balance between the reservoir temperature and downhole pressure conditions needs to be 
considered in thinking about well depth and the temperature conditions that might be encountered 
relative to optimising the power output that might be produced.  

 

 
Figure 3: Thermal and exergetic power across a range of wellhead pressures at different feed temperatures 

3.2 Well Output at Different Feed Productivity Indices  

The effect of changing the productivity index of the well-on-well output is clearly evident. A 
magnitude increase in the productivity index increases the mass flow rate by 80%. Conversely, a 
decrease of about 100% in the mass flow rate output is observed with the magnitude decrease in 
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productivity index. It also noted that a higher maximum discharge pressure can be expected at the 
greater productivity index. The plot of these results can be found in Rivera and Carey (2023). 

Thermal and exergetic power vary by an order of magnitude across the two orders of magnitude 
change in productivity indices evaluated in the wellbore modelling ((Figure 4). 

 
Figure45: Thermal and exergetic power across a range of wellhead pressures at the three different productivity 

indices (blue PI-1 greater, orange PI-2 intermediate – base, green PI-3 lower)  

4. Conclusion 
The GNS Science developed GFlow wellbore simulator has been used to simulation well outputs 
from supercritical reservoir conditions in the TVZ, New Zealand. A selection of results from 
Rivera and Carey (2023) are presented in this paper. 

Fluid density controls the in-situ reservoir pressure conditions that has a significant effect on the 
well output, a hotter feedzone may not be better for energy production, and this should be 
considered when targeting well drilling for supercritical production. 

The productivity index of a feedzone has a significant effect on the output of the well.  

The thermal and exergetic power calculations shows that operating wellhead pressure at 120 bar 
and below is advantageous for production. 
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ABSTRACT 

Rock at temperature >400 °C can be reached at >10-20 km depth globally. Although natural rock 
permeability at such depths is prohibitively low for energy extraction, laboratory studies have 
shown that high-pressure fluid injection into superhot rock under high confining pressures (>500 
bar) can generate fine-scale fracture networks permeable to fluid flow. In this study, we focus on 
modeling the thermal and hydraulic behavior of an enhanced geothermal system at such depths to 
evaluate its potential for thermal energy extraction. Our models show that such systems can 
achieve high power output with a low spatial footprint if bulk permeability in the stimulated 
volume can be maintained near 10-15 – 10-14 m2. While this permeability range is several orders of 
magnitude higher than the natural maximum permeability of ductile crust at this depth during 
natural fluid-driven processes (e.g. fault zone metamorphism), much remains to be understood 
about the response of nominally ductile rock to fluid injection and thermal stress cracking. As 
additional rock mechanical data describing the permeability response of nominally ductile rock 
undergoing pressurization and thermal shocking become available, the experimental constraints 
can be incorporated into the model. Although our existing model points at an exciting potential, 
the development of such a model would enable more accurate predictions of the long-term 
sustainability and commercial viability of deep geothermal systems. The integration of 
interdisciplinary research and collaboration between academia, industry, and government agencies 
will be critical to the success of future deep EGS projects. 

1. Introduction 
The promise of enhanced geothermal systems is predicated on expanding the geothermal resource 
base outside of volcanically active areas, where the combination of high heat fluxes associated 
with magmatism and adequate natural permeability can lead to temperatures >375°C in the near 
vicinity of the intrusion (Scott et al., 2015). In continental crust outside of volcanically active areas, 
temperature increases much more slowly with depth, but rock at temperatures >400 °C can be 
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found at depths of 15 km assuming a continental average heat flux of 50 mW m-2 (Tester et al., 
2006). While the natural permeability of rock at such depths is extremely low (<10-18 m2) (Manning 
and Ingebritsen, 1999), utilization of geothermal fluids at temperatures in excess of the critical 
point for water could theoretically multiply power generation compared to conventional 
geothermal wells in volcanically-active areas, due to higher fluid enthalpies and greater efficiency 
in the conversion of thermal energy to electric energy (Friðleifsson et al., 2014). However, 
accessing the high-grade heat stored in the rock by circulating fluids through the rock requires 
increasing and maintaining sufficient rock permeability.  

Enhancing the permeability of crystalline basement rocks has been a major area of focus and 
challenge in the EGS community for several decades. Presently, most EGS projects are exploiting 
resources at lower temperatures (<250 °C) in rock that deforms by brittle shear and tensile fracture. 
Field experiments have clearly documented the formation and reactivation of shear fractures in 
networks of planar faults in response to injection (e.g. McClure and Horne, 2014). However, 
experience has highlighted the difficulty in ensuring high flow rates and high fluid temperatures 
produced at the surface while avoiding thermal short-circuiting. Recent experimental evidence 
suggests that permeability enhancement due to fluid injection in crystalline rock may be highly 
efficient in nominally-ductile rock at high temperatures (>350 °C) (Watanabe et al., 2017; 
Watanabe et al., 2019, Watanabe et al., 2020; Goto et al., 2021, Goto et al., 2023). Higher thermal 
stresses generated during the stimulation process and the lower fluid viscosity at high temperatures 
allows for more effective penetration of injected fluid into the rock mass, promoting the 
development of a network of permeable microfractures distributed throughout the volume in three 
dimensions. Such ‘cloud-fracture’ networks could facilitate more efficient heat transfer between 
fluid and rock, enabling circulating fluids to reach higher temperatures and more efficient power 
generation.  

In this study, we present the first numerical simulations of ultra-deep supercritical enhanced 
geothermal systems. We describe the basic functionality of the model, including the well model 
and dynamic permeability model, and present some example results highlighting the development 
of a stimulated volume in nominally ductile rock due to fluid injection.  

 

2. Methods 
The simulations are performed using the Complex Systems Modeling Platform (CSMP++) 
incorporating a new well model enabling more realistic simulation of fluid production/injection 
around a wellbore. The numerical method has been described in detail in previous publications 
(e.g., Weis et al., 2014) and will only be described briefly here.  More focus is given to the model 
set-up as it pertains to this study.  

2.1 Governing equations 

The governing equations of multi-phase mass and energy conservation are solved using a 
continuum porous media approach with a pressure-enthalpy-salinity-based formulation in a 
Control Volume-Finite Element Method numerical scheme using the Complex Systems Modeling 
Platform (CSMP++), which has been described in detail by Weis et al. (2014). 

Phase velocities are obtained using Darcy’s law: 
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𝜈𝜈𝑓𝑓 =  − 𝑘𝑘
𝜇𝜇𝑓𝑓

(∇𝑝𝑝 − 𝜌𝜌𝑓𝑓𝒈𝒈)                (1) 

where k is the rock permeability, 𝜇𝜇𝑓𝑓 dynamic viscosity, ∇𝑝𝑝 pressure gradient, 𝜌𝜌𝑓𝑓 fluid density, and 
g the gravitational acceleration vector. The pore fluid consists of pure water, and all fluid properties 
correspond to Haar et al. (1984), and the effect of adding NaCl is described by Driesner and 
Heinrich (2007) and Driesner (2007). 

For the single-phase conditions of these simulations, conservation of fluid mass is given by:  

𝜕𝜕�𝜙𝜙𝜌𝜌𝑓𝑓�
𝜕𝜕𝜕𝜕

 = − 𝛻𝛻 ∙ �𝜈𝜈𝑓𝑓𝜌𝜌𝑓𝑓� + 𝑄𝑄𝐻𝐻2𝑂𝑂               (2) 

where 𝜙𝜙 is rock porosity and 𝑄𝑄𝐻𝐻2𝑂𝑂 is a fluid source term (representing fluid mass added or removed 
from the system from the injection/production wells). Energy conservation accounts for 
conduction of heat in the rock and advection of enthalpy by fluid. 

𝜕𝜕�(1−𝜙𝜙)𝜌𝜌𝑙𝑙ℎ𝑟𝑟+𝜙𝜙�𝑆𝑆𝑓𝑓𝑓𝑓ℎ𝑓𝑓��

𝜕𝜕𝜕𝜕
= 𝛻𝛻 ∙ (𝐾𝐾𝛻𝛻𝐾𝐾) − 𝛻𝛻 ∙ �𝜈𝜈𝑓𝑓𝜌𝜌𝑓𝑓ℎ𝑓𝑓� + 𝑄𝑄𝑒𝑒                          (3) 

with 𝐾𝐾 as the thermal conductivity of the rock and 𝑄𝑄𝑒𝑒 as an energy source term. Fluid and rock are 
assumed to be in local thermal equilibrium, and total enthalpy is distributed over fluid and rock 
contained in a control volume such that they are at the same temperature (Weis et al., 2014).  

2.2 Model set-up 

A typical model configuration is shown in Figure 1. The 3-dimensional computational domain is 
15 km x 15 km x 15 km in extent, consisting of roughly 28,000 elements. The resolution of the 
elements increases in the vicinity of the wells, which are modelled as a series of 1-dimensional 
line elements embedded in the tetrahedral mesh. Initially, the porous medium is saturated with 
water and thermally equilibrates with a basal heat flux, which is varied in this study from 25-75 
mW m−2 (base case considers a basal heat flux of 5 mW m−2). 

The top boundary is fixed at the hydrostatic fluid pressure and steady-state temperature at 5 km 
depth. Since the top surface of the model does not represent the Earth’s surface but rather 5 km 
depth, the production/injection wells are located at 10 km depth from the top boundary, or 15-16 
km depth from the surface.  The temperature and fluid pressure at the top boundary depends on 
the assumed heat flux (Figure 1). For a background heat flux of 50 mW m-2, assumed in the base 
case, the temperature at the top boundary is set to 135 °C and 48 MPa. As shown in Figure 1, the 
resolution of the finite element mesh dramatically increases in the vicinity of the wells; the 
maximum resolution (length) of the 1-D line elements constituting the wells was set to 50 m. The 
bottom boundary assumed a no-flow condition, while the side boundaries assume a constant 
(hydrostatic) pressure gradient. To investigate the effect of this assumption, simulations 
considering a no-flow boundary condition for the side boundaries were also performed. However, 
no significant difference between simulations with constant pressure gradient or no-flow side 
boundary conditions was observed. This indicates that the evolution of fluid pressures in the 
vicinity of the wells were controlled by the permeability of the surrounding rock, rather than the 
boundary condition.  
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The base-case doublet configuration assumed a spacing of 0.5 km between the production and 
injection wells; alternative well geometries were also considered in this study. These alternative 
scenarios include horizontal wells, directionally drilled production intervals (used to increase the 
spacing between the injector and producer), and variable well spacing.  

 

 
Figure 1. Example model set-up and finite element discretization. a. Vertical slice over entire domain along 

plane through wells (injection well shown in blue, production wells in red). b. Vertical slice showing area 
around wells in more detail. c. Plan view through center of wells. 

2.3 Well model 

As part of this research, a new well model was implemented for use with the CVFEM approach in 
CSMP++ (Yapparova et al., 2022).  At this stage, we use a simple source/sink well model based 
on the approach of Peaceman (1978), but in the future we will expand this model to include 
modeling of flow to the surface (Lamy-Chappuis et al., 2022). Peaceman’s model is essentially a 
2D model that assumes radial Darcy flow in a thin horizontal layer of thickness ℎ in the near-
vicinity of a well, with an analytical solution for pressure in the vicinity of the well given by: 

𝑝𝑝(𝑟𝑟) = 𝑝𝑝𝑤𝑤 −
𝑞𝑞𝜇𝜇

2𝜋𝜋ℎ𝜌𝜌𝑘𝑘
𝑙𝑙𝑙𝑙( 𝑟𝑟

𝑟𝑟𝑤𝑤
)                   (4) 

where 𝑞𝑞 is the source/sink term presenting the well, 𝑝𝑝𝑤𝑤 and 𝑟𝑟𝑤𝑤 are the well pressure and the well 
radius, respectively, and 𝑟𝑟 is the distance from the well.  
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In CSMP++, wells are 1D line element regions embedded in a 3D volumetric element mesh, and 
are represented as internal model boundaries. Wells are set up either with rate or pressure control, 
with injection/production rate or well pressure fixed at the well nodes, respectively. For each mesh 
node containing the well, two pressure variables (fluid pressure and well pressure) are used to 
account for the steep pressure gradients surrounding an injection/production well. For wells 
simulated using rate control, the specified injection/production rate affects the pressure equation 
in CVFEM through the mass source/sink term 𝑄𝑄𝐻𝐻2𝑂𝑂+𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 (Weis et al.,2014).  Thus, the rate is set 
as a nodal fluid volume source in the pressure equation, and the fluid pressure at the well is 
computed using the CVFEM scheme. The well pressure is then calculated using a modified version 
of equation (5):  

            𝑝𝑝𝑤𝑤 = 𝑝𝑝 + 𝑞𝑞𝜇𝜇
2𝜋𝜋ℎ𝜌𝜌𝑘𝑘

ln( 𝑟𝑟
𝑟𝑟𝑤𝑤

)                           (6) 

For wells simulated under pressure control, the well pressure is specified, and the unknown 
reservoir pressure appears in the source term in the pressure equation: 

             𝑄𝑄𝐻𝐻2𝑂𝑂+𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 2𝜋𝜋ℎ𝑘𝑘
ln(𝑟𝑟𝑒𝑒𝑟𝑟𝑤𝑤

)
�𝑘𝑘𝑟𝑟𝑙𝑙𝜌𝜌𝑙𝑙

𝜇𝜇𝑙𝑙
+ 𝑘𝑘𝑟𝑟𝑟𝑟𝜌𝜌𝑟𝑟

𝜇𝜇𝑟𝑟
�                                                        (7) 

where 𝑟𝑟𝑒𝑒 is the analog of the effective radius. For a well under pressure control, the mass flow into 
or out of the well is the actual injection/production rate of a well given the fluid pressure at the 
well. For an injection well, the well pressure is greater than the reservoir pressure surrounding the 
well. For a production well, the well pressure is set to a value less than the reservoir pressure, 
representing the steady-state ‘flowing’ pressure at which fluid will flow into the well. Below this 
minimum, no fluid will flow into the well.  

2.4 Dynamic permeability model 

We use a dynamic permeability model (Weis et al., 2012; Weis, 2015) in a modified form. This 
model has originally been compiled within CSMP++ from published permeability-related 
observations and conceptual models to mimic the formation of stockwork veining at porphyry 
copper deposits (Weis et al., 2012) and has subsequently also been used with HYDROTHERM to 
investigate distal volcano-tectonic seismicity (Coulon et al., 2015). For this study, we further 
developed that model by improving the description of the failure criterion at brittle-ductile 
transition, which now calculates the differential stress at ductile rock conditions using the power-
law creep relationship (Brace and Kohlstedt, 1980), with constant rheological properties as 
specified in Zoback and Townend (2001) and a strain rate of 10-15 s-1. As a second modification, 
the user can specify the maximum degree of permeability increase that can be attained by failure. 
Upon exceedance of a critical failure pressure defined for brittle and ductile rock, permeability is 
increased incrementally in a quadratic dependence on fluid overpressure (fluid pressure divided 
by failure pressure) by a maximum of two, three or four orders of magnitude. This functionality 
assumes that fluid pressures exceeding the failure criterion will lead to an increase in 
interconnected pore space after fracturing. For brittle crust, we assumed that the failure pressure 
exceeds the initial hydrostatic fluid pressure gradient by 5 MPa (the assumed tensile strength of 
the rock), consistent with the concept of critically-stressed crust. Based on this assumption, we 
calculate a differential stress profile for brittle rock assuming optimally-oriented compressional 
shear failure in intact rock with a coefficient of internal friction of 0.75. In ductile crust, we relate 
the failure pressure to the calculated differential stress using this failure criterion. As a third 
modification, we implemented a more gradual permeability decay if fluid pressures decrease below 
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the failure criterion after hydraulic fracturing. The original permeability model of Weis et al. 
(2012) used a fast permeability decrease, assuming efficient fracture healing during the formation 
of stockwork veins by quartz precipitation from high-temperature magmatic fluids. However, in 
the case of NDR-EGS systems, cold water is injected into hot rock which would rather lead to an 
increase in quartz solubility as well as thermal stress cracking.  

For this study, we therefore assume that elevated fluid pressures can maintain interconnected pore 
space and fracture networks after stimulation, even if they have decreased below the failure 
pressure. We assume that permeability decay is directly proportional in a log-quadratic relation 
(Weis, 2015) to the decrease in fluid pressure from the failure pressure to the initial pressure, 
assumed to be supra-hydrostatic in this study. This parameterization mimics a pressure- and 
temperature-dependent dynamic rock behavior between brittle and ductile in a simplified form 
using a continuum porous medium formulation. Although we use some available constraints from 
the literature, additional complexities such as poroelasticity, thermal and/or reaction-driven 
cracking, and explicit fracture growth are not yet considered in this model. In that sense, our 
modelling capabilities should be considered as a first reconnaissance study. Once the processes 
and properties relevant for these types of systems can be further constrained with new experimental 
studies, the numerical model can be adapted accordingly. 

3. Example results
Figure 2 shows the simulated fluid pressure distribution around vertically-oriented wells arranged 
in a ‘triplet’ configuration, with a centrally-located injection interval at 16-17 km depth (blue line, 
Fig. 2) flanked by production intervals at 15.5-16.5 km depth (red lines). Fluid flows through a 
stimulated volume (SV) that extends from the injector to the producers.  

Figure 2. Three-dimensional structure of a nominally ductile rock enhanced geothermal system (NDR-EGS) 
showing the fluid pressure distribution around a geothermal triplet, with a centrally-located injector 
(blue) located between two production intervals (red). Results are shown after A. 1 year and B. 10 years 
for a simulation with an injection rate of 80 kg s-1 and a maximum permeability of ~10-15 m2. 
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After one year of operation (Fig. 2a), fluid pressures close to the failure pressure of the rock (350-
400 MPa) develop between the injector and producers. However, as continued injection cools the 
SV, the degree of ductile rock behavior decreases and the rock becomes more brittle, leading to a 
reduction in failure pressure. Once the SV retains permeability at lower fluid pressures, this 
enables fluid flow through the SV at pressures well below the failure pressure of surrounding 
ductile rock at longer time-scales (Fig. 2b), limiting the risk of unwanted induced seismicity 
outside of the SV. 

In this study, the SV is defined as rock with permeability >10-16 m2. This value is two to four orders 
of magnitude above values commonly measured in the laboratory on centimeter-scale rock 
samples at ductile conditions (Noël et al., 2021; Petrini et al., 2021; Meyer et al., 2023), and two 
orders of magnitude above the maximum estimated permeability during regional metamorphism 
and fault zone fluid-driven processes (Ingebritsen and Manning, 2010). However, bulk km-scale 
permeability at depth is generally one to two orders of magnitude higher than that measured in the 
laboratory (Townend and Zoback, 2000; Zoback and Townend, 2001), Moreover, a permeability 
value of 10-16 m2 likely delineates a lower bound necessary for an exploitable geothermal resource 
since heat transfer is conduction-dominated below this threshold (Ingebritsen et al., 2006). 

Figure 3 depicts the development of the stimulated volume (>10-16 m2; grey elements in Fig. 3) in 
the vicinity of the injection well. After 100 days of injection, the stimulated volume extends 
laterally nearly symmetrically ~250 m and ~400 m above vertical (Fig. 3a) injection intervals. 
Depending on the depth of the injection interval below the brittle-ductile transition, the upward 
migration of the stimulated volume can lead to fracturing of the brittle upper crust after <1 year of 
injection (Fig. 3b). Fig. 3c-d depicts the evolution of the stimulated volume above horizontal 
injectors. In contrast to the vertical wells, the upward migration of the stimulated volume above a 
horizontal injector can be more restricted by depressurizing the underlying stimulated volume in 
ductile rock using a production well located ~0.25 km above the injector.  
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Figure 3. Stimulated volume (SV) around vertical (a, b) and horizontal (c, d) injection intervals. The grey 
elements are defined by permeability >10-16 m2 and red-shaded area with fluid pressure in excess of 
failure pressure. The images in a, b, c are shown after 100 days (a, c) or 1 year (b) of injection from a 1 
km long injection interval (blue line). The image in d. is shown after 10 years of production from a 
horizontal production interval (orange).  

 
Rock failure and permeability enhancement within the stimulated volume is triggered by an 
outward moving wave of elevated fluid pressures. The red colors in Fig. 3 highlight zones where 
fluid pressure exceeds the failure pressure. These zones are found in the near-vicinity of the 
injection well and on the outer edge of the stimulated volume. Failure and permeability increase 
result in a decrease in fluid pressure, and Fig. 3 shows that most of the stimulated volume features 
fluid pressures less than the failure pressure.  In nominally-ductile rock, failure pressure exceeds 
hydrostatic and approaches lithostatic at temperatures above ~450-500 °C. However, in the upper 
critically-stressed crust (Zoback and Townend, 2001; Cox, 2010), the failure pressure only exceeds 
the hydrostatic pressure by the tensile strength of the rock (5 MPa) at a moderate fluid pressure 
increase (Fig. 3b).  
 
The simulations highlight a strong tendency for the stimulated volume to expand vertically, rather 
than laterally (horizontally). The risk of fracturing the brittle upper crust is mitigated by activation 
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of a production interval located above the well, generally 100 days after beginning injection. 
Figure 4 shows the evolution of permeability structure during the stimulation and production 
phases for a horizontal injector exposed to a three orders of magnitude maximum permeability 
increase. While injection for 300 days (Fig. 4c) causes failure of the brittle upper crust ~2 km 
above the injector (<375 °C, purple), activation of the producer after 100 days of injection (Fig. 
4d-f) causes the stimulated volume to be confined to the region between the injector and producer.  

 
Figure 4. Evolution of permeability structure during stimulation (a, b, c) and production (d, e, f) phase around 

a horizontal doublet at ~16.5-17 km depth. Temperature isotherms and pressure isobars shown as red 
and blue lines. Simulations assume maximum of three orders of magnitude permeability increase.  
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Permeability within the stimulated volume reflects an interplay between fluid injection and 
production, permeability creation and fluid pressure release, and cooling due to circulation of cold 
injected fluids. Figure 5 presents 2-dimensional slices of the doublet system after 10 years of 
operation. Assuming a maximum of two orders of magnitude permeability increase (Fig. 5a, c), 
the stimulated volume is larger but extends outside of the area of the doublet, posing an increased 
risk of fracturing of the brittle upper crust. This is because higher permeability permits more 
efficient depressurization of the stimulated volume by the production wells (green lines). As a 
result, the stimulated volume can remain isolated from the brittle upper crust even after 10 years 
of continued injection.  

 Figure 5. Permeability structure after 10 years of production for vertical (top) and horizontal (bottom) doublet, 
assuming maximum of two (left) or three (right) orders of magnitude permeability increase. 

4. Next Steps and Concluding Remarks 

This work represents the first ever numerical simulations of ultra-deep supercritical geothermal 
resources. In the future, we aim to lay the groundwork for developing these simulations and 
improving their physical realism. Firstly, we aim to improve the physical basis of the dynamic 
permeability functionality, including a more realistic treatment of the stress field, thermos-
poroelasticity, and thermal cracking. Different failure criteria (e.g., the Griffith failure criterion) 

3030



Scott et al. 

will be implemented based on experimental results that suggest that ductile rock can fail during 
injection at pressures well below the confining pressure (Watanabe et al, 2020; Goto et al., 2021; 
Goto et al., 2023). Secondly, we aim to expand and improve the well model to simulate distributed 
fluid injection along the injection interval as well as flow within the production well to the surface. 
Thirdly, we will assess the potential for hydraulic fracturing of the rock mass and flow in discrete 
fractures rather than distributed flow through the rock mass. Fourthly, we will couple chemical 
equilibrium solvers with the flow models (Yapparova et al., 2019) and evaluate how reactions such 
as quartz precipitation and/or rock dissolution affect porosity/permeability.  

Compilations of various observations and theoretical limitations constrain large-scale maximum 
permeability values during regional metamorphism and fault zone fluid-driven processes to around 
10-16 m2 (Manning and Ingebritsen, 1999; Ingebritsen and Manning, 2010; Townend and Zoback, 
2000). Therefore, our existing model indicates that the potential of these kinds of geothermal 
resources depends on the ability for hydraulic or other stimulation techniques to enable transiently 
higher permeabilities in the nominally ductile crust than permeability enhancement derived from 
natural processes. We recognize the limitations of our current simulations, and strongly believe 
that the expansion of this model would enable more accurate predictions of the long-term 
sustainability and commercial viability of deep geothermal systems. In addition, integration of 
interdisciplinary research and collaboration between academia, industry, and government agencies 
will be critical to the success of future deep EGS projects. 
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ABSTRACT  

Supercritical geothermal reservoirs with fluid temperatures above 400°C are being studied as 
a resource to potentially expand geothermal energy production. In such a high-temperature 
environment, thermal stresses can result in severe deformation and failure of well casings and 
cement. A robust wellbore design, therefore, requires understanding the casing properties 
needed to withstand expected thermally induced stresses. In this study, a coupled heat transfer 
and structural analysis was performed using a finite element model to evaluate the feasibility 
of using existing casings in the development of supercritical geothermal resources. The analysis 
considered a K55 grade casing. 

A two-dimensional finite element model was used to evaluate how the casing eccentricity 
(deviation of the casing from the center of the wellbore) can impact the structural integrity of 
a super-hot well. In the thermal stress analysis, the applied thermal load was based on 
temperature conditions that can be expected for a super-hot well. In this study, we referred to 
observed temperature conditions in the WD-1a geothermal research well, Japan, which had a 
reported downhole temperature above 500℃. The assumed in-situ stress state was based on 
plausible values for the same well. The standoff (eccentricity) of the casing was varied from 
10 to 100% and the maximum equivalent stress for the casing was compared with the yield 
stress of reference casing materials. At 10% standoff, the modelled K55 grade casing reached 
its yield strength at a temperature change of around 150℃. The results suggest that highly 
eccentric casings would be problematic for the integrity of super-hot wells. This issue is 
especially relevant for inclined wells for which the position of the casing tends to deviate from 
the center of the wellbore.  
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1. Introduction  
Supercritical geothermal energy has a large power-production potential compared with 
conventional geothermal energy (Elders et al., 2014). At present, supercritical geothermal 
resources thought to be located above shallow magmatic intrusions are being considered for 
potential energy production in Japan. The formation temperature for supercritical geothermal 
wells is expected to be over 400℃ at depths of around 3000 to 6000 m. This harsh environment 
is due to hot magmatic intrusions that conceptually supply heat to supercritical fluids, which 
are in part thought to originate from seawater drawn underground by plate tectonics at high 
temperatures and pressures. Figure 1 shows a conceptual diagram of a typical supercritical 
geothermal target in Japan.  

 

Figure 1: (Left) Schematic diagram of a supercritical geothermal system. (Right) Example tectonic setting 
for a convergent plate boundary. 

For high-temperature geothermal systems and especially supercritical resource development, 
deformation and failure of casing strings during drilling, completion, and steam production 
from a well due to thermal loads is a concern. As an example, Gruben et al. (2020, 2021) 
reported how the strength of standard carbon steel casing materials deteriorates with increasing 
temperature. For uniaxial tensile strength tests for API (American Petroleum Institute) grade 
K55 carbon steel conducted at conditions ranging between room temperature and 500°C, the 
minimum yield strength was reduced by around a quarter (Gruben et al., 2021). This 
temperature induced strength reduction of casings affects wellbore integrity. Additionally, 
wellbore stability can be affected by casings that are not installed concentric with the wellbore 
during cementing operations. In that case, stress concentration occurs in the cement sheath 
which can lead to failure (Khodami et al., 2021). Therefore, casing eccentricity must be 
mitigated during cementing operations in order to maintain well integrity (Mendez Restrepo et 
al., 2018, 2019). 

Thermo-mechanical loads experienced within geothermal wells have previously been studied 
using finite element simulations, for example, by Kaldal et al. (2015, 2016). More recently, 
Gruben et al. (2020) used models, informed by their thermo-mechanical lab tests, to study the 
collapse resistance of well casings at super-hot (500°C) conditions. Mendez Restrepo et al. 
(2018, 2019) considered how casing eccentricity impacts geothermal well integrity for 
temperatures up to 200°C. In the present study, a coupled heat transfer and structural analysis 
was performed using a finite element model to evaluate the feasibility of using existing casing 
materials at super-hot steam production temperatures (500°C). The study considered an API 
grade K55 casing and how casing eccentricity may be a concern for the development of 
supercritical geothermal resources. In the simulations, the assumed material properties were 
based on those reported by Gruben et al. (2020, 2021). 
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2. Finite Element Modeling 
2.1 Casing Eccentricity 

During cementing a casing string, the casing might not be exactly installed concentric with the 
wellbore even if casing centralizers are appropriately used. Figure 2 shows a cross-sectional 
view of a wellbore with a centered casing and a wellbore with casing eccentricity, where the 
casing placement deviates from the center of the well. The casing eccentricity is commonly 
quantified in terms of its standoff value. The casing standoff is defined by the borehole radius 
(A), casing outer radius (B), and the shortest distance between the casing and the formation (C).  

Standoff [%] = 𝐶𝐶
𝐴𝐴−𝐵𝐵

× 100         (1) 

When the casing is concentric with the wellbore, the standoff is 100% and when the casing is 
in contact with the formation, the standoff is 0%. 

 
Figure 2: (Left) Centered well casing. (Right) Eccentric casing deviating from the center of the wellbore. 

2.2 Model and Geometry 

This study considered the effect that casing eccentricity (standoff) has on the thermo-
mechanical stability of geothermal wells at extremely high temperature conditions. Here, the 
wellbore was represented by a 2D model cross section using the finite element analysis 
software ANSYS. Variants of the 2D model with 100% and 30% casing standoff are shown in 
Figure 3. The geometry of the wellbore was based on design ideas for a potential supercritical 
well placed near the Kakkonda WD-1a geothermal research well previously drilled in Japan, 
which had a reported downhole temperature above 500℃. The simulated casing was assumed 
to be a 9-5/8 inch production casing like the casing used in the Kakkonda WD-1a well, with 
outer and inner diameters of 240 mm and 220 mm, respectively. The outer diameter of the 
cement sheath that is equal to the assumed openhole diameter was set at 450 mm assuming a 
17-1/2 inch hole. 

 
Figure 3: Mesh used in a 2D finite element model of a wellbore with (Left) a centered casing, and (Right) 

an eccentric casing. 
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2.3 Material Data 

In this study, an elastoplastic model of an API grade K55 carbon steel casing with material 
properties at 500°C was reproduced from material tests reported by Gruben et al. (2020, 2021). 
The assumed stress-strain behavior is depicted in Figure 4. The linear elastic region assumes 
a Young’s modulus of 136 GPa, and the plastic region is approximated by Ludwik’s power-law 
model. For Ludwik’s power-law model, true stress of the material σ is related to the true strain 
ε in the following way: 

𝜎𝜎 = 𝐴𝐴 + 𝐵𝐵𝜀𝜀𝑛𝑛𝐿𝐿         (2) 

Calibrated values for the parameters A, B and 𝑛𝑛𝐿𝐿 were reported by Gruben et al. (2020) and are 
reproduced in Table 1. The same parameter values were used for the modeled stress-strain 
relationship (depicted in Figure 4). Other material properties of the casing at 500℃, the cement 
and the formation were chosen based on values reported previously for the Kakkonda WD-1a 
well (Table 2). 

  

Figure 4: The stress-strain diagram of K55 grade casing at 500℃. 

Table 1: Calibrated Ludwik power law model parameters reported by Gruben et al. (2020) for K55 casing 
material. 

Temperature (℃) A [MPa] B [MPa] 𝑛𝑛𝐿𝐿 [-] 
500 213 520 0.29 

 

Table 2: Material properties of the casing, cement and formation. 

 Casing Cement Formation 
Density (kg/m³) 7850 1666 2242 
Thermal conductivity (W/m・K) 45.3 0.87 3.46 
Specific heat capacity (J/kg・K) 460.55 837.36 1256.04 
Coefficients of thermal expansion (1/K) 1.2×10⁻⁵ 9.07×10⁻⁶ 5.4×10⁻⁶ 
Young’s modulus (GPa) 136 2.98 100 
Poisson’s ratio (‐) 0.3 0.15 0.31 
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3. Simulation Study 
3.1 Simulation Conditions 

In this study, we referred to observed temperature conditions in the Kakkonda WD-1a well 
which had a reported downhole temperature above 500℃. The reported formation temperature 
was around 350℃ at a depth of 2000 m. Here we assume that the casing was set to a depth of 
3000 m. The simulations reported here, considered the effect that a 500°C production fluid 
might have on a well casing located at a 2000 m depth. Although the true stress state within 
the field is unknown, a reverse fault stress state could be assumed from the offset well data in 
this field. The maximum and minimum horizontal stresses at a depth of 2000 m were set to 
83.8 MPa (1.54 times the overburden) and 76.2 MPa (1.4 times the overburden) respectively 
while the overburden pressure is 54.4 MPa. These well conditions are considered as 
representative values for a potential supercritical survey well in the same geothermal area as 
the well WD-1a. 

The thermo-mechanical analysis was carried out in two steps. In the first step, the temperature 
distribution around the wellbore was calculated assuming production of 500℃ geothermal 
fluid. Accordingly, a constant temperature of 500°C was set at the inner wall of the casing to 
account for the temperature of the production fluid (Figure 5). A uniform initial temperature 
was set throughout the model, and a zero heat-flux boundary condition was applied at the outer 
model boundary. In the second step, the stress distribution was calculated based on the 
temperature change evaluated in the first step and the in-situ stress conditions.  

Table 3 shows the considered simulation conditions. Unless otherwise stated, the initial 
temperature was set to 350°C as a base case, which results in a temperature change of 150°C. 
This condition coincides with the formation temperature measured for well WD-1a at the 
simulated depth of 2000 m. We also considered alternative scenarios with different initial 
temperatures and temperature changes. Those scenarios are considered to reflect alternative 
initial formation temperatures, and, in a simple way, reduced wellbore temperatures caused by 
wellbore fluid circulation during drilling operations. The stress distribution in the casing, 
caused by both in-situ stress state and the temperature change, at the depth of 2000 m was 
calculated considering different values for the casing standoff ratio. For the simulations, the 
casing was deviated from the wellbore center by shifting it along the direction of maximum 
horizontal stress.    

Note that the presented results assume for all simulated temperatures that the K55 casing 
material properties are consistent with those reported by Gruben et al. (2020, 2021) at a 
temperature of 500°C. The simulations could later be improved by considering the temperature 
dependence of the material properties. 

Table 3: Simulation parameters. 

Parameter Data 
Maximum horizontal stress (MPa) 83.8 
Minimum horizontal stress (MPa) 75.2 
Fluid pressure inside casing (MPa) 13.0 
Fluid temperature inside casing Tf (℃) 500 
Initial formation temperature Ti (℃) 100, 200, 300, 350, 400, 500 
Temperature difference ΔT = Tf − Ti (℃) 400, 300, 200, 150, 100, 0 
Simulation time (hr) 1 
Casing standoff (%) 100, 70, 50, 30, 20, 10 
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Figure 5: Boundary conditions used for the finite element analysis. The maximum and minimum horizontal 
stresses σH = 83.8 MPa and σh = 76.2 MPa were applied at the model outer boundaries. The fluid 
temperature within the wellbore and the initial (formation) temperature are indicated by Tf and Ti, 
respectively. 

3.2 Simulation Results 

3.2.1 Effect of Casing Standoff  

In this section, the stress distribution was calculated considering a 350℃ formation temperature 
at a depth of 2000 m and a production fluid temperature of 500℃. Figure 6 shows the hoop 
stress distribution in the casing. Compressive hoop stress was generated in the casing because 
of the in-situ stress and the increase in temperature. In the case of a centered casing with 100% 
standoff, the greatest hoop stress was -186 MPa, and in case of 10% standoff of casing, the 
largest hoop stress was -314 MPa. The most extreme stress conditions occur within the casing 
at the narrowest annular space point where the distance between the casing and the formation 
is minimum. 

 

Figure 6: Hoop stress distribution in the casing for different standoff fractions. 

Figure 7 shows the radial stress distribution in the casing. In the case of a centered casing with 
100% standoff, the largest radial stress was -12 MPa and in case of 10% casing standoff, the 
largest radial stress was -115 MPa. Unlike the hoop stress, the largest radial stress in the casing 
was found towards the center of the original wellbore at an angle of about 30 and 150° along 
the hoop direction (note that the reference angles are defined in Figures 9 and 10). The radial 
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stress in the casing was the smallest at the points where the annular spaces are narrowest and 
widest. 

 
Figure 7: Radial stress distribution in the casing for different standoff fractions. 

Figure 8 shows the von Mises equivalent stress distribution in the casing. A casing material 
starts yielding when the von Mises equivalent stress reaches a yield strength of the material. 
For 100% casing standoff, the maximum von Mises equivalent stress was 170 MPa, and in case 
of 10% casing standoff, the maximum von Mises equivalent stress was 300 MPa. The 
simulations show how casing eccentricity results in elevated stresses being focused on the 
casing section where the annular space is narrowest.  

 
Figure 8: The von Mises equivalent stress distribution in the casing for different standoff fractions. 

3.2.2 Effect of Temperature Change 

Figure 9 shows the hoop stress in the casing with 20% standoff resulting from different 
temperature changes. The assumed formation or initial temperature was varied from 100 to 
500℃ in 100℃ increments for comparison. The difference of maximum hoop stress between 
no temperature change and 400°C temperature change was 65 MPa at an angle of 270° along 
the hoop direction, as defined on the right in Figure 9. This elevated stress region coincides 
with the casing section where the annular space is narrowest. 
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Figure 9: Hoop stress in the casing with 20% standoff for different temperature changes. 

Figure 10 shows the radial stress in the casing with 20% standoff resulting from different 
temperature changes. The difference of maximum radial stress between no temperature change 
and 400°C temperature change was 27 MPa at an angle of 30 and 150° along the hoop direction. 
From the results in Figures 9 and 10, temperature changes amplify the extreme stresses caused 
by the casing eccentricity.  

 
Figure 10: Radial stress in the casing with 20% standoff for different temperature changes. 

4. Feasibility of Using an API Grade K55 Casing  

The feasibility of using existing API grade K55 casings in supercritical geothermal well drilling 
was evaluated considering the eccentricity of the casing and temperature changes. The 
simulated von Mises equivalent stress was compared with the yield strength of the casing to 
evaluate if the casing material could robustly withstand the experienced loads. The 
experimentally measured yield strength of K55 casing material at 500℃ by Gruben et al. 
(2021) is around 296 MPa.  

Figure 11 shows the von Mises equivalent stress for a casing with 10% standoff. The results 
show that the casing reached its API yield strength when the temperature change in the borehole 
was around 150℃ or above. For 20% and 30% standoff, Figures 12 and 13 show that the 
casing loads did not exceed the yield strength of the casing material with temperature changes 
up to 200℃. However, the results indicate that the casing might yield for 20% standoff when 
temperature changes exceed 200℃. 
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Figure 11: The von Mises equivalent stress for a casing with 10% standoff. 

 

Figure 12: The von Mises equivalent stress of casing with 20% standoff. 

 

Figure 13: The von Mises equivalent stress for a casing with 30% standoff. 

5. Conclusions 

This study considered how casing eccentricity and thermal stresses might affect the stability of 
casings in super-hot geothermal wells. The study assumed casings using standard API grade 
K55 carbon steel. 
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 As expected, increases in the borehole temperature due to the production fluid increased 
the hoop and radial compressive stresses in the casing. 

 For an eccentric casing, the maximum von Mises equivalent stress occurred in the casing 
section where the annular space is the narrowest. 

 The von Mises equivalent stress for the API grade K55 casing with 10% standoff reached 
the material’s yield strength for a temperature change of 150℃ and above. 
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ABSTRACT  

Geothermal energy opportunities are gaining attention across the globe and it is a promising, clean 
and sustainable source of energy. The studies of heat and reservoir characterization can help assess 
the geothermal hotspot potential of Red River formation. Heat flow is one of the most important 
factors affecting geothermal reservoirs, as it is the primary source of heat that drives energy 
production. Geothermal heat flow is the transfer of thermal energy from the Earth's interior to the 
surface, and it is influenced temperature gradient, thermal conductivity of rocks, radioactivity of 
rocks and presence of fluids. Reservoir characterization is required to assess the geothermal energy 
feasibility of a formation and remains a critical component of geothermal energy development, as 
it helps to identify the location, size, and productivity of geothermal reservoirs. One important 
aspect of the characterization is the measurement and analysis of rock properties, such as porosity, 
permeability, thermal conductivity, reservoir depth and thickness, as well as fluid properties. These 
properties are critical in determining the amount of heat energy that can be extracted from a 
geothermal reservoir, as they affect the flow of fluids through the rocks and the transfer of heat 
from the rocks to the fluids. Our approach uses analysis of well log and core data to locate 
geothermal production zones and assess the reservoir quality index, storage and flow capacity. Our 
studies use conventional techniques for static rock typing and reservoir permeability modelling to 
create petro-physical models to access the geothermal potential of the Red River formation. The 
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results of this study will help quantify the geothermal potential of the Red river formation for 
conventional and enhance geothermal energy production. 

 

1. Introduction  
1.1 Geothermal energy  

Geothermal energy is the thermal energy generated in the Earth’s subsurface by a variety of 
systems like tectonism, magmatic flows, heat flow from the mantle and radiogenic sources. The 
earth's heat flow, which varies over time and space, originates from the heat produced by the 
disintegration of radioactive isotopes during the earth's genesis. The average heat flow from the 
continental crust (granite) is 57 mW/m2, and the average worldwide output is 4 x 1013 W, four 
factors greater than the current world's energy use (Isaka et al. 2019). Using geothermal energy to 
generate electricity has immediate and long-term benefits, making it an important contributor to 
the world's baseload electricity supply. Direct dry steam, flash, binary, and combined-cycle plants 
are the four technologies utilized to generate electricity from geothermal resources with high to 
medium heat content. To produce energy in the range of 8-140 MW (B. L.  Avanthi Isaka et al, 
2019), direct dry steam plants utilize steam heated to temperatures above 150°C. The capacity of 
a flash plant's turbines to generate electricity is proportional to the amount of flashing sections it 
employs. Powering a range of 1-50 MW, binary plants use ammonia/water mixes in closed-loop 
Kalina cycles or Organic Rankine cycles to extract heat from the geo-fluid. 

1.2 Geothermal energy potential in Red River formation  

The recent developments in geothermal technologies (Sedimentary Enhanced Geothermal 
Systems-SEGS) have broadened the opportunities for the exploitation of sedimentary geothermal 
resources (Gosnold et al., 2013). Red river formation of the Williston Basin in North Dakota, 
Ordovician in age is one of such promising resources characterized by its high temperatures (over 
140 °C) and moderate permeability (0.1-38 mD), C. M. Hartig (2016). The lower formations in 
the Williston basin have great geothermal and energy storage systems (Gosnold et al., 2021); 
(Gyimah et al,2023). From the thermal energy definition, it is estimated that the heat energy 
potential of the Ordovician formations (Stonewall, Stony Mountain, Red River, and Winnipeg) is 
1.27 x 1018. J. A. M. Crowell (2011), using a temperature range of 140 – 150 oC based on an 
estimated thickness of 0.087 km (Winnipeg) and 0.226 km for other Ordovician formations and 
an aerial extent of up to 71,794.5 km2.  

1.3 Heat flow 

The term "heat flow" refers to the transfer of heat from the inside of the Earth to its exterior, with 
most of this heat coming from the cooling of the Earth's core and the radioactive heating of the 
upper 20-40 km of the planet's crust. Anomalies with more than typical crustal heat flow are often 
associated with fluid flow, heat flow is caused by either increased radioactivity or a thinner Earth's 
crust. The amount of heat transfer, in mW/𝑚𝑚2, is obtained by multiplying the temperature gradient 
by the rock's thermal conductivity. Calculated values from the literature show that the heat flow in 
the Williston Basin is 61.5 mW/m2, (Nordeng et al., 2011 and Gosnold et al., 2012). Although 
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there is a current effort to re-evaluate the basin’s heat flow going on at the University of North 
Dakota which we believe will yield a more acceptable number.   

1.4 Geological setting of Red River formation. 

Deposited during the Ordovician, Red River is the fourth formation of the Big Horn group, which 
grades into the Ordovician Winnipeg shale (Rough lock formation) and is bounded on the top by 
the Stony Mountain shale. The average thickness of the formation in the basin is 213m but thickens 
towards the western part of the basin. Red Rivers Formation mainly consists of limestone with 
some lenses of dolomitic mudstone and capped with anhydrite deposition at the center. The lower 
portion consists of limestone with a yellowish-grey to brown color, fossiliferous, and bioturbated. 
The depositional environment is shallow marine to restricted marine deposition which represents 
a cyclical carbonate sedimentation. In the southern part of the basin, the Red River recorded an 
increased period of restriction during the Middle to late Ordovician time, resulting in the deposition 
of anhydrite. Figure 1 shows the stratigraphic column for the deeper portions of the Williston basin.  

 

 
Figure 1. Modified North Dakota Stratigraphic column showing era, system, rock units, litho-column, and 

thickness. E. C. Murphy et, al (2009) 
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2. Methodology 
2.1 Reservoir characterization of Red River formation 

M. Sippel et al, (1998), work delineated four porosity intervals A, B, C, and D zones in the Red 
River’s upper reaches, with zones B and D being the most productive for oil extraction. The 
depositional conditions of the Williston Basin are stable across time, yet variations in porosity 
within a single genetic cluster cannot be explained by laterally driven processes, M. Sippel et al, 
(1998). Pressure data from drill stem tests revealed that reservoir development was more consistent 
in the Red River B than the D zone. With a depth of 69 meters, the Lower Red River marks the 
beginning of the D zone's porosity. The Red River D Zone is at a depth of 53 meters, or just above 
the base of the Stony Mountain Shale. The gross porous interval is anywhere from 12 to 26 meters 
thick, with a net porous thickness of around 10 meters on average. When compared to the other 
Red River zones, the D zone has the thickest reservoir interval and the highest permeability, M. 
Sippel et al, (1998). Figure 2 shows the variable lithology within the Red River formation: 
sandstone, limestone, dolomite and shale.  

 
Figure 2: Cross-plot of bulk density and neutron porosity to highlight formation lithology 

 

3. Permeability modelling techniques 
Permeability modeling techniques are utilized to estimate the reservoirs flow potential.  Koray et 
al., 2023a; and 2023b present various techniques to calculate the reservoir permeability including 
a machine learning technique. This incorporates core data and log data to build representative 
permeability models. To gain comprehensive overview of the fluid flow behavior, hydraulic flow 
units and flow zones are identified. Permeability modelling is key to reservoir characterization for 
better permeability forecast, reservoir heterogeneity analysis and reservoir performance. Several 
permeability modelling techniques are utilized in our work for comparisons and analysis.  
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3.1 Linear Regression  

This is a simple approach to estimate permeability. The goal of linear regression permeability 
modelling is to develop an equation that best fits the independent variable (porosity) and 
permeability. The linear regression technique assumes a linear relationship between the 
independent and dependent variables (Koray et al., 2023c). From Statistical metrics such as (R-
squared) and sum of absolute errors (SAE), other permeability models are worth looking at due to 
the low statistics. 

 
Figure 3: Cross plot of Core permeability and core porosity 

3.2 Multiple Regression 

Multiple regression permeability uses mathematical equations to establish a relationship between 
independent variables and permeability. The independent variables utilized were: porosity, water 
saturation (Sw), grain density, caliper logs (cali), sonic log (DT), gamma ray log (GR), photo-
electric log (PEF), bulk density (RHOB) and deep resistivity log (RT90).  Porosity had the highest 
correlation amongst all the independent variables and its regression statistics were calculated.  

Table 1: A table of permeability and independent variables displaying correlation 
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Table 2: A table displaying regression statistics for porosity 

Regression Statistics 
Multiple R 0.5423 
R Square 0.2941 

Adjusted R Square 0.2867 
Standard Error 3.6839 
Observations 98 

 

3.3 Flow zone Indicator 

The flow zone indicator (FZI) uses petro-physical properties for permeability modelling. It 
captures spatial distribution within the reservoir and classifies flow units within the reservoir 
(Amaefule et al, 1993). The Discrete rock typing methodology was incorporated after the flow 
zone methodology to categorize distinct rock types.  

                 𝑅𝑅𝑅𝑅𝑅𝑅 = 0.0314 × �𝑘𝑘
∅
                                        (1) 

                      ∅𝑧𝑧 = ∅
1−∅

                                                      (2) 

 

                      𝐹𝐹𝐹𝐹𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅
∅𝑧𝑧

                                                     (3) 

                      𝐷𝐷𝑅𝑅𝐷𝐷 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅[2 × 𝑅𝑅𝑅𝑅(𝐹𝐹𝐹𝐹𝑅𝑅) + 10.6]          (4) 

where ∅𝑧𝑧 is the normalized porosity, ø is the reservoir porosity, k is reservoir permeability, DRT 
is discrete rock typing and FZI is flow zone indicator 
 

3.3.1 Power method (Flow zone Indicator) 

The power method was applied to both the DRT and FZI method for permeability modelling.  

                             𝑘𝑘 = 𝐴𝐴 ∅𝐵𝐵                                               (5) 

Where A and B are constants, permeability (k) and porosity (∅).  

The power method worked well with high R-squared value with low sum of absolute errors 
(SAE). Optimization algorithm was performed on the power method to generate an optimal 
solution and minimize errors as well.  
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Figure 4: Cross plot of permeability and porosity for power method (flow zone indicator) 

3.3.2 Exponential method (Flow zone Indicator) 

The exponential method was applied to both the DRT and FZI method for permeability 
modelling.  

                 𝑘𝑘 = 𝐴𝐴 𝑒𝑒𝐵𝐵∅                                             (6) 

Where A and B are constants, permeability (k) and porosity (∅). 

The exponential method also worked well with high R-squared value with low sum of absolute 
errors (SAE). Optimization algorithm was performed on the power method to generate an 
optimal solution and minimize errors as well.  
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Figure 5: Cross plot of permeability and porosity for exponential method (flow zone indicator) 

3.4 Winland  

Winland (1972) generated an empirical correlation based on permeability and porosity relating to 
pore radius. The effective pore radius was calculated from capillary pressure equation at 35% 
mercury saturation. 

                                                         𝑃𝑃𝑐𝑐 = 2𝜎𝜎𝑐𝑐𝜎𝜎𝜎𝜎𝜎𝜎
𝑟𝑟

                                                      (7) 

          log(𝑅𝑅35) = 0.732 + 0.588 log(𝑘𝑘)− 0.864 log (𝜙𝜙)                                   (8) 

where R35 is the pore throat radius (R35) in micrometres (μm) at 35% mercury saturation, 
permeability (k) in millidarcy (mD), percentage porosity (ϕ), 𝑃𝑃𝑐𝑐 is capillary pressure(dynes/𝑐𝑐𝑚𝑚2), 
𝜎𝜎 is the interfacial tension (dynes/cm) and 𝜃𝜃 is the contact angle (degress).  

y = 0.001e44.99x

R² = 0.929

y = 0.0033e44.305x

R² = 0.9366

y = 0.0347e27.948x

R² = 0.7393

y = 0.0294e40.957x

R² = 0.7765

y = 0.0628e40.919x

R² = 0.85

y = 0.0971e44.369x

R² = 0.9278

y = 0.1e67.57x

R² = 0.8648

0

2

4

6

8

10

12

14

16

18

20

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16

Pe
rm

ea
bi

lit
y 

(m
D)

Porosity (frac)

DRT8

DRT9

DRT10

DRT11

DRT12

DRT13

DRT14

Expon.
(DRT8)

Expon.
(DRT9)

Expon.
(DRT10)

Expon.
(DRT11)

Expon.
(DRT12)

Expon.
(DRT13)

Expon.
(DRT14)

3051



Gyimah et al. 

 
Figure 6: Cross plot of permeability and porosity for Winland method 

3.5 Lorenz Plot  

Lorenz approach relies on the concept of transmissivity and Storativity for rock type classification. 
(Gunter at al, 1997). A change in the plot direction highlights more than one rock unit for every 
depth.  

                           Transmissivity =  ∑(𝑘𝑘×ℎ)
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝑘𝑘×ℎ)

                                        (9) 

                            Storativity =  ∑(∅×ℎ)
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(∅×ℎ)

                                                (10) 

Where k is the permeability, h is the thickness and ∅ is the porosity. 

Based on the Lorenz plot, seven (7) rock types were classified with very high correlation 
coefficient.  
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Figure 7: Lorenz plot of permeability and porosity 

 

4. Geothermal Reservoir Evaluation 
The geothermal energy assessment of the Red river formation is a systematic approach of 
analyzing temperature gradients, heat flow and reservoir properties. These approaches indicate 
heat transfer and fluid flow within the reservoir. The Bonnie view field within the Red river 
formation was evaluated for its geothermal resource. The total resource refers to the estimated 
energy within the formation. The aquifer resource refers to the estimated energy using the 
formation fluid. The producible resource refers to the estimated energy considering heat loss and 
fluid flow rate. The table summarizes the correlation coefficient of all permeability modelling 
techniques comparing to core permeability. The table also provides an overview of errors results 
amongst all permeability modelling techniques. The optimization algorithm seems to improve the 
accuracies and reduce error when applied on each technique. The formation temperature was 
calculated using Temperature Stratigraphy (TSTRAT) method. The Bonnie view field was 
assumed a heat flow value and annual surface mean temperature of 70 mW/𝑚𝑚2 and 6.8 C, and 
TSTRAT was applied to determine the geothermal resource in Fig. 8 and Fig. 9 

                     𝐷𝐷𝑍𝑍 =  𝐷𝐷0 + ∑ 𝑞𝑞𝑧𝑧𝑖𝑖
𝜆𝜆𝑖𝑖

𝑛𝑛
𝑐𝑐=1                                                  (11) 

Where: 𝜆𝜆 is the thermal conductivity (W/m/K), 𝐷𝐷𝑍𝑍 is the depth temperature,  𝐷𝐷0 is the surface 
temperature, 𝑧𝑧𝑐𝑐 is the formation thickness and q is heat flow (mW/𝑚𝑚2) 
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Table 3: Summary of Geothermal resource in the Bonnie View field of the Red river formation. ρ is density 
(kg/𝒎𝒎𝟑𝟑), cp is heat capacity (J/kg/K), v is volume (𝒎𝒎𝟑𝟑), q is flowrate (𝒎𝒎𝟑𝟑/𝒉𝒉), ϕ is porosity (frac), Tf is 
the reservoir fluid temperature (℃) and Ta is annual mean temperature (℃). 

  Red River Geothermal Resource Methodology 
Producible Resource 0.203 ExaJoules / Hour  E=ρ cp v q ∆T (Tf - 20) 

Aquifer Resource 0.053 ExaJoules E= ϕ ρ cp v  ∆T (Tf - Ta) 
Total Resource  0.663 ExaJoules E= ρ cp v  ∆T (Tf - Ta) 

 

 

 
Figure 8: Temperature profile in the Bonnie View field, Williston basin derived from TSTRAT method 
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Figure 9: Temperature gradient profile in the Bonnie view field, Williston basin derived from TSTRAT 

method 

 

Table 4: A table of core permeability and all permeability modelling techniques displaying correlations 

 

 

Table 5: A table summarizing errors for all permeability modelling techniques 

Method  SAE MAE 
Power Perm 49.09 0.501 

Optimized Power Perm 47.49 0.485 
Exp Perm 103.65 1.058 

Optimized Exp Perm 63.21 0.645 
Winland Perm 99.29 1.024 
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5. Conclusion 
In this study, several empirical correlations were used for permeability modelling and the flow 
zone indicator method worked best. The optimization method improved the accuracy of the flow 
zone indicator method. All empirical methods yielded consistent results with seven rock types. 
The established flow zones can be used to predict fluid flow in uncored regions of the well. The 
reservoir characterization study for geothermal applications shows reservoirs capacity to store and 
transmit heat and fluids. The Red River formation exhibits high geothermal resource potential from 
the temperature profile and temperature gradient profile. The geothermal resource assessment 
highlights the large untapped geothermal energy within the Williston basin for exploitation. The 
established flow zones would optimize reservoir performance studies, location of ideal spots for 
energy extraction and numerical simulations. The results from this study, provides comprehensive 
understanding of Red river geothermal resource and makes it a good candidate for geothermal 
exploration.  
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ABSTRACT 

Silica scaling can be considered as one of the biggest challenges in utilizing geothermal energy for 
electricity production. It is often the thermodynamics of silica saturation that is considered in 
gauging the scaling tendency of a geothermal fluid. Aside from the thermodynamics, kinetics also 
plays a significant part and one factor not usually highlighted is the presence of metal ions. Small 
amounts of highly charged ions can drastically increase the agglomeration of colloidal silica. These 
ions act as bridges between colloidal silica particles, hastening the growth phase and thus, 
increasing rate of deposition. An inhibition program that targets both metal sulfide, metal silicate 
and amorphous silica scaling was tested on a brine from a binary plant. The test was carried out 
on a sidestream test that mimics the reduction of temperature in a binary plant targeting a silica 
saturation index of 2.0. Monomeric silica retention was calculated to be around 95% and the 
scaling spool installed showed minimal adherence of silica for the treated line. Even at the reduced 
outlet temperature, the deposit weight density is lower for the treated line (38 g/ft2) compared to 
the untreated brine at the inlet temperature of 140 deg. C (55 g/ft2). Exploratory analyses done on 
the scale deposits confirmed the presence of metal silicates and sulfides for the untreated line. The 
results of EDS elemental distribution map confirmed that the silica inhibitor program was able to 
disperse and prevent metal silicate and sulfide co-deposition with amorphous silica. Overall, the 
monomeric silica retention data complemented with physical observations suggest that the 
inhibitor program was effective in controlling the scaling even beyond saturation conditions. 
Actual field applications and trials were also conducted and confirmed that the scale management 
approach is effective.  

1. Introduction 

Amorphous silica scaling in different geothermal systems was proven to be a critical limiting factor 
in achieving operational sustainability. Amorphous silica, including its co-precipitation habits, 
causes extremely tenacious, highly insulating, and difficult to remove scales (Gill, 2011). In binary 
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cycle geothermal power plants, further extraction of heat from hot brine that causes subsequent 
cooling leads to silica oversaturation, this condition will contribute to silica scaling which can 
minimize the heat transfer area of vaporizers and reheaters (Grassiani, 2000). 

 
Figure 1: Scaled heat exchanger (vaporizer) tubes that contribute to reduced heat transfer efficiency. (Candido 

and Zarrouk, 2017) 

Currently, there are several methods being used to mitigate amorphous silica scaling in geothermal 
binary plants. These methods can be roughly categorized as reactive and preventive, both involving 
mechanical and chemical means. The reactive approach involves cleaning of amorphous silica 
scales that were already deposited inside the surface pipelines and heat transfer equipment. In an 
existing binary plant in the Philippines, the proposed cleaning methods were water blasting, 
mechanical clearing and chemical cleaning using hydrochloric (HCl) acid of hydrofluoric (HF) 
acid (Candido and Zarrouk, 2017). Water blasting uses high pressure water jet to dislodge deposits 
that clog the heat exchanger tubes. Mechanical clearing involves the use of drill bit to manually 
ream the deposits to recapture the capacity of the pipe. Chemical cleaning often involves the use 
of strong acids to dissolve existing silica deposits. The method is done by recirculating the acid 
inside the heat exchangers and disposing it through a dedicated HDPE pipe for reinjection. Acid 
cleaning method was used in binary plants in New Zealand to increase the brine flow. The impact 
of the cleaning minimizes pressure drop which is indicative of plugging reduction and increasing 
in temperature difference which means that heat was being transferred from the hot brine to the 
organic working fluid (Zarrouk, 2014). 

Preventive methods for amorphous silica deposition usually involve mechanical reconfiguration 
and chemical means of inhibition. For binary plants that do not meet the required brine flow by 
design, residence time inside the heat exchanger unit can be reduced by increasing the fluid 
velocity of the brine. This can be done by plugging the vaporizer tubes to not more than 10% 
(Telen, 2015).  

Forced precipitation of spent brine using lime was also used in Salton Sea brines (USA). The 
principle behind is precipitating silica and undergoing clarification before injecting the treated 
water void of colloidal silica particles. Removal of silica using this method can be lucrative and 
research is still on-going (Brown, 2013). 
In the industry, pH modification of the brine entering the vaporizer is one of the most widely used 
technique in minimizing the polymerization of amorphous silica; thus, minimizing the deposition 
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tendency. The impact of decreasing the pH of geothermal fluids on silica scaling was documented 
in different sites (Grassiani et al., 2000). Akaku (1990) documented an acidic well discharge from 
one production site in Japan where the pH was at 3.9 and has the highest silica concentration 
among the other wells. This particular well has the least silica scaling compared to the other near 
neutral wells. A test in Svartsengi (Iceland) showed that spent brine used for power generation 
from a binary plant did not show any signs of polymerization for 60-80 mins after maintaining it 
at pH of less than 5.5. In a field test in New Zealand, rapid polymerization was observed at pH of 
6 while at pH of 5, no polymerization was observed up to 200 mins. In the Philippines, field test 
in Mak-Ban geothermal facility used a pH setting of 5.5 to control silica polymerization (Gallup, 
1998).  

Although effective in delaying the polymerization of silica, Brown et al. (1983) do not recommend 
injecting the treated fluid because if the induction time is shorter than the perceived residence time 
downhole, scaling in the wellbore may happen which will plug the reinjection well. In some 
geothermal systems, scaling of antimony sulfide can be enhanced due to the low pH of the system 
from acid dosing. Recorded incidents of antimony sulfide scaling in binary plants were 
documented in Rotokawa and Ngawha (New Zealand) sites (Gill and Jacobs, 2018). Antimony 
sulfide or stibnite deposits can be tenacious as well and cause fouling of heat exchanger tubes. 
Aside from the tendency of stibnite precipitation, control of the acid dosing system is critical in 
achieving desirable results. Based on experience from different fields, insufficient acid dosing can 
lead to scaling while too much dosing can lead to corrosion and subsequently, surface equipment 
failure (Gallup, 1998). 

The use of polymeric silica inhibitors is gaining interest in the geothermal community because of 
lower risk compared to pH modification. The challenge now is proving that the solution is 
technically and commercially viable alternative. Several studies were done to assess the 
performance of polymeric silica inhibitors. A study by Mejorada et al. (2000) involving a 
polymeric silica inhibitor was evaluated on a geothermal site in the Philippines. This inhibitor is 
phosphino-carboxylic co-polymer that was specifically designed to retard silica polymerization. 
From the results, one ppm of the inhibitor was able to affect the morphology of the scales but was 
not enough to prevent the deposition completely. It was observed that the polymer was able to 
prevent the formation of hard, vitreous scales compared to the deposition documented in the 
untreated line. Another study on this polymer was carried out by Baltazar et al. (2014) in Leyte 
and Bicol (Philippines) steam fields. Visual inspection proved the favorable performance of the 
polymer on reinjection pipeline silica scaling mitigation. From the test, it was hypothesized that 
the proposed mechanism of the polymeric silica inhibitor is to disperse silica colloids – preventing 
agglomeration and react with corrosion products to minimize monomeric silica deposition.  
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Figure 2: Proposed mechanism of polymeric silica inhibitor in dispersing colloidal silica particles and 

minimizing monomeric silica deposition (Mejorada et. al, 2023). 

 
The carboxylic groups of the polymer attach itself to the silica molecules giving it a net negative 
charge which helps in preventing agglomeration and deposition on metal surfaces. 
Polymeric silica inhibition studies were also conducted by Gill (2007) in both laboratory and field 
conditions. The active component of the polymeric inhibitor tested is a copolymer of acrylic acid. 
From the results of the laboratory tests, the perceived mode of action of this polymer are the 
following: 

▪ Hydrophobic part of the active molecule prevents direct monomeric silica deposition on 
metal surfaces 

▪ Acrylic acid helps in attaining a net negative charge among the silica molecules preventing 
nucleation; thus, polymerization retardation 

▪ The same mechanism also happens with formed colloidal silica particles and in turn, 
prevents further colloidal particle growth 

▪ Molecular adsorption or complexation also prevents formation of other scale like silicates 
 
Field trials conducted in Heber facility (United States) showed promising results of the inhibitor 
based on visual inspection and final weights of the scale coupons installed in binary plant inlet and 
reinjection lines. For Cerro Prieto (Mexico) site, the results of field trial will help evaluate the 
feasibility of a binary cycle project (Gill, 2011). 

Silica inhibition studies in a two-phase header using the same polymer-based inhibitor was also 
conducted by Jamero et al. (2021) and got promising results based on temperature profile. 

In summary, for both laboratory and field trials, results should be evaluated based on monomeric 
silica levels read using spectrophotometer. Theoretically, yellow molybdate reagent is a 
colorimetric method that reacts particularly with monomeric silica (Franson, 1985). For inhibition 
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to be deemed effective, the monomeric silica should be retained even past the induction time. Gill 
(2007) also used pre-weighed scale coupons to quantify the amount of silica formed and adhered 
on the metal surface. Mejorada et al. (2000) and Baltazar et al. (2014) used pre-weighed inspection 
spools to capture the amount of deposited silica. The spools are short carbon steel or stainless-steel 
pipe with 0.5-1-inch diameter. The amount of deposit formed can be used as a starting point to 
approximate the scaling rate per year. Aside from visual inspection, these measurements provide 
quantitative approach in assessing the performance of the mitigation technology selected. 

Both pH modification and polymer-based silica inhibitors contribute to operational sustainability 
in terms of potential increase in the electricity generation capacity and preservation of pipeline 
flowrates (Gill and Jacobs, 2018).   
Currently, the most common method being used to push the outlet temperature limitations is pH 
modification. This involves the use of acid to lower the pH of the geothermal brine, usually at pH 
4-5, to delay silica scaling. This can help extract more heat from the inlet brine without causing 
significant scaling because of the lower outlet temperature setting. Typical challenge with this type 
of treatment is acid dosing control. In principle, too much acid will result to lower pH which can 
enhance corrosion of the system causing significant equipment damage. In contrast, too low acid 
dosing will not maintain the desired pH and will cause scaling.  
The use of polymeric silica inhibitors is gaining interest in the geothermal community because of 
the minimal risk compared to pH modification. In the Philippines, some sites are using polymeric 
silica inhibitors to mitigate scaling in two-phase pipelines. The same principle can be explored and 
applied in binary plant operations where silica inhibitor will help extend the SSI operability even 
at reduced outlet temperatures. With the upcoming planned binary plant expansion facilities in the 
Philippines, this potential treatment method can be explored as a technically viable alternative to 
pH modification.  

In the absence of an actual binary plant, testing of this potential technology can be challenging. 
Laboratory test may give idea on the mechanism and kinetics of the proposed solution but the 
actual field conditions that contribute to scaling propensity might not be factored in. A sidestream 
silica inhibition test may provide a better understanding of the inhibitor performance. By using a 
representative fluid from the actual plant, this gives a more approximate condition that can help 
capture different factors that may affect the performance of the proposed solution. Currently, 
previous sidestream tests done in the Philippines were either focused on understanding silica 
scaling behavior in reinjection systems or assessment of pH modification as potential treatment 
for binary plants. Previous sidestream studies on polymer-based inhibitors were aimed at finding 
a solution for maintaining reinjection well capacity. These studies only consider retention time and 
saturation as the dominating factors for scaling.  

The study helped in understanding the mechanism of polymer-based scale inhibitors and its 
applicability on binary plant systems, specifically, the brine conditions similar to observed 
characteristics in the Philippines. The study also explored the impact of metal silicates and sulfides 
on the scaling behavior of amorphous silica which is often neglected when managing silica-
saturated brines. 

2. Methodology 

A sidestream silica test skid was fabricated and installed in a binary plant in the Philippines. The 
schematic setup below outlines the process flow of the proposed study. Main brine inlet of the skid 
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was tapped into the actual binary plant inlet where the incoming stream was divided into two, one 
is for the treated and the other is for the untreated line. For the treated line, polymeric silica 
inhibitor program (copolymer of acrylic acid and metal ion dispersant - supplied by Nalco Water) 
was used. The inhibitor program was composed of two separate chemistries. The silica inhibitor 
has the following physicochemical characteristics: hydrothermal stability at 320 °C, neat pH at 
2.1-5.6, relative density at 1.06 (15.5°C) and kinematic viscosity around 194 mm2/s (at 20 °C). 
The metal ion dispersant or metal silicate inhibitor has the following physicochemical properties: 
hydrothermal stability at 320 °C, neat pH at 2.5-3.6, relative density at 1.113 – 1.149 and kinematic 
viscosity around 39.93 to 42.69 mm2/s (at 20 °C). 

The separated brine passed through individual coils (internal diameter: 3/8” stainless steel, length: 
5.5 meters) where it was cooled to the target temperature of 100°C. An external cooling water 
supply and recirculation system helped maintain the target temperature and prevented thermal 
stratification. After reducing the temperature, the cooled brine passed through the retention vessels 
where the expected holding time was 90 mins. After passing through the retention vessels, the 
spent brine was collected in a holding tank and was pumped to a nearby sump. Figure 3 shows the 
proposed schematic diagram of the setup: 

 

Figure 3: Schematic diagram of the sidestream setup. (The numbers in red circles correspond the location of 
the brine sampling and inspection spools). 

 
There were five sampling points for water analysis. Inspection spools (1-inch internal diameter 
and 5 inches length) were used to assess the physical manifestations of scaling,  

The trial was conducted for 30 days to capture enough data points for analysis. The parameters 
that were monitored are the following: 
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Table 1. Monitored parameters, method of measurement and frequency. 

Parameter Measurement Frequency 

Monomeric silica ASTM D859-16 (yellow 
molybdate method) 

3x a day 
5 sampling points 

Pressure Analog pressure gauge Manual logging  
(3x/day) 

Flowrate Ultrasonic flow transmitter 
(Rosemount) 

Logged automatically every 5 
mins 

Temperature Temperature probes Logged automatically every 5 
mins 

Total silica Method 6020B - ICP Once per week 
(1st and 4th weeks only) 

 
After the 30-day run, pre-weighed installed inspection spools were dismantled for visual inspection 
and deposit weight density measurement. Retention vessels and baffles were also inspected. Scale 
samples were submitted to an analytical laboratory in Singapore for XRF and XRD analyses. 

For the experimental design, the only setting that was varied was the treatment condition, either 
treated or untreated. Variations in outlet temperature was minimized by controlling the cooling 
water supply to keep it constant. This is to maintain a constant silica saturation condition which is 
primarily driven by temperature. Inlet pressure was also fixed by throttling and adjusting the main 
isolation valve of the brine supply, thus keeping constant flowrates for both the treated and 
untreated lines. Dosage for the treated line was maintained at 14 ppm. The dosage was based on 
Nalco Water Geomizer® modeling software which uses Watch 2.4 speciation software to identify 
scale forming minerals and the corresponding saturation. The output was used by the modeling 
software to generate dosing suggestion based on the level of saturation of the brine.   Monomeric 
silica, total silica, pressure, and flowrate were measured for both the treated and untreated streams. 

3. Results 
Understanding the deposition behavior of silica particles in the trial conditions present can help 
understand the mechanism of inhibition. The inlet and outlet temperatures were 140°C and ~100°C 
respectively with pH at around 7. These translate to SSI values of 1.27 and 1.98 (considering 720 
ppm actual silica measured at 160-165°C). At these brine conditions where SSI>1.0, nucleation is 
very rapid (Brown, 2012). Silicic acid molecules form dimers, trimers and so on until increasing 
to a significant particle size forming a single colloid – hence, the term polymerization. According 
to Iler (1979), the ionization of polymer species is much higher at pH of 6-7 and above 7 that the 
polymerization occurs rapidly causing decrease in concentration of monomeric silica. After the 
initial stages of polymerization, the colloidal silica particles will increase in size which is 
dependent on the oversaturation of the brine. The agglomeration of silica colloids contributes to 
surface deposition. According to Brown (2012), silica scaling happens because of interaction 
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between like silica particles. With this condition, it is assumed that a monolayer of silica molecules 
exists on the surface of the metal pipes where the agglomerated silica particles will attach. The 
interaction of colloidal silica particles can be calculated with DLVO theory. Normal colloids in 
solution have a negative charge which causes electrostatic repulsion. As these colloidal particles 
grow, the distance between particles reduces (in terms of Angstroms) and the stable repulsive 
electrostatic force turns into attractive London and Van der Waals chemical forces (Brown, 2012). 
From the studies presented by Iler (1979) and Brown (2012), the hypothesized scaling process 
inside the pipe involves the following: 

1. Formation of iron oxides on the surface of the pipe due to natural flow of
geothermal brine and simultaneous slow direct deposition of monomeric silica.

2. In saturation conditions above 1, polymerization of silica happens which will
eventually form into colloids and will grow.

3. Due to geothermal brines having high ionic strength, electrostatic repulsion of
colloids was reduced, and this enhances the agglomeration of particles. The
presence of metal ions also helps in increasing the agglomeration rate of colloid
particles by acting as bridge.

4. Particle aggregates will attach to either the iron oxide particles or the slow-
deposited monomeric silica. These can serve as either attachment point or seeds for
other particles to attach.

According to Gill (2021), functionality of scale inhibitors can be divided into three: threshold 
inhibition, dispersion, and non-adherence. In the first functionality, scale-forming ions are kept 
soluble in the solution with the inhibitor being dosed at sub stoichiometric quantities in comparison 
to the target species. Dispersion functionality works on the particle structure, affecting changes on 
morphology, size and density, and surface charge. Consumption of inhibitor is significant since 
this must be adsorbed on the surface of the particles. The last functionality, non-adherence, creates 
a net negative charge on the particles that will be repelled by the metal surfaces. Based on the 
inhibitor selection criteria presented by Gill (2021), the most probable modes of action of the 
polymer-based inhibitor are dispersancy and non-adherence. Based on Gallup (2002), dispersion 
can be considered as the primary action of successful polymer-based inhibitors. These can impact 
the scale-forming minerals by increasing the induction period of growth, altering crystal forming 
habits and reducing potential for aggregation. Brown (2012) presented a mechanism by which 

Figure 4: Proposed mechanism of scale deposition on the pipe surface. 
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dispersion functionality impacts colloid separation. For chemical inhibitors, it is possible that these 
can increase the energy barrier needed to overcome the electrostatic repulsive forces and turn into 
attractive forces.  The succeeding figure shows the demonstration of the energy barrier increase: 

 

Figure 5: Increase in energy barrier that promotes colloid separation - as illustrated by Brown (2013) 

With the learnings from the previous studies by Gill (2011) and Gill (2021), the proposed 
interactions of the inhibitor program are the following: 

1. Affects the polymerization behavior of monomeric silica – results to increase in 
induction time. 

2. Minimizes adherence of monomeric silica on pipe surfaces. 
3. Enhances the electrostatic repulsive forces on colloidal silica particles by increasing 

the needed interaction energy to reverse these forces 
4. Minimizes agglomeration of colloidal silica particles by effecting a net negative 

charge 
5. Disperses metal ions by changing the surface charge to prevent it from acting as bridge 

between colloidal silica particles. 

 

Figure 6: Interactions of polymer-based inhibitor on monomeric, colloidal silica and metal ions in the 
system. 

3066



Monterozo and Narayanan 

An important response that was measured during the trial was monomeric silica which was 
measured based on ASTM D859-16 (yellow molybdate method). For the trial, the measurement 
was done using a spectrophotometric determination of molybdate-reactive silica in the brine 
sample. The molybdate-reactive silica can be in the form of simple silicates, monomeric silica and 
silicic acid which are often referred to as reactive silica. Hach® high range silica reaction pillows 
were used, and the samples were read using Hach® DR900 multiparameter portable colorimeter. 

 

 

 

 

Figure 7. Hach® silica high range reagents and Hach® DR900 portable colorimeter were used to monitor the 
monomeric silica levels. 

For the analysis, a 1-mL brine sample was taken from the target sampling line and was diluted to 
10 mL. The molybdate reagent will then react with monomeric silica in the brine sample forming 
a distinguishable yellow complex. The intensity of complex will be read against the original 
sample serving as blank.  

There were five sampling points used to monitor the monomeric silica levels of different streams 
to determine how much was retained. The inlet brine monomeric silica level will serve as a baseline 
for both the treated and untreated lines. Samples were also taken after the cooling coils which 
captured the impact of temperature decline on monomeric silica retention. Furthermore, samples 
were also collected after the retention vessels to determine the impact on monomeric silica after 
holding the brine past its projected induction time. 
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Figure 8: Monomeric silica readings of inlet brine, treated and untreated outlet streams after cooling to around 

100 °C. 

Using the average monomeric silica level of the inlet brine as the benchmark, the calculated percent 
monomeric silica retention for the treated and untreated lines were 95% and 80% respectively 
(using reduced data points for the untreated line). The monomeric silica trend observed on the 
treated line complements the proposed mechanism of inhibition. It can be noted that the inhibitor 
generally affected the polymerization behavior of monomeric silica; thus, keeping it soluble in the 
solution. Aside from the effect on monomeric silica, colloidal silica interaction leading to scaling 
was also reduced considering there was no significant drop in total silica (Table 2). 

The attained monomeric silica retention for the treated line was higher than the target set by the 
plant which is at least 90%. Two-sample t-test between the treated and untreated monomeric silica 
levels was also done. The means of the two data groups were significantly different. 

Aside from the effect of reduced temperature, there was also a significant impact on monomeric 
silica retention after holding the brine beyond its induction time. Figure 4.19 shows the monomeric 
silica levels at the inlet and outlet of the retention vessel. 
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Figure 9. Monomeric silica levels before and after holding the brine in the retention vessel. 

Using the average values of the inlet and outlet monomeric silica levels, the projected percent 
retention was around 80%. For the untreated line, even with the reduced data points, the calculated 
percent monomeric silica level was around 70%. If the same benchmark of 90% monomeric silica 
retention will be used, the value obtained for the treated line may not be favorable, but the longer 
retention time should be taken into account. A study done in Kizildere geothermal field in Turkey 
captured the trend of monomeric silica levels with respect to pH and time.  
 

 
Figure 10: Trend of monomeric silica level versus time at pH of 7 and temperature of 50°C. (Pardelli et al., 

2021) 
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It can be observed that time is a crucial parameter because aging geothermal fluids allow the 
polymerization of monomeric silica in excess of the equilibrium amorphous silica concentration. 
Longer retention time significantly decreased the monomeric silica concentration up to the 
equilibrium concentration. It can also be observed that monomeric silica levels will not fall below 
the equilibrium concentration despite holding the brine for longer periods of time hence a constant 
level after reaching the equilibrium concentration (Pardelli et al., 2021).  
 
The reduced brine flow significantly increased the retention time towards the end of the trial. 
Plotting the monomeric silica levels at the treated line retention vessel outlet against the projected 
retention time based on flowrate, the observed trend is shown in Figure 11. 
 

 
Figure 11: Treated line outlet monomeric silica levels at varying retention time. 

Based on the obtained trend, it will take around 373 minutes before the monomeric silica will start 
to decline significantly. Iler (1979) also observed a drastic decline in monomeric silica past the 
induction time which was described as autocatalytic. Monomeric silica levels will stay constant 
despite the increased retention time once the equilibrium was reached based on solution 
temperature. The same general trend was observed in the study of Pardelli et al. (2021). It can be 
observed that the inhibitor can keep the monomeric silica soluble at 100 °C outlet temperature for 
more than 90 minutes. This means that even at the reduced temperature, the brine has enough travel 
time from the outlet of the binary plant to the target reinjection well. 

Aside from monomeric silica, brine samples during the first and last weeks of the trial were sent 
to Nalco Water Analytical Laboratory in Singapore for ICP analysis. Ten mL of brine sample was 
diluted to 100 mL and was acidified by adding nitric acid until reaching a pH of 1.5. This will help 
delay polymerization while the sample is in transit. The total silica levels are summarized in the 
succeeding table: 
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Table 2. Total silica levels during the first and fourth week of the trial. 

Sample Inlet 
(ppm) 

Treated 
(ppm) 

Untreated 
(ppm) 

Retention Vessel 
– Treated (ppm) 

Retention Vessel 
– Untreated 

(ppm) 
1st week 720 710 650 650 600 
4th week 720 680 190 630 170 

 

The results of the total silica during the last week of the testing further affirms that there was flow 
stagnation. If the stream of the untreated line is still flowing, the total silica in the system should 
still be close to the total silica during the first week. Significant decline in total silica for the 
untreated line means that the monomeric silica has already polymerized, formed colloidal particles 
and eventually, may have been co-deposited as iron silicates. The stagnation of flow may have 
depleted the monomeric silica in the system below the projected equilibrium concentration of ~364 
ppm around 100°C. 

3.1 Spools and Retention Vessels Inspection 
 
The inspection spools used in the trial were submitted to Nalco Water Analytical Laboratory in 
Naperville, Illinois for deposit weight density measurement. Figures 12 and 13 summarized the 
condition of the inspection spools upon analysis. 

 
Figure 12. Internal condition of the inspection spool installed in the inlet stream. 
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(Treated – After Cooling) 

 
(Untreated – After Cooling) 

 
(Treated – After Retention Vessel) 

 
(Untreated – After Retention Vessel) 

Figure 13. Comparison of treated and untreated inspection spools installed after cooling and after the retention 
vessels. 

Physical observations of the inspection spools for both the treated and untreated lines were 
consistent with the initial inspection of the cooling coils. Characteristic manifestation of surface 
corrosion was observed in the untreated line while the thin layer of deposits was observed on the 
surface of the treated line. The measured deposit weight density is summarized on the table below: 

Table 3. Deposit weight density measurement of the spools. 

DWD (g/ft2) Inspection Spool Location 
Pipe Side Inlet Treated (after 

cooling) 
Untreated 

(after cooling) 
Treated 

(after RV) 
Untreated 
(after RV) 

Lower 35 22 18 84 15 
Upper 20 16 7 82 7 

(Narayanan, 2022) – Nalco Water Analytical Laboratory – Naperville, Illinois 
 

Generally, a higher deposit weigh density (DWD) means that there are more scales per unit of area 
in the pipe. In this case, the DWD values obtained from the untreated line cannot be used for 
comparison since it was observed that there was flow stagnation in the line that contributed to the 
depletion of monomeric silica; thus, having minimal deposits. The deposits measured in the treated 
RV spool was significantly higher than the spool after cooling because the retention time was more 
than the target 90 mins. Using the trend observed in Figure 11, significant decline in monomeric 
silica was observed past 373 minutes, this has favored colloidal silica formation, agglomeration of 
particles and deposition on the pipe surfaces. For the inspection spools after temperature reduction, 
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possible impact on scaling tendency due to rapid cooling can be considered negligible. According 
to Brown (2012), rapid cooling of brine causes small colloidal silica particles and the 
corresponding deposition will be lesser. This rapid cooling should happen in matter of seconds. 
For the sidestream test, the temperature reduction happened within 3 – 5 mins, consistent to the 
projected time in the actual plant. This cooling time disregards the possible false positive outcome 
because of reduced colloidal silica size. 

A helpful use of the DWD data obtained is the comparison of the inlet and treated line inspection 
spools. It can be observed that even with the increased saturation resulting from the decrease in 
temperature, the amount of deposits was lower in the treated line compared to the inlet line. This 
may suggest that the polymer-based inhibitor was effective in minimizing the deposition despite 
the increase in saturation. 

However, the deposits on the internal surface of the spools were subjected to X-ray fluorescence 
(XRF) analyses to get further information on the elemental distribution. The XRF comparison of 
each spool deposit is shown in Figure 14. 

 
Figure 14. XRF analyses of the deposits found on the surface of the spools. 

 

It can be observed that majority of the scale composition of the treated line was amorphous silica 
while the untreated and inlet lines was iron. Sulfides in the deposit was also significant in the 
untreated line. There is also a considerable percentages of metal ions in both the untreated and 
inlet lines. This observation further validates the metal silicate inhibition capability of the polymer-
based inhibitor used.  

UNTREATED RV - UNTREATED TREATED INLET RV - TREATED 
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The inspection of the retention vessel of the treated line also showed minimal adherence of scale 
on the surface. Like the cooling coils and inspection spools of the untreated line, general corrosion 
was observed on the surface for both the vessel and the baffles. 

 
 

Opening of Retention Vessel (Treated) Opening of Retention Vessel (Untreated) 

Figure 15. Inspection of the retention vessels after the 30-day run. 

 

Baffles 
inside the retention vessel (Treated) 

Baffles 
inside the retention vessel (Untreated) 

Figure 16. Internal view of the baffles before pull out. 

 
Scale samples were obtained by scraping the surface of the baffles. These were sent to Nalco 
Singapore lab to confirm the composition and structure. From the results of the XRF and XRF 
analyses, the dominant scale type on the treated line surfaces was amorphous silica with confirmed 
traces of magnetite. For the untreated line, majority of the deposits was iron silicates, amorphous 
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silica and confirmed formation of hematite. The results of the XRF and XRD were consistent to 
the deposit analyses done on the inspection spools internal surfaces. 

To explore the metal ion dispersion capability, an energy dispersive spectroscopy (EDS) was 
conducted on the adequate deposit samples found on the surface of the treated and untreated 
retention vessel inspection spools. 

 
Figure 17: Elemental distribution map of the untreated RV inspection spool. 

  
Figure 18: Elemental distribution map of the treated RV inspection spool. 
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The distribution map of the untreated deposit sample shows considerable peaks of metal ions like 
magnesium, aluminum, and iron. Toxic elements like arsenic and aluminum were also co-
deposited with amorphous silica. A peak in sulfur was also observed which may indicate metal 
sulfides in the scale. Elemental distribution map of the treated deposit sample shows silica as the 
major composition. Very low peaks of metal ions were observed which confirmed the dispersive 
capability of the inhibitor. 

4. Summary 
The main objective of the study is to evaluate a potential alternative for minimizing potential scale 
deposition in above-saturation binary plant conditions. This was done by fabricating a setup that 
can mimic the reduction in brine outlet temperature because of heat extraction. Consequently, 
holding the brine for a specific period was also done to simulate the travel of the brine from the 
outlet of the binary plant to the target reinjection well. The setup was able to reduce the outlet 
temperature of the treated and untreated lines close to the target value. Unfortunately, the brine 
flow going to the skid was erratic and gradually reduced because of pressure build-up and 
preferential flow to the main line. Since the retention time was based on the design flowrate, the 
projected holding time for the brine was increased to up to 2658 minutes. This was significantly 
longer than the target 90 minutes retention time. 

The study utilized different information available to assess the performance of the polymer-based 
silica inhibitor. From the results of monomeric silica retention data from the dosed line, it showed 
the inhibitor program is effective in maintaining monomeric silica at around 95%. The achieved 
percent retention is promising in comparison to the empirical data obtained from different 
geothermal treatment sites. Examination of the inspection spools installed at the brine inlet and 
treated line cooling coil outlet showed minimal adherence of silica on the surface of the pipe. Even 
at the reduced outlet temperature, the deposit weight density is lower for the treated line (38 g/ft2) 
compared to the untreated brine at the inlet temperature of 140 deg. C (55 g/ft2). 

The flowrate readings during the trial were lower than expected because of throttling due to limited 
cooling water supply. The impact of this was on the retention time which is longer than the 
projected 90 mins. At a much harsher condition, the dosed line monomeric silica retention after 
the holding vessel registered at around 81%. 

Unfortunately, the untreated line cannot be used as a direct comparison because of the low velocity 
condition that occurred. The sudden spike in outlet pressure signaled an obstruction or deposition 
along the lines and the inspection after the trial confirmed the unforeseen condition. The presence 
of characteristic general corrosion and lower than equilibrium concentration total silica confirmed 
the flow stagnation. This has reduced the data points used for the untreated line monomeric silica 
readings and the deposit weight density measurement. Using the available data, the projected 
percent monomeric silica retention for the untreated line was at 80%. 

Exploratory analyses done on the scale deposits confirmed the presence of metal silicates and 
sulfides for the untreated line. The results of EDS elemental distribution map confirmed that the 
polymer-based silica inhibitor was able to disperse and prevent metal silicate and sulfide co-
deposition with amorphous silica. 
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Overall, the monomeric silica retention data complemented with physical observations suggest 
that the inhibitor program was effective in controlling the scaling even at a reduced outlet 
temperature. 
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ABSTRACT 

The Menengai Geothermal field is a high temperature geothermal field located within the Central 
Kenya Rift. It is located 10 km from Nakuru town the fourth largest city in Kenya and 20 km from 
Lake Nakuru. Temperatures above 300oC have been realized in this field where more than 40 wells 
have been drilled with more than 130 Mwe is ready for evacuation and a 35 Mwe power plant is 
underway. Within the caldera two major upflow areas have been noted. A large one to the West & 
Central  part of the caldera and  a smaller one to the East of the caldera, therefore the field can be 
divided into two major parts East and West. The Western part of the field is more developed and 
most of the wells have been drilled in this area. The east is an expansion area for the field, atleast 
four wells have successfully been drilled in this area hence the need for a 3D Natural state model 
focused on this area. We have made use surface exploration surveys and the findings derived from 
drilling, logging, and testing of geothermal wells to build a 3D natural state model of the 
geothermal system by means of the TOUGH2 reservoir simulator, supported by Petrasim 5.3 
graphical interface. The model was run to steady state conditions and calibrated against data 
obtained from well pressure and temperature profiles recorded under warm-up and flowing 
conditions, as well as available production test results, the actual pressure and temperature profiles 
agree to a large extent with the modelled results. 

1.0 Introduction 

Kenya currently has a population of over 54 million people, and its per-capita energy usage is 
about 170 kWh, which is significantly higher than that of its neighbors (Tanzania's is 60% higher, 
and Uganda's is half that). Energy consumption in the nation has been steadily rising, with 
electrification rates rising from 19% in 2010 to roughly 75% in 2020. Over 85% of the electricity 
produced in Kenya currently is produced via renewable energy sources. In addition, 89.9% of the 
electricity used is generated domestically. Fossil fuel consumption has made a significant 
contribution to climate change, which primarily impacts the most vulnerable. Kenya aims to have 
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100% renewable energy in its power mix by 2030 to reduce greenhouse gas emissions and obtain 
carbon credits. Thanks to major capacity additions over the previous ten years, particularly in 
geothermal, the proportion of renewables in the power mix increased to 95% in 2002. Geothermal 
energy leads in the energy mix at 48.4%, followed by hydro, wind, thermal, and solar energy. 
Geothermal energy currently has an installed capacity of 891.8 MWe (Country Energy Report 
2020). It comes primarily from Olkaria, the country of Kenya's first geothermal field to be 
developed. The Menengai geothermal field is the country's second geothermal field, and it is 
hosted within The Menengai Caldera, a late Quaternary caldera volcano formed on a massive 
shield volcano located in the inner trough of the Kenya rift valley associated with a high thermal 
gradient resulting from shallow magmatic intrusions. More than 40 wells have been drilled in the 
Menengai field because of surface studies that revealed a significant geothermal potential. 
Temperatures above 300 o C have also been recorded at depths as shallow as 1600 m and more 
than 130 MWe has already been realized so far. The project has been carried out in phases. The 1st 
Phase (105 Mwe) is in the central part of the caldera, which is the main upflow zone is the most 
developed, with two 35Mwe power plants underway. Since the central part of the caldera has been 
successfully explored and drilled, there's a need for a step-out strategy. The 2nd Phase is located at 
the eastern part of the Menengai Caldera, where we have the 2nd upflow(Figure 2), which is 
expected to generate 60 MW of steam equivalent. The geo-scientific studies and drilling of 
exploratory wells have already been conducted in this part. 

 
Figure 1: Show the location of the Menengai caldera, Fumaroles, Eruption centers and regional faults, at the 

center of then caldera is the young lava that emanated from the eruptive fissure running E-W, marked 
in red is the Natural state modelled area. 
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Drilling results and related studies indicate that there exists a naturally fractured geothermal 
reservoir at depths between 700-2100 m that reaches temperatures above 250oC. Surface studies 
indicate that the area is within an intersection of the Solai and central caldera arcuate structures 
(Njue and Kipngok 2019). Based on the alteration mineralogy and temperature profiles from MW-
15 and MW-18A, we confirm the existence of sufficient heat of  more than 300oC. 

 

 
Figure 2:Reservoir temperature model for Menengai geothermal field showing the main up flow and the  2nd 

up flow zone to the East. 

 

To better understand geothermal system, a conceptual model of the field was constructed as well 
as a 3 D natural state numerical model. The rock types were assigned to each block in several 
layers. Initial and boundary conditions were defined according to existing data. Model validation 
was conducted by matching available downhole temperature and pressure data. To do this, it was 
necessary to run the models at steady state and compare the simulated data to the known or system's 
interpreted conditions. The model's attributes, such as permeability, rock density, and so on, were 
changed in this iterative process until a good match was established. 

1.1 Previous Similar Works 

Several versions of the numerical model of the geothermal system have been developed over the 
years. A supercritical model of Menengai was developed and calibrated by O’Sullivan et al., 
(2015) using the supercritical variant of AUTOUGH2. The model's basic heat flow had to be 
increased, and some of the deep permeabilities had to be changed, as part of the calibration process. 
The supercritical model suggested that the identical production scenario would result in about 30% 
more steam than predicted by the normal model. Much of the field was covered. A 3D Natural 
state model of the Menenagi Geothermal Field was also created by Montegrossi et al., (2015), 
however it focused mostly on the central part of the caldera, where most wells had already been 
drilled. 
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1.2 Conceptual model of Menengai Geothermal Reservoir 

In Menengai observation from surface studies of high temperature field include altered grounds, 
fumaroles, and eruption centers. Seismic studies by Simiyu and Keller (1997) indicated clusters of 
shallow microearthquakes under the caldera and relate these to a high-temperature geothermal 
field associated with shallow magma bodies. A heat loss survey indicated that the prospect lost 
about 3,536 MWt naturally to the atmosphere with 2440 MWt being the convective component 
(Mwawongo, 2005). Borehole geology indicates that the subsurface stratigraphic structure of the 
Menengai caldera consists of main rock units, inherited from the evolution history of the caldera, 
they include Pyroclastic, Tuff, Trachyte and Syenite(Figure 2). An upflow of high temperature 
fluid (above 300oC) arises beneath the Menengai caldera through buried structures and is 
manifested at the surface by fumaroles especially close to MW-15A. The geochemical analysis of 
the fumarolic gas discharges indicate a deep, high temperature reservoir between 280-320oC from 
gas geothermometry ( Njue and Kipngok, 2018). Two separate boiling zones at elevations between 
1000 to 1500 m.a.s.l and 400 to 700 m.a.s.l were identified from hydrothermal alteration of 
minerals during well logging. According to Geotermica Italiana (1987), a large positive gravity 
anomaly in the central part of the caldera, was related to a dense body located at 3.5-4 km deep 
having a density of 2.8 g/cm3, which could be the source of heat Lagat, (2011) thought the heat 
source for the system is a shallow magma chamber with a hot intrusive penetrating into the 
reservoir as illustrated in (Figures 2,3&4). Recharge of cold water is from the east, northeast of 
the geothermal field (Leat, 1984), the caldera wall and other minor structures within the caldera. 
The main structure is the caldera itself which is elliptical in shape presenting a ring structure which 
is thought to be disturbed by the Solai graben faults on the northeast end and a fracture system at 
the south-southwest end (Strecker et al., 1990; Lagat et al., 2010). Complex subsurface fractures 
and lithological contacts provide the permeability conduits for recharge and upflow. Probable fluid 
flows in the NW, W and NE directions from the upflow region, forming the outflow of the 
Menengai reservoir (Montegrossi et al., 2015). There is evidence that the Menengai geothermal 
field is highly fractured and permeable below 500 m indicated by intense alteration with calcite 
and pyrite abundance into the bottom of the well of MW-18A. Figure 3 shows the cross-section of 
the eastern part of the caldera drawn from existing data. 
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Figure 3:Shows the West-East geological cross-section model of Menengai East showing main up flow zone 
identified within the eastern part of the caldera as per the drilling results.  

 

A conceptual model of the study area was developed to get a good understanding of the important 
aspects of the physical processes and structure of the geothermal system. The Conceptual model 
is obtained from geology, geochemistry, geophysics study results, and well data. It describes 
several vital components of a potential geothermal field, such as the heat source, natural fluid flow 
pattern, geological setting, caprock, upflow and outflow, and recharge zones. The area under 
consideration is located on the eastern part of the caldera, where the NNE Solai Graben cuts the 
caldera wall. To build the conceptual model, all the field data related to the area was compiled and 
analyzed. The Conceptual model is obtained from geology, geochemistry, geophysics survey 
results, and well data. The Conceptual model describes several information such as heat source, 
natural fluid flow pattern, geological setting, caprock, upflow and outflow zone and recharge. The 
conceptual model in this work was established according to the 700-2100 m fractured reservoir 
observed in MW-18A. The conceptual model components of the Menengai geothermal reservoir  
have previously been described by (Kipyego et al., 2013; O’Sullivan  et al., 2015; Mibei et 
al.,2017) below is a summary of the conceptual considering input from the above 
mentioned.(Figure 4).  
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Figure 4: Shows the W-E conceptual temperature cross-section model of Menengai East showing the upflow on 

the Eastern part of the caldera. 

 

2.0 Numerical and Simulation Approach 

In this study, the natural state model of the Menengai East geothermal field was developed using 
TOUGH2 and built using the non-isothermal-pure water equation of state (EOS1). The Tough 2 
V2.0 code was employed to navigate the coupled processes of fluid flow and heat transfer in the 
high temperature, naturally fractured geothermal reservoir. The code has previously been used as 
a numerical simulator for solving multiphase fluid and heat flows both in porous and fractured 
geological media (Pruess et al., 1999). When using this simulator, certain assumptions are made, 
such as the following: (1) Darcy’s law is valid in the model domain, (2) the mechanical 
dispersion of dissolved gases is neglected, (3) the movement of the geologic medium is not 
described or taken into consideration, (4) when salts (dissolved components) are considered or are 
preset the aqueous phase cannot evaporate or disappear . 
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.  

Figure 5: shows the steps followed in constructing a numerical model. 

As summarized in figure 4, the following steps were followed in coming up with the numerical 
model. 1) We established the modeling goal and created a conceptual framework for the study, we 
built a conceptual model of the study area using data on the site's geology(structural and borelole), 
geophysics, geochemistry, and any other relevant information. 

2) By establishing the boundary conditions and material attributes, we were able to determine the 
relevant theoretical models. As we iterated through the modeling process, we changed certain 
components. 

3) The field was divided into an infinite number of distinct cells. This allowed us to transform the 
continuous problem into a discrete issue that could be resolved quantitatively. 

4) The numerical model was subsequently put into practice, and it was confirmed using production 
data from drilled wells in this part of the field. 

2.1 Numerical geometry and spatial discretization 

The numerical model covers a 30.8 km2 area between 173600 and 178800 E and 9975700 and 
9979100 N. The surface model's maximum elevation is 1965 meters above sea level, and its lowest 
point is -1500 meters below sea level. Five geological layers with varied porosity have been used 
to build the model, which was laid out in a rectangular grid. The model has been divided into the 
five rock types identified in Menengai geothermal field, namely the base (syenite), caprock 
(trachyte), reservoir (pyroclastics), surface (pyroclastics), and magma (heat source). The reservoir 
is on average 2100 meters thick(NB it’s not uniform because of the intrusive); the base(intrusive), 
is 400 meters thick is also not uniform its thicker at the center; the surface layer is 200–265 meters 
thick, and the caprock is up to 400 meters thick. 8,600 elements or blocks make up the entire 
system; the higher symmetry was considered because it can speed up the processing of the 
numerical model domain (Pruess et al., 1999; Pruess 2006). Figure 6 displays a 3D image of the 
model and the well locations, the table 1 lists the spatial discretization. 1 
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Figure 6: Shows the numerical model grid. 

 

Table. 1 Model spatial discretization grid mesh 

Direction Cells Cell size 
X 2 300 
X 2 250 
X 33 100 
X 2 250 
X 2 300 
Y 1 300 
Y 1 250 
Y 23 100 
Y 1 250 
Y 1 300 

 

2.2 Initial and Boundary Condition  

The atmospheric or surface layer is represented by the Top Layer. We are on the rift floor; thus, 
the allocated atmospheric conditions are 1 bar and 60oC. To simulate the accurate location of the 
water table, the surface lithology is given a high permeability. The bottom barrier was given a 
high-temperature fluid recharge with an enthalpy of 1650 kJ/kg and a mass rate of 4.0E–5 kg/s.m2. 
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Deep recharging takes place in the eastern part of MW-34. Based on the outcome of the calibration 
process, the recharge mass and heat flow and its location are established. 

The initial hydrostatic pressure of well MW-18A increased from 6 MPa at a depth of 800 m to 14 
Bar at the bottom of the fracture reservoir, i.e.,1800 m, according to well logging data, the initial 
reservoir temperature was uniform and had a value of 250oC. Because of their symmetry, the lateral 
borders were intended to be closed for mass and heat flow. Because of their low porosities and 
impermeability, the Base (Syenite) and Cap rock (Tuff) were not considered in the mass transfer 
with top and bottom boundaries. A semi-analytical method was used to assess the vertical 
exchange of the confining layers. The method signifies the temperature profile in a semi-infinite 
conductive layer by means of a simple trial function and shows reliable simulation accuracy 
(Pruess et al., 1999). 

A deep fractured reservoir in Menengai that is primarily composed of trachyte is present at a depth 
between 600 and 2100 m (Figure 6), in addition there’s a massive intrusive body in the central part 
of the reservoir as per the geological well logging results (Figures 3 and 4). It is thought that 
geothermal fluids are trapped in tectonic fissures and fracture zones in rocks covered by 
impermeable tuff. Caldera rim faults, which aid in vertical recharge, and the NNE-SSW faults in 
the Solai graben are two permeability controls discovered through gravity studies (Gichira and 
Mohamud, 2021). The capacity of the rock to transfer fluids determines the permeability of a 
geothermal reservoir. We have modelled target reservoir to have an intrinsic permeability of 
approximately 1–25 mD (1 mD = 1.0×10−15 m2), such that only low-level stimulation (e.g., low-
pressure, and short-term reservoir stimulation)will be required to initiate production. 

Figure 7: Illustrates an idealized fractured reservoir. 
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Our model is no-flow for mass and heat transfer with four boundary walls that do not allow any 
possible communication with the outside as illustrated in Figure 7. We have one major fracture to 
the east which represents the caldera wall which allows deep recharge into the reservoir, recharge 
takes place along the borders of the caldera, associated with the presence of major structures, which 
may favor the deep infiltration of meteoric water, with minor contribution from the magmatic 
system in the form of steam and gas. 

2.3 Reservoir and Model properties 

The reservoir properties and model parameters of the deep fractured geothermal reservoir in the 
eastern part of the caldera are given in Table 2. In the natural state modelling, the selection of 
material attributes plays a critical role. The most important property to give the best match in the 
natural state calibration process is permeability. Permeability will affect pressure and temperature 
distribution as well as the fluid movement direction in model. Therefore, permeability is given in 
the X,Y and Z direction. The permeability value ranges from 3.0E-14 to 9.86E-19 m2 other 
material properties such as density, specific heat and wet heat conductivity are specified to 2900 
kg/m3, 1000 J/(kgoC) and 4 W/(m.o C) respectively. Permeability of rocks guided by the 
interconnectivity of pores within a rock matrix. Pore spaces must be interconnected and filled with 
water for fluid to be conducted. Therefore, porosities in our model range from 0.05-0.5. 

Table 2: Reservoir properties and model parameters 

Material Densit
y 
Kg/m3 

Perm X  Perm Y Perm Z Cond 
W/(m.o C) 

Porosity Thickne
ss(m) 

Specific 
heat 
J/(kg.k) 

Pyroclastic 2500 2.0E-15 2.0E-15 6.0E-15 2.0 0.01 200  1000 
Tuff(Cap rock) 2670 6.0E-17 6.0E-17 6.0E-18 2.0 0.02 400  1000 
Upper Trachyte 2600 2.5E-15 4.0E-15 1.0E-15 2.1 0.5 800 1000 
Lower trachyte 2640 4.9E-15 4.9E-15 1.5E-15 2.1 0.3 1300 1000 
Syenite(Basement) 2700 2.0E-17 2.0E-17 6.0E-17 3.5 0.05 400 1000 
Magma 2800 9.0E-18 9.0E-18 9.0E-18 4.0 0.01 400 1000 
Aquifer 2650 3.0E-14 3.0E-14 3.E-14 2.1 0.1 166 1000 
Boundary  2900 9.86E-19 9.86E-19 9.86E-19 0 0.05 300 1000 
Fracture 2500 3.95E-15 3.95E-15 3.95E-15 1.0 0.2 300 1000 

 

Table 3: Operationalization of the Model parameters 

Initial Temp o C at the top of reservoir 60oC 
Initial Pressure the top of reservoir  1Bar 
Initial Liquid saturation  1 
Source Sink  1.650E6J/Kg at rate of 4.50E-5kg/s 

 

The cap rock and base rock were impermeable with the initial permeability of 6.0E-17 to prevent 
the recharge of fluid, but the heat exchange was calculated with the heat conduction efficiency of 
3.5 W/(m ◦C).  

3.0 Numerical validation  

During the natural state process, the model was run until a steady state condition was reached. 
Several validation processes have been used to check the reliability of model, such as pressure and 
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temperature matching, steam zone presence, and heat and mass flow direction. To obtain a good 
fit between the model and actual measurements, several steps were taken using an iterative process 
such as a change in permeability and porosity values, determining the amount and enthalpy of deep 
mass recharge, adjustment on dimension, the location of source sink and block refinement using a 
new rock type to improve matching process. The final calibrated model reasonably reflects the 
conceptual model. Similar temperatures are shown in the natural state model especially those 
beneath MW-15A to those interpreted for the conceptual model.  

Based on the conceptual model a 3D numerical natural state model was developed. The model was 
calibrated using try and error method based on available data from natural state conditions of 
reservoir to obtain a good match. During the natural state process, the model was run until a steady 
state condition was reached.  

 
Figure 8: Shows the model running and end time reached after simulations. 

Several validation processes have been used to check the reliability of model, such as pressure and 
temperature matching, steam zone presence, and heat and mass flow direction. To obtain a good 
fit between the model and actual measurement, several steps were enacted using an iterative 
process such as a change in permeability and porosity values, determining the amount and enthalpy 
of deep mass recharge, adjustment on size the location of source sink and block refinement using 
a new rock type to improve matching process. 

The pressure and temperature of model are validated using 2 wells in Menengai MW-15A, MW-
MW-18A (Figures 9 and 10) show the comparison between the model and measured data, the 
figures also show a prediction of deeper reservoir pressure and temperature profile. The figures 
show the contrast between the modeled and measured data, the figures also show a prediction of 
deeper reservoir pressure and temperature profile. The pressure and temperature matching of all 
wells give reasonable match for MW-15A and MW18A (Figures 9 and 10) .
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Figure 9: Shows the MW-18A temperature and pressure profiles from the Well, the initial model, the results. 

 
Figure 10:Shows the MW-15A temperature and pressure profiles from the Well, the initial model, the results. 
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4.0 Discussion and Conclusion 

The natural state model of Menengai East, has been developed successfully. The Model has been 
able to reproduce shallow (steam reservoir) and deep reservoir condition (brine reservoir). The 
output of the natural state model has been validated using 2 wells of the actual measurement data 
also heat and mass flow from the conceptual model (Figures 9 and 10) give a reasonable match. 
The Model simulation has been able to reproduce shallow (steam reservoir) and deep reservoir 
condition (brine reservoir). The pressure and temperature in the shallow reservoir show a steam 
static pressure and convective temperature profile near saturation which is indicative of a steam 
dominated reservoir. The steam static pressure in the vapor reservoir occurred due to the 
equilibrium mass flux of steam moving up and water as the condensed steam moving down. All 
wells in the Eastern part of the caldera show a convective profile, the reservoir in Menengai east 
has the thickness range from 700-2000 m.  
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ABSTRACT 

The Rincon geothermal system (RGS) is one of the more promising intermediate temperature 
(~150°C) geothermal prospects in New Mexico; one well has a bottom hole temperature of 99°C 
(SLH-1). This well is located about 50 m east of the East Rincon Hill Fault (ERHF) zone in the 
Rincon Hills in south-central New Mexico. Brackish (~ 1900 mg/l) geothermal fluids have 
migrated up the ERHF and flow eastwards in water-table aquifer. This blind geothermal system 
has no surface expression other than a series of stacked opal deposits. The temperature-depth 
profile measured in 1993 in SLH-1 was overturned, suggesting transient geothermal behavior. 
SLH-1 in 1993 had a temperature of 83.9°C just below the water table (depth of 100 m). Below 
the water table temperatures declined in the borehole to 70.6°C at 176-m depth before increasing. 
The highest temperature was 99°C at the bottom of the borehole at a depth of 371 m. We re-
measured the temperature profile in SLH-1 in September 2018 and found it to be nearly unchanged 
in the intervening 25 years. The temperature at 100 m in 2018 was slightly warmer compared to 
1993 (84.8°C) and was warmer at the minimum at 173 m (73.7°C), but otherwise the two profiles 
overlap perfectly. This suggests steady-state hydrothermal conditions. As a consequence of these 
observations, we developed and applied a semi-analytical, steady-state model describing 
conductive and convective heat transfer resulting from three-dimensional flow groundwater flow. 
The solution is based on the assumption of fault perpendicular groundwater flow (qh) within an 
unconfined hot water-table aquifer and regional fault-parallel flow within an underlying cooler 
confined aquifer (qc). Vertical conductive heat transfer is assumed to dominate above, below, and 
in between these stacked aquifers. The three-dimensional flow rates needed to produce temperature 
overturns were evaluated using a sensitivity study. This model produces steady-state temperature 
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overturns similar to the overturn measured in SLH-1 provided that convective heat transfer 
dominates within both the hot and the cooler aquifers and that qh/qc is about 2. 

1. Introduction 
The Rincon geothermal system (RGS), located in the Rincon Hills along the southwest edge of the 
Jornada del Muerto Basin in south-central New Mexico (Figure 1), has intermediate-temperature 
(~150°C) reservoir potential (Witcher., 1991a, b). Pronounced groundwater elevation differences 
between probable upland recharge and the lowlands near the RGS (Figure 2) suggest that this is a 
forced convection geothermal system (Smith and Chapman, 1983). Forced convection geothermal 
systems are common along the Rio Grande Rift (Morgan et al., 1981; Witcher, 1988; Barroll and 
Reiter, 1990; Pepin et al., 2015). Temperature gradients in the recharge area in the foothills of the 
San Andres Mountains vary between 34 to 39.5°C/km (Figure 2B). Discharge area temperature 
gradients in the lowlands of the Jornada del Muerto Basin are over ten times higher (439 to 
648°C/km; Figure 2C).  

Temperatures measured in a slim-hole exploration well SLH-1 located about 50 m to the east of 
the East Rincon Hills Fault reveal a persistent 15oC temperature overturn (red and black dashed 
lines; Figure 2c).  The first temperature-stabilized profile after core drilling of exploration well 
SLH-1 was collected in the RGS in 1993 (Witcher, 1998). The well SLH1 is in close proximity to 
the fault zone but does not cross the fault (Figure 1C). Temperature profile overturns can 
sometimes display anomalously high temperatures at shallow depths with cooler temperatures 
below. Such profiles are commonly associated with transient geothermal discharge along fault 
zones and lateral flow into an aquifer (Ziagos and Blackwell, 1981)  

A second profile was collected in 2018 as part of this study. The linear nature of shallow 
temperature profiles within the vadose zone (0–70m depth) in well bores SLH-1, RAD-3 and 
RAD-8 also suggest steady-state conductive conditions (Figure 1c). Groundwater flow patterns, 
as indicated by water table contour maps, are three-dimensional (Figure 3). Elevated vertical 
temperature gradients closely correspond to water table elevations (Figure 3). 

We hypothesize that the temperature overturn in borehole SLH-1 can be explained by a three-
dimensional, steady-state groundwater flow system with components of fault parallel and 
perpendicular flow (Figure 4). We assume that fault-perpendicular groundwater flow (qh) occurs 
within a hot water table aquifer and regional fault-parallel flow occurs within an underlying, cooler 
confined aquifer (qc). We further assume that vertical conductive heat transfer dominates above, 
below, and in between these stacked aquifers. 
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Figure 1. (a) Base map showing the location and structural setting of the Rincon Hills within the Jornada del 
Muerto Basin in New Mexico. (b) Idealized east-west geologic cross-section across the Jornada del 
Muerto Basin (A-A’). (c) Shallow, local east-west geologic cross showing the proximity of the geothermal 
well SLH1 to the East Rincon Hills fault (ERHf). 
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Figure 2. (A) Map showing wells near the recharge area in the San Andres Mountains and in the discharge 
area near the Rio Grande. (B) Upland temperature profiles on the east side of the Jornada del Muerto 
Basin near the recharge area. (C) Lowland wells RAD-8, RAD-3 and SLH-1 are located near a 
geothermal upflow zone east of the ERHF. Repeat temperature profiles were collected for well SLH-1 in 
1993 and 2018. Stratigraphic column shown to the right. Thr= Hayner Ranch Formation, Trv-b and Trv-
a= Rincon Valley Formation, Qcr=Camp Rice Formation (after Witcher, 1998). 

 

 

Figure 3. (a) Regional water table contour map (blue lines) across the Jornada del Muerto Basin. Green to red 
shaded patterns denote temperature gradients contours (°C/km). White circles denote location of 
temperature gradient drillholes. (b) Expanded water table contours near the East Rincon Hills Fault 
(ERHf purple line) near the southwest edge of the basin. Temperature gradient drillholes and water wells 
are indicated by the blue dots (data source James Witcher). 
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Figure 4. Conceptual model for the Rincon geothermal system. 

 

In this study, we present a new semi-analytical solution describing conductive-convective steady-
state heat transfer resulting from three-dimensional groundwater flow. We applied this semi-
analytical solution in a sensitivity study to assess the three-dimensional flow rates needed to 
produce temperature overturns. We also fit the solution to the SLH-1 temperature profile. Our 
conceptual model may be applicable to other field sites with pronounced temperature inversions, 
such as the Beowawe geothermal system in Nevada (Howald et al., 2015). 

2. Geologic Setting 
The Rincon geothermal system is located in the southern Rio Grande rift at the intersection of the 
Hatch-Rincon basin and the southern Jornada del Muerto basin (Figure 1). The Hatch-Rincon basin 
is a west-northwest trending half graben with master normal faults facing south to southwest 
(Seager and Mack, 2003).  The southern Jornada del Muerto basin south of the Point of Rocks 
(Figure 1a) and nearest Rincon is formed by two north-striking half grabens (Seager and Mack, 
1995). The East Rincon Hills Fault (ERHF; Figures 1and 3b), facing east, forms the western half 
graben and hosts the upflow zone of the Rincon geothermal system.  Further east, the Jornada 
Draw Fault (JDF) forms the eastern half graben with the hanging wall on the east.  The ERHF and 
the JDF show Pleistocene offset. The Jornada del Muerto basin north of Point of Rocks has the 
regional characteristics of south-plunging syncline with the east-facing JDF and complementary 
half graben roughly following the basin axis (Seager and Mack, 1995; Newton et al., 2015).  The 
east-dipping strata of the Caballo Mountains horst forms the western limb and the San Andres 
Mountains horst forms a stratigraphic west-dipping limb. 
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The Rincon geothermal system is focused in a zone of cross-cutting tectonic inversion where the 
north-striking ERHF footwall has uplifted and exposed sediment deposited in the west-northwest 
striking Hatch-Rincon half graben to form the Rincon Hills. The early rift sediments unroofed in 
the Rincon Hills from oldest to youngest are the Oligocene Thurman, the Miocene Hayner Ranch, 
and the Miocene Rincon Valley (Seager and Hawley, 1973).  The Pliocene-Pleistocene Camp Rice 
Formation is mostly missing in the Rincon Hills; the contact between the Rincon Valley Formation 
and the overlying Camp Rice Formation is an angular unconformity in the Rincon area. 

The units of greatest interest to this study are the Camp Rice, Rincon Valley, and the uppermost 
Hayner Ranch Formation.  The uppermost Hayner Ranch Formation and bulk of the Rincon Valley 
Formation consist of distal alluvial fan and playa deposits in the Rincon Hills and in the subsurface 
east of the ERHF. These units dip to the south to southeast (Witcher, 1991b) and consist mostly 
light red-brown claystone, siltstone, fine-grained sandstone, with some gypsum. These units are 
aquitards and are not silicified by hydrothermal alteration. A tectonically-tilted proximal alluvial 
fan unit in the Rincon Valley Formation conformably overlies the Rincon Valley playa facies. This 
fan unit acts as an aquifer and shows pervasive silicification where it has hosted hydrothermal 
fluids.  The Camp Rice Formation is undeformed except by fracturing and represents axial fluvial 
deposition of the ancestral Rio Grande. Stacks of cross-bedded fluvial channel sand, crevasse splay 
sands, and overbank silt and clay are typical fluvial facies (Mack et al., 2012).  The Camp Rice 
Formation is an aquifer; but this unit maybe pervasively silicified with quartz to form quartzite 
where proximal flow paths of hydrothermal fluids from the ERHF traversed the unit (Witcher, 
1998).  Highly silicified zones of the Rincon Valley fan facies and the Camp Rice fluvial facies 
are both fractured (Witcher, 1998). 

An important Laramide compressional basement-involved reverse fault and draping system of 
folds and thrusts likely provides a deep reservoir and circulation at Rincon (Witcher, 1991b and 
Witcher, 1998).  Seager et al. (1986) describe this regional scale east- to east-northeast-vergent 
Laramide structure in the McLeod Hills north of Rincon that is on strike with Rincon and connects 
to San Diego Mountain to the south. 

3. Rincon Geothermal System Site Description 
The RGS is a “blind” system with no currently active hot springs. Summers (1976) identified a 
thermal water well near the intersection of the Santa Fe Railroad and Interstate 25. Later, Lohse 
and Schoenmackers (1985) drilled a series of shallow temperature gradient holes (TG; Figure 5) 
to explore for geothermal resources in northern Doña Ana County. The northernmost temperature 
gradient hole, TG-99, encountered a bottom hole temperature of 54.3°C at 50 m depth (Figure 5).  

Seager and Hawley (1973) mapped several opal beds on both sides of the ERHF; but did not posit 
an origin. One of these opal beds was interpreted to have formed in cool-temperature spring-fed 
marshes (LeMone and Johnson, 1969). Witcher (1991a,b) recognized the potential geothermal 
importance of the opal beds as a possible pathfinder to a high temperature geothermal system.  
High temperature systems are frequently associated with opaline spring deposits, as opposed to 
travertine or calcium carbonate spring deposits. More recently, Mack et al. (2012) mapped the 
distribution and determined the chemistry of the opal beds cropping out along the Rincon Arroyo 
in order to test a hydrothermal-fluid origin for the opal beds at Rincon. Five continuous layers that 
range from 0.2 to 1 m in thickness were identified. With increasing distance from the ERHF, the 
opal beds transition to friable sands with opal glaebules and then to microcrystalline calcite (Figure 
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5). The opal beds are emplaced in the Camp Rice Formation that dates to the Pliocene and early 
Pleistocene (5–0.8 Ma). Strontium isotope ratios (87Sr/86Sr = 0.71301– 0.71724) indicate that the 
opal deposits precipitated from geothermal fluids that represent mixtures of water associated with 
deeply buried Proterozoic basement and Paleozoic carbonate rocks. The authigenic carbonate has 
δ13C and δ18O values consistent with a mixture of deeply derived geothermal fluids and meteoric 
water. The geothermal fluids that formed the opal and calcite deposits discharged as springs or 
resided in a near-surface water table (marsh), flowing laterally away from the ERHF (Mack et al., 
2012). As the waters cooled, opal precipitated first, then calcite. The presence of opalized woody 
fossils (LeMone and Johnson, 1969; Seager and Hawley, 1973) suggests that the fluids discharged 
at the surface as springs. However, the distribution of opalized fossils is not widespread and 
terraced opaline spring mound terraces are not preserved. Overall, the opal beds indicate that the 
location of surface and near-surface discharge zone(s) varied spatially and temporally in the 
Rincon Hills. Each opal bed represents a paleo-spring discharge, and occurrence and preservation 
is likely the combined result of seismic activity on the ERHF, climate variation, and channel 
migration of the ancestral Rio Grande during the Pleistocene.  

Witcher (1991a) mapped potential upflow zones in the RGS using radon soil-gas surveys. In the 
Rincon Hills, Witcher (1991a) found anomalous radon soil-gas levels (up to 322 piC/L). 
Subsequent drilling of thermal gradient boreholes in the Rincon area showed very high geothermal 
gradients within vadose zone (> 400 °C/km) (Figure 5). The gradients in RAD-8 and 4 are 
conductive, whereas the thermal gradients in RAD-3 and 7 decrease below the water table, 
indicative of an outflow plume. Self-potential (SP) surveying by Ross and Witcher (1998) provides 
additional information on the shape and extent of the shallow upflow zone of the RGS. 

RAD-7, northeast of SHL-1, was sampled for water chemistry via airlifting (Witcher, 1991b) 
RAD-7 intersects the water table around 90 m depth, and has a water table temperature of 60°C. 
The water is predominantly a sodium-chloride fluid with a TDS of 1924 mg/L. A suite of 
geothermometry calculations yielded potential reservoir temperatures of 177°C (Na/K/Ca), 117°C 
(Na/Li), 94°C (Mg/Li), 146°C (quartz), 120°C (chalcedony), and 96°C (alpha-cristobalite). 
Witcher (1991b) concluded that the top of the RGS likely had temperatures 94-120°C, reflecting 
the range of the Na/Li, Mg/Li, chalcedony, and alpha-cristobalite geothermometer estimates. The 
146°C quartz geothermometer probably reflects the minimum production reservoir temperature at 
depth. The Na/K/Ca geothermometer may be unreliable in where waters have flowed through 
carbonate rocks. 
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Figure 5. (A) Temperature versus elevation from Rincon temperature gradient holes drilled by Lohse and 
Schoenmackers (1985), Witcher (1991b), and Witcher (1998). Slope changes represent the water table. 
(B) Position of opal outcrops transitioning to opal glaebules and then calcite, mapped by Mack et al.
(2012). Pink line is the East Rincon Hills Fault (ERHF). Hexagon symbols are the locations of the wells
that are plotted in (A).

Studies by Witcher (1991a, b) culminated in the drilling of exploration corehole SLH-1 (solid line, 
Figure 5; Witcher, 1998). A high-precision tool was used to measure temperatures in the well in 
July of 1992 after the post-drilling temperatures had mostly stabilized. The tool belonged to Sandia 
National Laboratory and the measurement provided a field test of a new instrument design. SLH-
1 has a temperature of 81°C at the water table (92 m depth, 1,242 m elevation). The lowest 
temperature in the borehole is 70.6 °C at 176 m depth (1,159 m elevation) and the highest 
temperature is 99 ◦C at 371 m depth (964 m elevation) at the bottom of the borehole (Figure 4). 
Witcher (1998) noted significant fracturing and silicification of the units above the Rincon Valley 
playa facies aquitard (0-179 m depth). The 1992 temperature profile has thermal disturbances at 
100 m and 179 m depth associated with zones of lost drilling fluid around high permeability 
fractures.  

4. Hydrology
In the Rincon area, the shallow aquifers in the Camp Rice Formation fluvial sands, overlie the 
Rincon Valley Formation distal alluvial fan and playa facies aquitard. On a regional scale, 
groundwater in the shallow Camp Rice aquifer system originates mostly as inflow from the 
southeast that ultimately flows into the Hatch-Rincon Valley near Rincon (Kambhammettu et al., 
2011; Wilson et al., 1981). The aquifer system is mostly recharged by San Andres, Caballo and 
Organ Mountain precipitation and runoff; although some recharge from the Jornada del Muerto 
basin floor may also occur (Hawley and Kennedy, 2004 and 2005; Ketchum, 2016; Newton et al., 
2015; Rueter et al., 2021, and Wilson et al., 1981). Ephemeral flows in Rincon Arroyo provides 
an important local recharge source as evidenced by the best ground water chemistry quality in the 
region at the Village of Rincon water supply well on the east side of Rincon Arroyo (Wilson et al., 
1981).  This occurs despite subsurface geothermal outflow from the nearby East Rincon Hills Fault 
Zone to the west of the arroyo and the water well site. The decreasing elevation to the south in 
Rincon Arroyo provides an overall southerly flow vector and the geothermal flow has an easterly 
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flow as largely defined by fault orientation and contact with optimal Camp Rice aquifer 
permeability. Some Rincon Arroyo ephemeral flow is the result of runoff from the southern 
Caballo Mountains and Point of Rocks. 

Overall, the Jornada del Muerto basin receives a total of 3,367 acre-feet/year (or 4x106 m3/yr) of 
mountain-front recharge from the Caballo, San Andres, and Organ mountains (Kambhammettu et 
al., 2011). The deep aquifers and flow paths occur below the Miocene Rincon Valley and Eocene 
Palm Park formations. Recharge is mostly from precipitation where the deep units are exposed at 
the surface in the Caballo and San Andres mountains (Hawley and Kennedy, 2004 and 2005; 
Newton et al., 2015; and Wilson et al., 1981).  Groundwater travel times in the deep bedrock 
aquifers is slow, which allows collecting heat and chemistry. 

5. Methods 
5.1. Repeat temperature measurements 

In September 2018, we collected a repeat temperature profile in SLH-1 (Figure 2).  The 
temperature logging equipment consists of a Fenwall thermistor attached to a 1 km long wireline 
cable that is mounted in a pickup truck covered with a camper shell. A digital multimeter attached 
to a computer records resistance in the thermistor and cable, which is converted to temperature by 
calibrating the truck-based system against a laboratory-calibrated platinum resistance 
thermometer. The reproducibility of the measurements is 0.02°C. This thermistor works best in 
water. Measurements in the field are taken at 1 m intervals, and the cable is lowered down the well 
at a rate of 2 m/min. Vertical geothermal gradients, ΔT/Δz, are estimated by linear regression using 
least squares estimation.  

5.2 Hydrothermal model 

We developed a steady-state, semi-analytical solution that captures the essential features of the 
Rincon geothermal system upflow zone. The groundwater flow system consists of an upper and 
lower aquifer separated by a confining unit, with additional confining layers above and below the 
aquifers (Figure 4). We assume purely convective heat transport dominates within the two aquifers. 
In addition, conductive heat transport dominates within all confining units. Flow in the upper water 
table aquifer results from hydrothermal discharge issuing from a fault conduit (Figure 4). The 
maximum temperature (Th) in the water table aquifer occurs along the fault zone at (x,0). Flow in 
the upper aquifer system is in the x-direction. The lower confined aquifer system has flow 
prescribed in the y-direction and is at a right angle to the upper aquifer flow system. The 
background aquifer temperature (Tc) that enters the confined aquifer upstream provides a source 
of relatively cool fluids that can maintain a thermal overturn. Temperatures within the water table 
aquifer are denoted by Th(x,y). The fault is located along the line segment (0,y) (Figure S1). 
Temperatures within the lower confined aquifer zone are denoted by Tc(x,y). Cooler background 
temperatures enter the confined aquifer along the line segment (x,0).  

Analytical solutions are obtained along two of the boundaries of the model domain because the 
specified temperature conditions Tc and Th reduce the number of unknowns. That is, along the 
boundary where 𝑇𝑇ℎis fixed at Th in the upper aquifer along the line segment (0,y), an analytical 
solution in the lower aquifer can be obtained for 𝑇𝑇𝑐𝑐along this same line segment. Alternatively, 
along the line segment (x, 0) within the confined aquifer where the temperature is fixed 𝑇𝑇𝑐𝑐, an 
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analytical solution can be found in the upper aquifer for 𝑇𝑇ℎ. The two analytical solutions are given 
by: 

 𝑇𝑇ℎ(𝑥𝑥, 0) = 𝐶𝐶1
𝐶𝐶2

+ �𝑇𝑇ℎ −
𝐶𝐶1
𝐶𝐶2
� 𝑒𝑒𝑥𝑥𝑒𝑒[𝐶𝐶1𝑥𝑥]        (1a) 

 𝑇𝑇𝑐𝑐(0,𝑦𝑦) = 𝑇𝑇ℎ + 𝐶𝐶4[𝑇𝑇𝑐𝑐 − 𝑇𝑇ℎ − 𝐶𝐶4]𝑒𝑒𝑥𝑥𝑒𝑒[−𝐶𝐶5𝑥𝑥]       (1b) 

where C1-C5 are constants and are defined in the supplemental materials section.  

For the interior of the model domain both Th and Tc are dependent variables and appear in both 
aquifer equations. The governing conductive-convective heat transfer equations we numerically 
solved are given by: 

 𝜕𝜕
𝜕𝜕𝜕𝜕

𝜕𝜕𝑇𝑇1ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷1

𝜕𝜕𝑇𝑇1ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷2

𝜕𝜕𝑇𝑇1ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷3𝑇𝑇1ℎ = 𝐷𝐷4𝑇𝑇𝑠𝑠 + 𝐷𝐷5𝐽𝐽𝑧𝑧       (2a) 

 𝜕𝜕
𝜕𝜕𝜕𝜕

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷1

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷2

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷3𝑇𝑇1𝑐𝑐 = 𝐸𝐸1        (2b) 

where T1 is the computed interior steady-state temperatures of the model domain, D1 – D5 and E1 
are constants defined in the supplemental materials section. We used the analytical solution from 
equation (1a) to specify Th along the line segment (x,0) in the upper aquifers and the analytical 
solution (1b) to specify Tc along the line segment (0,y) in the lower aquifer. We applied a constant 
temperature boundary Th along (0,y) in the upper aquifer and Tc along (x,0) in the confined aquifer. 
All other boundaries were specified as no flux conditions.      We used an upwinding scheme to 
eliminate numerical oscillations for the convective terms. See the supplemental materials section 
for the full derivation of the analytical solutions and numerical approximations. The semi-
analytical solution is available as a MATLAB code. 

6. Results 
6.1. Comparison of 1992 and 2018 temperature profiles 

The temperature profiles collected in 1992 and 2018 SLH-1 (Fig. 2c; red and black dashed lines) 
are nearly identical. There appears to be about 2°C temperature change at the inflection points at 
100 m and 180 m depth. This may be because the drilling fluids cooled the rocks outside the well 
annulus and the thermal regime had not fully equilibrated when the first temperature profile was 
collected. The small difference in temperatures between the two temperature profiles 
measurements supports our hypothesis of steady-state conditions. 

6.2. Semi-Analytical model results 

We ran a sensitivity study in which we varied the groundwater fluxes qh and qc within the water 
table and confined aquifer (Table 1). Thermal properties, basal heat flow, and porosity were fixed 
(Table 2). The values chosen in Table 2 represent normal heat flow conditions within the 
continental crust. We used a grid of 402 nodes in both the x and y-directions with a fixed ∆x and 
∆y of 0.25 m. The solution domain was 100 m x 100 m. 
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Table 1. Variable parameters used in sensitivity study and SLH-1 model run.  

Scenario 

qh 

(m/yr) 

qc 

(m/yr) 

Peh 

 

Pec 

 

qh/qc 

 

1 0.79 0.00079 5.2 0.005 1000 

2 7.9 0.79 52 5.2 10 

3 7.9 0.39 52 2.6 20 

4 7.9 1.57 52 26 2 

SLH-1 22 19 142 125 2 

 

Table 2. Fixed parameters used in sensitivity study. 

𝜙𝜙 Nx Ny 

𝛥𝛥x, 𝛥𝛥y 

(m) 

Ts  

(oC) 

Th 

(oC) 

Tc 

(oC) Jz (W/m2)  

k1-k5  

(W/ m . oC) 

0.25 402 402 0.25 10 100 12.2 0.06 2 

𝑧𝑧𝑠𝑠 

(m) 

𝑧𝑧ℎ 

(m) 

𝑧𝑧𝑐𝑐 

(m) 

𝑧𝑧𝑐𝑐 

(m) 

 

𝜌𝜌𝑓𝑓 

(m) 

𝑐𝑐𝑓𝑓 

(J/kg/oC) 

0 100 150 300 1000 4180 

We used two thermal Peclet (Pe) numbers to characterize the ratio of convection to conduction in 
this study: 

 𝑃𝑃𝑒𝑒ℎ = 𝐿𝐿𝜌𝜌𝑓𝑓𝑐𝑐𝑓𝑓𝑞𝑞ℎ
𝜆𝜆2

,   𝑃𝑃𝑒𝑒𝑐𝑐 = 𝐿𝐿𝜌𝜌𝑓𝑓𝑐𝑐𝑓𝑓𝑞𝑞𝑐𝑐
𝜆𝜆4

        (3) 

where Peh and Pec are the thermal Peclet numbers for the hot and cold reservoirs and L is the model 
domain length (100m). 

The sensitivity study included four runs. Run 1 can be characterized as having relatively low 
thermal Peclet numbers of 0.79 and 0.00079 for the hot and cold aquifers, respectively. The flow 
rate within the upper aquifer was set to be 1000 times greater than that of the lower aquifer in this 
scenario. Inspection of the temperature profiles moving away from origin suggests that convective 
heat transport in the confined aquifer was too low to create a temperature overturn (Figure 6a-6e). 
They are comparable in form to the solution of Ziagos and Blackwell (1986). For Run 2, qh was 
increased by a factor of 10 and qc is increased by a factor of 1000 so that convection dominates in 
both aquifer systems (i.e. Pe2 and Pe4 were 52 and 5.2, respectively; Table 1). A temperature 
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overturn is apparent out to about 7 m from the origin (Figure 6f-6g). In Run 3, qh remained 
unchanged and qc was decreased by a factor of 10 resulting in a 20-fold difference in Darcy flux 
between the upper and lower aquifers. Here the temperature overturn is confined to 6 m from the 
origin (Figure 6k-6o). In Run 4, there was only a factor of 2 difference between the Darcy flux 
within the upper and lower aquifers (Figure 6p-6t). Like Run 2, an overturn can be seen across the 
100 m x 100 m domain. The grid thermal Peclet numbers were relatively high; 52 and 26, 
respectively for the water table and confined aquifers. A plot of the two analytical solutions for 
Run 4 of our sensitivity study is presented in Figure S2 in the supplemental materials section.  The 
three-dimensional nature of the convective temperature anomalies can be seen in plane view 
temperature contour maps presented in Figures S3-S4 for the sensitivity study.  

 

 

Figure 6. Temperature versus depth for select locations from sensitivity study. See Table 1 for values of 
parameters used in semi-analytical solutions. The locations of profiles 3 m, 6 m, 12.5 m, 50 m, and 100 m 
are located along a line oriented 45o from the horizontal axis measured from the origin. 
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6.3 SLH-1 Model  

The temperature overturn in the Rincon well SLH-1 is mostly reproduced using our analytical 
solution (Figure 7). This required assigning an elevated basal heat flow of 200 mW/m2 and aquifer 
flow rate of about 22 and 19 m/yr within the unconfined and confined aquifers, respectively (Table 
1). Due to quartz silicification of the sediments, we assumed a porosity of 0.1. Contour plots of 
the unconfined and confined aquifers indicate a highly three-dimensional thermal regime (Fig. 7b, 
7c). The best fit match to the SLH-1 well was found at x= 50 m, y= 100 m.  

 

Figure 7. (A) Best fit analytical model to SHL-1 Rincon well. (B) Map view showing temperature contours in 
the upper aquifer (T2). (C) Map view showing temperature contours in the lower aquifer (T4). 

 

7. Discussion 

The regional north-south hydraulic gradient near the ERHF is about 0.08. Using the flux estimates 
from our analytical solution (22m/yr or 7x10-7 m/s) yields a hydraulic conductivity of about 9.10-6 
m/s or a permeability of about 9.10-13 m2. This is on the order of a permeable sand aquifer (Freeze 
and Cherry, 1979). Since the sedimentary units near the ERHF are highly cemented, bulk 
permeability is likely related for fracture spacing and aperture. Using Snow’s law estimate of 
permeability:   

 𝑘𝑘 = 𝑏𝑏3

12𝑠𝑠
           (4) 

where k is permeability, s is fracture spacing, and b is the fracture aperture. A fracture aperture of 
0.1 mm and a spacing of 10 cm would yield a bulk permeability of about 8.10-13 m2. 

Ge (1998) developed a steady-state analytical solution for borehole convective temperature 
anomalies. She demonstrated that steady-state temperature overturns can result from sub-
horizontal flow along interconnected fracture sets. Her analytical solution predicts a return to 
conductive conditions below the fracture rock outflow zone. The solution is clearly applicable to 
temperature overturns within a unidirectional flow system. In SLH-1, there are three linear 
temperature segments from 0–100 m, 100–180 m, and 180–280 m. All have different slopes (Fig. 
5a). The linear nature of these segments argues for steady-state conditions. Below 280 m depth 
there is some curvature in the temperature-depth profile that may result from a trend of increasing 
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porosity and decreasing thermal conductivity perhaps due to the absence of hydrothermal 
mineralization.   

We estimate the total opal endowment at Rincon is about 6.8 x 108 kg (Horne, 2019). This would 
yield an average silica endowment of about 1.3x108 kg per bed. A chemical analysis for the 
exploration well RAD-7 indicated a dissolved silica concentration of 116.7 mg/L. Using the flux 
our SLH-1 model of about 22 m/yr, it would only take 1280 years to deposit this amount of opal, 
assuming 100% efficiency of silica precipitation. This suggests that silica kinetics must play an 
important role in reducing the rate of silica precipitation (Rimstidt and Barnes, 1980, Rimstidt and 
Cole, 1983). 

8. Conclusions 

Repeat temperature measurements were made in a geothermal exploration well located about 50 
m east of the north-south trending ERHF zone within the Jornada del Muerto Basin, New Mexico. 
Temperatures in this well (SLH-1) did not change over a period of 25 years. The well displays a 
prominent temperature inversion of 15°C over a vertical distance of about 60 m. The persistence 
of the temperature profile suggests steady-state conditions. Groundwater flow directions, as 
indicated by water table contour maps indicate flow is highly three-dimensional (Figure 3). We 
used a new semi-analytical solution to demonstrate that the temperature overturn observed in 
borehole SLH-1 can result from a multi-level, three-dimensional, conductive/convective fluid flow 
system. We also applied this solution in a sensitivity study. We found that flow rates within the 
upper hot water table aquifer and the cooler confined aquifer had to be relatively high (~ 8 m/yr) 
and less than or equal to one order of magnitude of one another in order to sustain thermal 
inversions away from the fault zone. 
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Supplemental Materials 
S1.  Transport Equations 

Our semi-analytical solution considers an idealized steady-state, three-dimensional flow system 
depicted in Figure 4 and S1. The upper (water table) flow system results from hydrothermal 
discharge issuing from a deep permeable fault zone. A lower confined aquifer system with flow 
parallel to the fault zone and at a right angle to the upper aquifer flow system provides a source of 
relatively cool water that sustains the thermal overturn at late time (Figure S1). Temperatures 
within the water table aquifer hosting a geothermal outflow zone issuing from the fault are denoted 
by Th(x,y,zh). The depth of the unconfined aquifer is denoted by zh. Flow is solely in the x-direction 
within the water table aquifer. Temperatures within the lower, relatively cool confined aquifer 
zone are denoted by Tc(x,y,zc). The depth of the confined aquifer is denoted by zc. Flow is solely 
in the y-direction within the confined aquifer.  

There are five temperature regimes in our model:   

 𝑇𝑇𝑢𝑢(𝑥𝑥,𝑦𝑦, 𝑧𝑧), 0 ≤ 𝑧𝑧 < 𝑧𝑧ℎ           (1a) 

 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦), 𝑧𝑧 =  𝑧𝑧ℎ          (1b) 

 𝑇𝑇𝑚𝑚(𝑥𝑥,𝑦𝑦, 𝑧𝑧), 𝑧𝑧ℎ < 𝑧𝑧 < 𝑧𝑧𝑐𝑐           (1c) 

 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦), 𝑧𝑧 =  𝑧𝑧𝑐𝑐           (1d) 

 𝑇𝑇𝑙𝑙(𝑥𝑥,𝑦𝑦, 𝑧𝑧), 𝑧𝑧𝑐𝑐 < 𝑧𝑧 ≤ 𝑧𝑧𝑏𝑏          (1e) 

where 𝑇𝑇𝑢𝑢, 𝑇𝑇𝑚𝑚, and 𝑇𝑇𝑙𝑙 are the conductive temperatures in the three confining unit layers 1 (upper), 
3 (middle), and 5 (lower) and zb is the depth to the bottom of the model domain (Figure S1). At 
the boundaries of each confining layer, we enforce the following conditions:  

 𝑇𝑇𝑢𝑢(𝑥𝑥,𝑦𝑦, 0) = 𝑇𝑇𝑠𝑠          (2a) 

 𝑇𝑇𝑢𝑢(𝑥𝑥,𝑦𝑦, 𝑧𝑧ℎ) = 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦)           (2b) 

 𝑇𝑇𝑚𝑚(𝑥𝑥,𝑦𝑦, 𝑧𝑧ℎ) = 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦)          (2c) 

 𝑇𝑇𝑚𝑚(𝑥𝑥,𝑦𝑦, 𝑧𝑧𝑐𝑐) = 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦)         (2d) 

 𝑇𝑇𝑙𝑙(𝑥𝑥,𝑦𝑦, 𝑧𝑧𝑏𝑏) = 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦) + 𝐽𝐽𝑧𝑧
𝜆𝜆 5

(𝑧𝑧𝑏𝑏 − 𝑧𝑧𝑐𝑐)         (2e) 

where Jz is the basal heat flux and 𝜆𝜆 5 is the thermal conductivity of the lowest layer. For the 
aquifer, we specify the following constant value boundary conditions:  

 𝑇𝑇ℎ(0,𝑦𝑦) = 𝑇𝑇ℎ                  (3a) 

 𝑇𝑇𝑐𝑐(𝑥𝑥, 0) = 𝑇𝑇𝑐𝑐               (3b) 

where Th and Tc are the specified temperatures along the edges of the two aquifers. Boundaries not 
covered by the analytical solution were set to no flux conditions: 
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 𝜕𝜕𝑇𝑇ℎ(𝐿𝐿𝑥𝑥,𝜕𝜕)
𝜕𝜕𝜕𝜕

= 0  𝜕𝜕𝑇𝑇ℎ(𝜕𝜕,𝐿𝐿𝑦𝑦)
𝜕𝜕𝜕𝜕

= 0                (4a) 

 𝜕𝜕𝑇𝑇𝑐𝑐(𝐿𝐿𝑥𝑥,𝜕𝜕)
𝜕𝜕𝜕𝜕

= 0  𝜕𝜕𝑇𝑇𝑐𝑐(𝜕𝜕,𝐿𝐿𝑦𝑦)
𝜕𝜕𝜕𝜕

= 0               (4b) 

We imposed a specified temperature boundary condition at analytical solutions on two additional 
boundaries described below. The steady-state solution is linear in z for Tu, Tm, and Tl: 

 𝑇𝑇𝑢𝑢(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑠𝑠 + 𝑧𝑧
𝑧𝑧ℎ  

(𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦) − 𝑇𝑇𝑠𝑠)          (5a) 

 𝑇𝑇𝑚𝑚(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑧𝑧−𝑧𝑧𝑐𝑐
𝑧𝑧ℎ  −𝑧𝑧𝑐𝑐

𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦) + 𝑧𝑧−𝑧𝑧ℎ
𝑧𝑧𝑐𝑐 −𝑧𝑧ℎ

𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦)        (5b) 

 𝑇𝑇𝑙𝑙(𝑥𝑥,𝑦𝑦, 𝑧𝑧) = 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦) + 𝐽𝐽𝑧𝑧
𝜆𝜆 5

(𝑧𝑧 − 𝑧𝑧𝑐𝑐)         (5c) 

In the aquifers, conservation of heat gives rise to the following energy balance equation in the 
upper and lower aquifers: 

 −𝜆𝜆1
𝜕𝜕𝑇𝑇𝑢𝑢

𝜕𝜕𝑧𝑧
+ 𝜆𝜆3

𝜕𝜕𝑇𝑇𝑚𝑚

𝜕𝜕𝜕𝜕
= 𝑎𝑎2𝑞𝑞ℎ

𝜕𝜕𝑇𝑇ℎ

𝜕𝜕𝜕𝜕
                (6a) 

 −𝜆𝜆3
𝜕𝜕𝑇𝑇𝑚𝑚

𝜕𝜕𝑧𝑧
+ 𝜆𝜆5

𝜕𝜕𝑇𝑇𝑙𝑙

𝜕𝜕𝜕𝜕
= 𝑎𝑎4𝑞𝑞𝑐𝑐

𝜕𝜕𝑇𝑇𝑐𝑐

𝜕𝜕𝜕𝜕
                (6b) 

where 𝜆𝜆1, 𝜆𝜆3, and 𝜆𝜆5are the thermal conductivities in the three confining units, a2 is 𝜌𝜌𝑓𝑓𝑐𝑐𝑓𝑓𝑏𝑏2,  𝑎𝑎4 is 
𝜌𝜌𝑓𝑓𝑐𝑐𝑓𝑓𝑏𝑏4, 𝑞𝑞2is the Darcy flux in the x-direction in the hot layer 2, 𝑞𝑞4 is the Darcy flux in the y-
direction in the cold layer 4, and b2 and b4 are the respective thicknesses of layers 2 and 4. 
Substituting equations 5a – 5c into equations 6a and 6b yields: 

 −𝜆𝜆1
𝑇𝑇ℎ(𝜕𝜕,𝜕𝜕)−𝑇𝑇𝑠𝑠

𝑧𝑧ℎ
+ 𝜆𝜆3 �

𝑇𝑇2(𝜕𝜕,𝜕𝜕)
𝑧𝑧ℎ−𝑧𝑧𝑐𝑐

+ 𝑇𝑇𝑐𝑐(𝜕𝜕,𝜕𝜕)
𝑧𝑧𝑐𝑐−𝑧𝑧ℎ

� = 𝑎𝑎2𝑞𝑞ℎ
𝜕𝜕𝑇𝑇2

𝜕𝜕𝜕𝜕
              (7a) 

 −𝜆𝜆3 �
𝑇𝑇ℎ(𝜕𝜕,𝜕𝜕)
𝑧𝑧ℎ−𝑧𝑧𝑐𝑐

+ 𝑇𝑇𝑐𝑐(𝜕𝜕,𝜕𝜕)
𝑧𝑧𝑐𝑐−𝑧𝑧ℎ

� + 𝐽𝐽𝑧𝑧 = 𝑎𝑎4𝑞𝑞𝑐𝑐
𝜕𝜕𝑇𝑇4

𝜕𝜕𝜕𝜕
               (7b) 

or 

 𝜕𝜕𝑇𝑇ℎ(𝜕𝜕,𝜕𝜕)
𝜕𝜕𝜕𝜕

= 1
𝑎𝑎2𝑞𝑞ℎ

�− 𝜆𝜆1
𝑧𝑧ℎ
− 𝜆𝜆3

𝑧𝑧𝑐𝑐−𝑧𝑧ℎ
� 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦) + 1

𝑎𝑎2𝑞𝑞ℎ
� 𝜆𝜆3
𝑧𝑧𝑐𝑐−𝑧𝑧ℎ

� 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦) + 1
𝑎𝑎2𝑞𝑞ℎ

�𝜆𝜆1
𝑧𝑧ℎ
� 𝑇𝑇𝑠𝑠       (7c) 

 𝜕𝜕𝑇𝑇𝑐𝑐(𝜕𝜕,𝜕𝜕)
𝜕𝜕𝜕𝜕

= 1
𝑎𝑎4𝑞𝑞𝑐𝑐

� 𝜆𝜆3
𝑧𝑧𝑐𝑐−𝑧𝑧ℎ

� 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦) − 1
𝑎𝑎4𝑞𝑞𝑐𝑐

� 𝜆𝜆3
𝑧𝑧𝑐𝑐−𝑧𝑧ℎ

� 𝑇𝑇𝑐𝑐(𝑥𝑥,𝑦𝑦) + 𝐽𝐽𝑧𝑧
𝑎𝑎4𝑞𝑞𝑐𝑐

      (7d) 

S2.  Analytical Solution along Boundaries of Solution Domain 

Far from the origin (0,0), equations 7a and 7b have a constant solution of: 

 𝑇𝑇𝑜𝑜ℎ = 𝑇𝑇𝑠𝑠𝜆𝜆1+𝐽𝐽𝑧𝑧𝑧𝑧ℎ
𝜆𝜆1

          (8a) 

 𝑇𝑇𝑜𝑜𝑐𝑐 = 𝑇𝑇𝑠𝑠𝜆𝜆1𝜆𝜆3+𝜆𝜆1𝐽𝐽𝑧𝑧𝑧𝑧𝑐𝑐−𝐽𝐽𝑧𝑧𝑧𝑧ℎ𝜆𝜆3+𝜆𝜆3𝑗𝑗𝑏𝑏𝑧𝑧ℎ
𝜆𝜆1𝜆𝜆3

        (8b) 

If we let 𝑇𝑇ℎ(𝑥𝑥,𝑦𝑦) = 𝑇𝑇𝑜𝑜ℎ + 𝑇𝑇1ℎ(𝑥𝑥,𝑦𝑦) and 𝑇𝑇𝑐𝑐 (𝑥𝑥,𝑦𝑦) = 𝑇𝑇𝑜𝑜𝑐𝑐 − 𝑇𝑇1𝑐𝑐(𝑥𝑥,𝑦𝑦) (since we expect 𝑇𝑇ℎ to be 
cooling off and 𝑇𝑇𝑐𝑐 to be warming), we get: 

 −𝜆𝜆1
𝑇𝑇1ℎ

𝑧𝑧ℎ
− 𝜆𝜆3 �

𝑇𝑇1ℎ(𝜕𝜕,𝜕𝜕)+𝑇𝑇1𝑐𝑐(𝜕𝜕,𝜕𝜕)
𝑧𝑧ℎ−𝑧𝑧𝑐𝑐

� = 𝑎𝑎2𝑞𝑞ℎ
𝜕𝜕𝑇𝑇1ℎ

𝜕𝜕𝜕𝜕
               (9a) 

 −𝜆𝜆3 �
𝑇𝑇1ℎ(𝜕𝜕,𝜕𝜕)+𝑇𝑇1𝑐𝑐(𝜕𝜕,𝜕𝜕)

𝑧𝑧ℎ−𝑧𝑧𝑐𝑐
� = 𝑎𝑎4𝑞𝑞𝑐𝑐

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
                (9b) 
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where all parameters are positive and zc > zh. These equations have the form: 

 𝜕𝜕𝑇𝑇1ℎ

𝜕𝜕𝜕𝜕
= −𝐴𝐴𝑇𝑇1ℎ − 𝐵𝐵𝑇𝑇1𝑐𝑐         (10a) 

 𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
= −𝐶𝐶𝑇𝑇1𝑐𝑐 − 𝐶𝐶𝑇𝑇1ℎ         (10b) 

with A, B, and C > 0. Looking first for a solution in the form of the exponential of a linear function 
of x and y, we find that for real r, and any function of r, k(r), there is a solution of the form: 

 𝑇𝑇1ℎ = 𝑘𝑘(𝑟𝑟)𝑒𝑒−(𝐴𝐴+𝐵𝐵𝐵𝐵)𝜕𝜕−𝐶𝐶𝑟𝑟+1
𝑟𝑟
𝜕𝜕         (11a) 

 𝑇𝑇1𝑐𝑐 = 𝑟𝑟𝑘𝑘(𝑟𝑟)𝑒𝑒−(𝐴𝐴+𝐵𝐵𝐵𝐵)𝜕𝜕−𝐶𝐶𝑟𝑟+1
𝑟𝑟
𝜕𝜕         (11b) 

Thus 

 𝑇𝑇1ℎ = ∫ 𝑘𝑘(𝑟𝑟)𝑒𝑒−(𝐴𝐴+𝐵𝐵𝐵𝐵)𝜕𝜕−𝐶𝐶𝑟𝑟+1
𝑟𝑟
𝜕𝜕 𝑑𝑑𝑟𝑟        (12a) 

 𝑇𝑇1𝑐𝑐 = ∫ 𝑟𝑟𝑘𝑘(𝑟𝑟)𝑒𝑒−(𝐴𝐴+𝐵𝐵𝐵𝐵)𝜕𝜕−𝐶𝐶𝑟𝑟+1
𝑟𝑟
𝜕𝜕 𝑑𝑑𝑟𝑟        (12b) 

As x or y gets large, these approach zero and our solutions approach 𝑇𝑇𝑜𝑜ℎ, 𝑇𝑇𝑜𝑜𝑐𝑐 as given in equation 
(8). Using all the relevant variables defined above, the two analytical solutions along the 
boundaries (x,0) for Th and (0,y) for Tc, we arrive at the analytical solutions within the upper and 
lower aquifers: 

 𝑇𝑇ℎ(𝑥𝑥, 0) = 𝐶𝐶1
𝐶𝐶2

+ �𝑇𝑇ℎ −
𝐶𝐶1
𝐶𝐶2
� 𝑒𝑒𝑥𝑥𝑒𝑒[𝐶𝐶1𝑥𝑥]               (13a) 

 𝑇𝑇𝑐𝑐(0,𝑦𝑦) = 𝑇𝑇ℎ + 𝐶𝐶4[𝑇𝑇𝑐𝑐 − 𝑇𝑇ℎ − 𝐶𝐶4]𝑒𝑒𝑥𝑥𝑒𝑒[𝐶𝐶5𝑥𝑥]              (13b) 

where C1-C5 are given by: 

𝐶𝐶1 =
𝜆𝜆3𝑇𝑇𝑐𝑐
𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ

+ 
𝜆𝜆1
𝑧𝑧ℎ𝑇𝑇𝑠𝑠

 

 

𝐶𝐶2 =
𝜆𝜆1𝑇𝑇𝑐𝑐
𝑧𝑧ℎ

+ 
𝜆𝜆3

𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ
 

 

𝐶𝐶3 = −
𝜆𝜆1

[(𝑧𝑧ℎ + 𝑘𝑘3 )(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ) 𝑎𝑎4𝑞𝑞𝑐𝑐] 

𝐶𝐶4 =
𝐽𝐽𝑏𝑏(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)

𝜆𝜆3
 

 

𝐶𝐶5 =
𝜆𝜆3

[(𝑧𝑧ℎ + 𝑘𝑘3 )(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ) 𝑎𝑎4𝑉𝑉𝑞𝑞𝑐𝑐] 

S3.  Governing Transport Equations in the Aquifers 

We can solve the first equation 7c for 𝑇𝑇c and substitute this into equation 7d, giving us: 

 𝜕𝜕
𝜕𝜕𝜕𝜕

𝜕𝜕𝑇𝑇ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷1

𝜕𝜕𝑇𝑇ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷2

𝜕𝜕𝑇𝑇ℎ

𝜕𝜕𝜕𝜕
+ 𝐷𝐷3𝑇𝑇ℎ = 𝐷𝐷4𝑇𝑇𝑠𝑠 + 𝐷𝐷5𝐽𝐽𝑧𝑧              (14a) 

where  

𝐷𝐷1 =
𝜆𝜆3𝑇𝑇𝑐𝑐

(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎4𝑞𝑞𝑐𝑐
 𝐷𝐷2 =

(𝜆𝜆1 − 𝜆𝜆3)𝜆𝜆1 + 𝜆𝜆1𝑧𝑧𝑐𝑐
(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎4𝑞𝑞𝑐𝑐

 𝐷𝐷3 =
𝜆𝜆3𝜆𝜆1

𝑧𝑧ℎ(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎2𝑞𝑞ℎ𝑎𝑎4𝑞𝑞𝑐𝑐
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𝐷𝐷4 =
𝜆𝜆3𝜆𝜆1

𝑧𝑧ℎ(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎2𝑞𝑞ℎ𝑎𝑎4𝑞𝑞𝑐𝑐
 𝐷𝐷5 =

𝜆𝜆3
𝑎𝑎4𝑞𝑞𝑐𝑐(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ) 

 

Similarly, we can solve equation (7d) for T2 and substitute this into equation 7c, giving us  

 𝜕𝜕
𝜕𝜕𝜕𝜕

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷1

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷2

𝜕𝜕𝑇𝑇1𝑐𝑐

𝜕𝜕𝜕𝜕
+ 𝐷𝐷3𝑇𝑇1𝑐𝑐 = 𝐸𝐸1                (14b) 

where 

𝐸𝐸1 =
𝐽𝐽𝑧𝑧(𝜆𝜆3 − 𝜆𝜆1)𝑧𝑧ℎ + 𝜆𝜆1(𝜆𝜆3𝑇𝑇𝑠𝑠 + 𝐽𝐽𝑧𝑧𝑧𝑧𝑐𝑐)

𝑧𝑧ℎ(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎2𝑞𝑞ℎ𝑎𝑎4𝑞𝑞𝑐𝑐
  

Equations 14a and 14b represent the governing convective heat transport equations that are solved 
below using finite difference methods. 

S4. Numerical Methods  

For the interior part of the solution domain near the origin, we were unable to solve equations 14a 
and 14b analytically. We approximated the solution using the finite difference method. We used 
an unwinding scheme for the cross derivatives to avoid numerical oscillations. Letting ∆𝑦𝑦 =
∆𝑥𝑥, the finite difference numerical approximation for T2 is given by:  

 
𝑇𝑇𝑖𝑖,𝑗𝑗
ℎ−𝑇𝑇𝑖𝑖−1,𝑗𝑗

ℎ −𝑇𝑇𝑖𝑖,𝑗𝑗−1
ℎ +𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

ℎ

∆𝜕𝜕2
+ 𝐷𝐷1

𝑇𝑇𝑖𝑖,𝑗𝑗
ℎ −𝑇𝑇𝑖𝑖−1,𝑗𝑗

ℎ

∆𝜕𝜕
+ 𝐷𝐷2

𝑇𝑇𝑖𝑖,𝑗𝑗
ℎ −𝑇𝑇𝑖𝑖,𝑗𝑗−1

ℎ

∆𝜕𝜕
+ 𝐷𝐷3 𝑇𝑇𝑖𝑖,𝑗𝑗ℎ = 𝐷𝐷4𝑇𝑇𝑠𝑠 + 𝐷𝐷5𝐽𝐽𝑧𝑧                (15) 

 

where 

𝐷𝐷1 =
𝜆𝜆3𝑇𝑇𝑠𝑠

(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎4𝑞𝑞𝑐𝑐
 

 

𝐷𝐷2 =
(𝜆𝜆1 − 𝜆𝜆3)𝜆𝜆1 + 𝜆𝜆1𝑧𝑧𝑐𝑐

(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎4𝑞𝑞𝑐𝑐
 𝐷𝐷3 =

𝜆𝜆3𝜆𝜆1
𝑧𝑧ℎ(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎2𝑞𝑞ℎ𝑎𝑎4𝑞𝑞4

 

𝐷𝐷4 =
𝜆𝜆3𝜆𝜆1

𝑧𝑧ℎ(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ)𝑎𝑎2𝑞𝑞ℎ𝑎𝑎4𝑞𝑞𝑐𝑐
 𝐷𝐷5 =

𝜆𝜆3
𝑎𝑎4𝑞𝑞𝑐𝑐(𝑧𝑧𝑐𝑐 − 𝑧𝑧ℎ) 

 

Grouping like terms: 

 (1 + ∆𝑥𝑥𝐷𝐷1 + ∆𝑥𝑥𝐷𝐷2 + ∆𝑥𝑥2𝐷𝐷3)𝑇𝑇𝑖𝑖,𝑗𝑗ℎ − (1 + ∆𝑥𝑥𝐷𝐷1)𝑇𝑇𝑖𝑖−1,𝑗𝑗
ℎ − (1 + ∆𝑥𝑥𝐷𝐷2)𝑇𝑇𝑖𝑖,𝑗𝑗−1ℎ +𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

ℎ = ∆𝑥𝑥2[𝐷𝐷4𝑇𝑇𝑠𝑠 + 𝐷𝐷5𝐽𝐽𝑧𝑧] (16) 

We used a Point Jacobi iteration scheme to find our solution: 

 𝑇𝑇𝑖𝑖,𝑗𝑗ℎ =  
∆𝜕𝜕2[𝐷𝐷4𝑇𝑇𝑠𝑠+𝐷𝐷5𝐽𝐽𝑧𝑧]+(1+∆𝜕𝜕𝐷𝐷1)𝑇𝑇𝑖𝑖−1,𝑗𝑗

ℎ +(1+∆𝜕𝜕𝐷𝐷2)𝑇𝑇𝑖𝑖,𝑗𝑗−1
ℎ −𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

ℎ

(1+∆𝜕𝜕𝐷𝐷1+∆𝜕𝜕𝐷𝐷2+∆𝜕𝜕2𝐷𝐷3)       (17) 

We solved for the temperatures in the confined aquifer (T4) a similar fashion: 

 
𝑇𝑇𝑖𝑖,𝑗𝑗
𝑐𝑐 −𝑇𝑇𝑖𝑖−1,𝑗𝑗

𝑐𝑐 −𝑇𝑇𝑖𝑖,𝑗𝑗−1
𝑐𝑐 +𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

𝑐𝑐

∆𝜕𝜕2
+ 𝐷𝐷1

𝑇𝑇𝑖𝑖,𝑗𝑗
𝑐𝑐 −𝑇𝑇𝑖𝑖−1,𝑗𝑗

𝑐𝑐

∆𝜕𝜕
+ 𝐷𝐷2

𝑇𝑇𝑖𝑖,𝑗𝑗
𝑐𝑐 −𝑇𝑇𝑖𝑖,𝑗𝑗−1

𝑐𝑐

∆𝜕𝜕
+ 𝐷𝐷3 𝑇𝑇𝑖𝑖,𝑗𝑗𝑐𝑐 = 𝐸𝐸1          (18) 
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Grouping like terms: 

 (1 + ∆𝑥𝑥𝐷𝐷1 + ∆𝑥𝑥𝐷𝐷2 + ∆𝑥𝑥2𝐷𝐷3)𝑇𝑇𝑖𝑖,𝑗𝑗𝑐𝑐 − (1 + ∆𝑥𝑥𝐷𝐷1)𝑇𝑇𝑖𝑖−1,𝑗𝑗
𝑐𝑐 − (1 + ∆𝑥𝑥𝐷𝐷2)𝑇𝑇𝑖𝑖,𝑗𝑗−1𝑐𝑐 +𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

𝑐𝑐 = ∆𝑥𝑥2𝐸𝐸1     (19) 

Using a Point Jacobi iteration scheme, we have: 

 𝑇𝑇𝑖𝑖,𝑗𝑗𝑐𝑐 =  
∆𝜕𝜕2𝐸𝐸1 +(1+∆𝜕𝜕𝐴𝐴2)𝑇𝑇𝑖𝑖−1,𝑗𝑗

𝑐𝑐 +(1+∆𝜕𝜕𝐵𝐵2)𝑇𝑇𝑖𝑖,𝑗𝑗−1
𝑐𝑐 −𝑇𝑇𝑖𝑖−1,𝑗𝑗−1

𝑐𝑐

(1+∆𝜕𝜕𝐷𝐷1+∆𝜕𝜕𝐷𝐷2+∆𝜕𝜕2𝐷𝐷3)          (20) 

We iterated using equations (17) and (20) until convergence was reached.  
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Figure S1. (a) Cross-sectional schematic diagram depicting variables used in the semi-analytical solution. Plane 
view images of the variables used in the upper and lower aquifers are shown in subplots (b) and (c), 
respectively. Note that temperature in the upper aquifer along the left edge (x=0,y) is fixed at Th. An 
analytical solution is used to impose temperatures along the lower boundary (x, y=0) of the upper aquifer. 
(d) Flow system in the lower confined aquifer. The temperature along the bottom edge of the confined 
aquifer is fixed at Tc. An analytical solution is used to specify the temperature along the left edge (x=0, 
y) of the confined aquifer. The flow directions are depicted by the arrows. The thermal conductivity of 
the five layers are denoted by 𝝀𝝀𝟏𝟏 − 𝛌𝛌𝟓𝟓, respectively. The permeability of each layer is denoted by k1-k5, 
respectively. The basal heat flux is denoted by the variable Jz.  
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Figure S2. Analytical solutions of temperature versus distance for the upper (A) and lower (B) aquifers from 
Run 4.  
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Figure S3. Temperature (Th) contour plots for the upper aquifer. The red dots depict the locations of the 
temperature profiles shown in Figure 3.  
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Figure S4. Temperature (Tc) contour plots for the lower aquifer. The red dots depict the locations of the 
temperature profiles shown in Figure 3.  
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ABSTRACT  

Asmari reservoirs are one of the major fractured reservoirs in southwest Iran and the world. The 
use of porous and permeable reservoir rocks that have sufficient temperature, thickness, porosity, 
and permeability can expand geothermal energy production and contribute to the maturation of oli 
material. Here, petrophysical logs and image logs (FMI) in GEOLOG 7.0 and CIFLOG software 
was investigated. By calculating the amount of fracture and vuggy porosity and their correlation 
with the velocity deviation log (VDL) and fracture parameters (VAH, VDC), it was shown that 
the amount of heat flow is directly related to the fracture aperture (VAH). So , 4 zones were 
identified to determine the quality area(s) with suitable geothermal reservoir quality. In the studied 
well, the highest fracture density is observed in the depth range of 2225 to 2250 meters of the 
Asmari Formation, on the basis of which region No. 4 has been introduced as the region with the 
highest heat flow for this formation. The results of this study show that fracture porosity by 
conducting heat throughout the reservoir significantly contributes to the maturation of hydrocarbon 
materials and their migration. 

1. Introduction  
The chemical composition of constituent minerals, the nature of carbonate reservoirs, and the 
simultaneous pore and fracture porosity in them have led to great heterogeneity and complicated 
hydraulic behaviors in these reservoirs. As a result, the prediction of production and recovery rate 
of carbonate reservoirs has been problematic. Hence, it is essential to examine fractures to maintain 
reservoirs of geothermal (Nemati 2008). Cores are the most common techniques used to find 
fractures around the well wall (Thunk et al. 2017). However, due to the basic limitations of cores, 
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such as the high cost of core preparation, a lack of orientation, and low recovery in fractured flow 
units, it is preferable to use indirect methods, including the study of petrophysical and image logs 
(Wang et al. 2020; Khoshbet et al. 2009). Image logs are modern well logging technologies that 
take a high-resolution virtual and directional image from well wall. These technologies provide 
continuous and partial monitoring of vertical and lateral changes in the formation's properties. In 
this way, an interpreter can precisely watch the formation's details, such as stylolites, closed 
fractures, cemented beds, clays, bioclasts, and other geological features (Serra 1989). Many 
notable studies have been conducted on fracture systems in reservoirs by using image logs due to 
the significance of fractures. Staffelbach (2004) integrated core data and image logs to model 
fractures in fractured reservoirs. Khoshbakht (2012) used image log (FMI) to model triple porosity, 
compared it with well loggings, and concluded that FMI was highly useful for this modeling due 
to its high resolution. Seraj et al. (2008) studied the geometric and kinetic parameters of fractures 
in the Asmari reservoirs in the Rag Sefid Oilfield using Formation MicroScanner (FMS). Ghafoori 
(2005) also analyzed fractures and geomechanics of wells by using the FMI. Zohrabzadeh (2009) 
and Saeedi (2009) systematically analyzed and modeled the fractures in the Asmari reservoir in 
different oilfields located in Iran by using FMI results. By measuring the secondary porosity 
(fractures and voids) via the image log and the primary porosity (matrix) via the petrophysical log, 
this study investigated their effect on the geothermal reservoir quality and determined the heat 
flow units of carbonate reservoirs in Asmari reservoir located in Nargesi Oilfield, one of the main 
fractured reservoir in Southwest Iran and the world. 

2. Method 
First, the thermal information was entered into the Microsoft Excell software and the heat flow of 
the Asmari Formation was calculated. Then, according to the geochemical studies of the oil field, 
the depth of organic matter maturity obtained from the rock-Eval analysis and vitrinite reflection 
measurement was compared with the depth and temperature caused by the geothermal effect of 
the Formaion.This study used petrophysical and image logs prepared by the National Iranian South 
Oil Company to examine the geothermal reservoirs in the Asmari reservoirs located in Nargesi 
Oilfield at the 2123-2314 m interval. First, in software, structural complications, including 
layering, types of fractures (open, closed, and induction), and stylolite, were identified on the 
image log in the studied well, and their slope and extension were identified on the Stereonet and 
Rose diagram. Moreover, petrophysical logs were processed and interpreted in software to 
measure some parameters, including the total porosity (using a density log) and primary porosity 
(using an Sonic log). Then, by subtracting the primary porosity (matrix) from the total porosity, 
the secondary porosity was calculated; it cannot separate the cavity porosity from fracture porosity, 
but since the goal was to investigate fractures and their effect on heat flow by using FMI log and 
software capability, fracture and void porosity values were calculated separately. The velocity 
deviation log is a useful tool to obtain the type of porosity (especially to distinguish a fracture from 
other types of porosity in carbonate reservoirs), and it is a suitable criterion for detecting and 
confirming the fractures identified by the FMI; therefore, we made a synthetic velocity log by 
using the total values obtained from the neutron or density log and placing them in the Wiley 
equation, and by subtracting the real velocity log from the synthetic velocity log, we calculated 
the velocity deviation log. The real compressional wave was measured based on Equation (1), in 
which DTlog represents the reading of the sonic log based on s/ft µ:  
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  (1) 
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The synthetic compressional wave was measured based on Equation (2):
  

  (2) 304.8
syn

syn

vp
DT

=   

 
Accordingly, the velocity deviation log was measured based on Equation (3); this log indicates 
the difference between real (Vpreal) and synthetic (Vpsyn) compressional waves:  
 
  (3) real synVp Vp Vp∆ = −  
Therefore, different logs and charts were used and compared at each interval point. Finally, the 
data obtained from primary and secondary porosities were analyzed to find their role in increasing 
the quality of the geothermal reservoir and to introduce the best heat flow units based on 
permeability. 

3. Geological Setting 
The Nargesi Anticline (39 km long long and 9-11 km wide) is located in the folded and thrust belt 
of Zagros, which is in the Northwest-Southeast direction. This oilfield is located 25 km away from 
the Northwest of Borazjan and 35 km North of Bushehr (Figure 1). 

 

Figure 1: Location of Nargesi Oilfield and its connection routes with slight modifications adopted from Sherkati 
and Letozi (2004)  
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Figure 2: Stratigraphic column 

The Asmari Formation has a Late Oligocene (Chatian) to Early Miocene (Aquitanian) age (Figure 
2). It is the youngest reservoir rock in the Zagros area, with a thickness of 191 m in the studied 
well. In terms of lithology, it consists of cream-brown limestone and comprises two parts: Ahvaz 
sandstone and Kalhor anhydrite. The upper contact where the Gachsaran Formation covers Asmari 
Formation is disconformity, and the lower contact with Jahrum Formation is an erosional 
unconformity. 

4. Discussion 
The  heat flow of the Asmari formation was measured in the desired well and the adjacent fields 
(Table 1). 

Table 1: Thermal information of the wells of Dezful oil fields in PBM software 

 

 

 

 

 

 

 

 

In the Nargesi oil field, has measured vitrinite reflectance and Tmax. Based on the measurement 
of Tmax in this well, it confirms the presence of heat flow in this well, which has caused organic 
matter to enter the oil window. 

 

Well Surface Geothermal 
Gradient 

Bottom 
Hole 

Heat flow 

Name Temperature 
(°C) 

Geothermal 
Gradient 
(°C/km) 

Temperature 
(°C) 

Heat flow 
(Mw/m^2) 

Pazanan-
117 

30 22 119.65 58.42 

Pazanan-
23 

30 28 143.29 70.35 

Nargesi 25 25 131.45 60.78 
Rag-e- 
safid 

30 23 100.86 63.28 
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Figure 3: The diagram of organic matter maturity versus depth  
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Figure 4: Temperature changes versus depth 

 

 

Construction complications of the studied well. This section introduces the complications detected 
on the FMI log, including bedding, fractures (open, filled, and induction), and stylolites, followed 
by the results (Folkestad et al. 2012; Muniz & Bosence 2015).  

4.1. Bedding boundaries  

In the studied well located in Asmari Formation, 88 bedding boundaries (64 layers or beds with a 
certain slope and 24 beds with an uncertain slope) are observed. The slope of most beds in the 
Asmari Formation varies between 10 and 45 degrees, with an average bed slope of around 20-30 
° towards NE and a relative extension of N40W/S40E (Figure 5).  
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Figure 5: Stereonet. Rose diagram and schematic view of the bedding in FMI log of the studied well – Asmari 
Formation with 64 bedding boundaries with certain slopes and 24 boundaries with uncertain slopes; the 
slope of most beds varies from 10 to 45 ° with an average bed slope of around 20-30° towards NE with a 
relative extension of N40W/S40E. 

 

4.2. Open Fractures 

There are 110 natural fractures in the studied well, mainly open fractures. According to the 
relationship between fractures, bedding extension, and fold-related fracture patterns, three 
categories of fractures (two diagonal and one longitudinal) are identified. These fractures in 
Asmari Formation are situated with SW, SE, and SW slope directions and average N70W and 
N70E extension (Fig. 6). 

 

 

Figure 6: Stereonet. Rose diagram and schematic view of 678 open fractures in FMI log of the studied well – 
Asmari Formation consisting of 110 open fractures with SW, SE, and SW slope directions and the 
average extension of N70W and N70W. 
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4.3. Induced fractures 
In the studied well, 20 induced fractures are observed; nine fractures in Asmari Formation. The 
average slope of the induced fractures (in Asmari Formation) based on the FMI log varies between 
80 and 90° towards the SE direction with an average N70E/S70W extension which almost matches 
the direction of the highest horizontal force in Zagros (Figure 7). 

 

 
Figure 7: Stereonet. Rose diagram and schematic view of 9 induced fractures in Asmari Formation in the FMI 

log of the studied well, with an average slope of 80-90° towards SE direction and an average N70E/S70W 
extension. 

 

4.4. Stylolite  
Stylolites are mainly found in cement-compressed carbonate formations. The stylolite structure 
parallel to the bedding is called stratigraphic stylolite, and when it is perpendicular to the bedding, 
it is called tectonic stylolite. In the studied well, 15 stylolite structures are found in Asmari 
Formation (Fig. 8). 

 

Figure 8: Stereonet. Rose diagram and schematic view of 15 stylolites detected in FMI log of the studied well – 
Asmari Formation 
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5. Measuring porosity using the density log  
In this Figure, the first column indicates the reservoir depth from 2125 to 2610, while orange and 
green charts that increase from left to right show the matrix and secondary porosities, respectively. 
The black chart increasing from the right to the left demonstrates total porosity (Figure 9). 

6. Measuring secondary porosity (vuggy and fracture porosities) using FMI  
Secondary porosity occurs after sedimentation. Regarding the purpose of this study, the most 
important porosities are vuggy and fracture. Petrophysical logs cannot detect secondary porosities, 
so the FMI log was used to examine them in the studied well (Khoshbakht et al. 2012; Amin 2014). 
This Figure (shomare) shows that the fracture porosity values detected in FMI and well logs are 
matched. Moreover, the porosity log indicated that the primary porosity has affected hydrocarbon 
saturation in the reservoir. Oil saturation in Asmari Formation, indicating that higher fracture 
density, particularly at the 2220-2250 interval (Asmari Formation), increases permeability and oil 
flow throughout the reservoir. However, all fractures in the reservoir are not permeable, so the 
fractures detected by the FMI log should be matched with other methods, such as the velocity 
deviation log, which will be discussed below (Asmari Formation: Figure 10). 
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Figure 9: Different types of porosities measured by the density log (Asmari Formation). The first column 

indicates the reservoir depth from 2125 to 2610 m; orange and green charts that increase from left to 
right indicate matrix and secondary porosities,  respectively and the black chart that increases from the 
right to the left indicates total porosity. 
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Figure 10: Fracture and vuggy porosity display in the FMI log through the software. The first column is gamma 
log; the second column is reservoir interval, the third and fourth columns indicate static and dynamic 
FMI images, respectively, the fifth column shows fracture parameters, the sixth column indicates vuggy 
porosity, and the seventh and eighth columns show water and oil saturations, respectively. Increased 
permeability and oil flow are observed in the reservoir due to fracture density, particularly at 2220-2250-
m intervals in Asmari Formation. 

7. Comparing neutron log with fracture parameters  
In Figure 11, VAH and VDC logs are measured for open fractures. The computations can measure 
the porosity density and openness rate of fractures in different reservoir flow units (Thunk et al. 
2017). The highest openness rate of fractures is 0.035 mm in the 2130-m depth (Asmari Formation, 
Fig. 9). We expected to see increased neutron amount within intervals at which the fracture 
opening rate has peaked and is filled with water, oil, or gas. Note that a higher neutron content 
(NPHI) within an interval indicates increased fracture and a subsequent rise in reservoir quality 
(Rahsepar, 2014; Samadi et al., 2019; Aghli et al., 2016). 
8. Comparing fracture parameters with the velocity deviation log  
According to the comparison between fracture parameters and the velocity deviation log, the 
velocity deviation log is affected by fracture density, indicating a negative value in most of the 
reservoir distances (Asmari Formation: Figure 12). Assessments indicated that the high fracture 
density in Asmari Formation stems from the thinner bedding thickness of this Formation. When 
the layer of incline is increased in an anticline, the diagonal fractures appear; then, the expansion 
of the incline results in longitudinal fractures, and transverse fractures occur in the last phases. The 
reservoir layers in the Asmari Formation are more steeply inclined, resulting in high fracture 
density in Asmari Formation. Fracture and vuggy porosity amounts are measured and compared 
with the results of the velocity deviation log and fracture parameters. The results showed a direct 
relationship between fracture porosity and the fracture aperture log (VAH). In areas where the 
velocity deviation log is low and negative, fracture parameters, especially the VAH log, indicate 
high peaks (Guadagno & Nunziata 1993; Aghli et al. 2016). Since fracture aperture openness is 
high in the longitudinal fracture system, this study showed the significant role of these fractures in 
increasing fracture porosity. 
9. Comparing porosities resulting from petrophysical and image logs  
Finally, the total porosity obtained from petrophysical logs was plotted and compared, and it was 
found that secondary porosity was obtained by well-logging in areas where fracture porosity was 
detected in the FMI log. After interpreting the FMI log using software capabilities, the results 
indicated that the Asmari reservoir rock had primary porosity , fracture, and vuggy porosity types 
based on the velocity deviation long and the degree of porosity. It seems that fracture porosity 
affects the reservoir permeability. The peaks related to fracture porosity obtained from the FMI 
log are sharper and clearer than the secondary porosity obtained from well logging. The reason is 
the higher resolution power of FMI log in detecting fractures rather than well logging (Asmari 
Formation: Figure 13).  
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Figure 11: Display of reservoir interval depth, fracture parameters, neutron log, and lithology in the Asmari 

Formation. The first column indicates reservoir interval depth, the second column shows fracture 
parameters, the third column shows neutron log, and the fourth column indicates lithology. The highest 
aperture openness rate of fractures equals 0.035mm in the 2130-m depth. In this interval filled with 
water, oil, and gas, one can expect to see an increased rate of neutron log and a subsequent rise in the 
reservoir quality (Rahsepar, 2014; Samadi et al., 2019; Aghli et al., 2016). 
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Figure 12: A comparison of velocity deviation log and fracture parameters with vuggy and fracture porosity 
logs within the 2123-2275-m interval (Asmari Formation). The first column shows reservoir interval, the 
second column indicates velocity deviation log (black), the third and fourth columns show fracture 
parameters (VAD, VDC), and the fifth column indicates vuggy (red) and fracture (black) porosity logs. 
According to the direct connection between fracture porosity and fracture aperture log (VAH), high 
peaks of fracture parameters, particularly VAH, are seen in intervals with negative velocity deviation 
(Guadagno & Nunziata 1993; Aghli et al. 2016). 
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Figure 13: (Asmari Formation) – A comparison between porosities obtained from petrophysical and FMI logs. 

The first column indicates reservoir interval, the second column indicates primary porosity obtained 
from petrophysical logs (black) and primary porosity obtained from FMI log (red) indirectly, the third 
column shows secondary porosity obtained from FMI (black) and petrophysical logs (red), the fourth 
column represents vuggy porosity log obtained from FMI, the fifth column shows fracture porosity 
obtained from FMI, the sixth column indicates matrix porosity, and the seventh column demonstrates 
lithology. According to the comparison between secondary porosity variations in well logging and FMI 
results and based on the velocity deviation log and porosity values, Asmari-Jahrum reservoir rock is of 
primary porosity (matrix), where the prevailing and common porosity is fractured and vuggy, 
respectively. 

11. Measuring heat flow units of the geothermal reservoir  
After calculating primary, secondary, and total porosity amount were measured based on the 
porosity types (matrix, fracture, and vuggy), the amount of porosity, and heat flow quality in the 
studied well, and then, the reservoir was divided into 4 heat flow units (Figure 14). Relative 
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permeability increases in heat flow units towards negative velocity deviation values, while this 
rate decreases in the heat flow units towards positive velocity deviation values (Anselmetti & 
Eberly 1999). Investigations indicate that primary porosity in the Asmari Formation is maximum 
(5-10%) in the first 50 m, while it is minor (<5%) in the rest of the intervals. Fracture and vuggy 
fractures are non-continuous, with irregular peaks in the whole reservoir interval. 
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Figure 14: According to the reverse relationship between velocity deviation and relative permeability 

(Anselmetti & Eberly 1999), flow units of the studied reservoir were measured based on porosity types. 
Maximum primary porosity equals 5-10% in the first 50 m of the Asmari Formation, while it reaches 
10-15% in the first 100 m of the Jahrum Formation. The maximum fracture and vuggy porosity are 
respectively seen in the 2480-2500-m (6%) and 2360-2375-m depth (3%) continuously (irregular peaks) 
throughout the reservoir interval. 

12. Conclusion 

1. By equalizing the maturation depth obtained from geochemical measurements and modeling the 
oil production process in an oil well, the geothermal of that well can be determined. The 
geothermal gradient of the layers has a close relationship with the lithology, the highest geothermal 
gradient is related to the shale layers and the lowest is related to the limestone layers. 

2. There is a linear relationship between the geothermal gradient of the Asmari Formation and 
other formations, and therefore, by having the geothermal gradient of the Asmari Formation, the 
geothermal gradient of the other formations or the temperature can be calculated at any depth. By 
equalizing the maturation depth obtained from geochemical measurements and modeling the oil 
production process in an oil well, the geothermal of that well can be determined. 

3. The geothermal gradient of the layers has a close relationship with the lithology, the highest 
geothermal gradient is related to the shale layers and the lowest is related to the limestone layers. 

4. There is a linear relationship between the geothermal gradient of the Asmari Formation and 
other formations, and therefore, by having the geothermal gradient of the Asmari Formation, the 
geothermal gradient of the other formations or the temperature can be calculated at any depth. 

5. Layers of the Asmari Formation consist of dolomite, with less lime and a slight amount of 
anhydrite and clay minerals placed on each other with N40W/S90E extension and a slope of 20-
30°. 

6. By using the FMI log of this formations, three types of fractures (one longitudinal and two 
diagonal) were identified in the Asmari. 

7. In general, 110 natural fractures were detected in the studied well, mainly open fractures. 

8. The maximum number of fractures is observed in the 2225-2250 interval of the Asmari 
Formation. 

9. Logs of fracture parameters were examined; the highest aperture openness of fractures is 0.035 
mm in the 2130-m depth of the Asmari Formation. The mentioned fracture is mainly longitudinal, 
playing a vital role in heat flow in the reservoir. 

10. The negative rate of the velocity deviation log and its direct relationship with fracture porosity 
indicated a good match between petrophysical logs and the data of the FMI log, confirming the 
mentioned interval with maximum density and fracture aperture. 

11. Petrophysical data indicated that the porosity of Asmari reservoir rock includes primary 
(matrix), fracture, and vuggy porosity types, with primary porosity being the most common in 
these reservoirs. 
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12. The reservoir was divided into 4 heat flow units based on tthe porosity type, the amount of 
porosity, and the oil saturation quality in the studied well. 
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ABSTRACT 

Geothermal energy is a sustainable and reliable source of energy as an alternative to conventional 
energy sources. Well logging is an essential tool in geothermal energy exploration as it provides 
information on subsurface lithology, fluid content, temperature and other variables that are 
interpreted as reservoir parameters. The combination of different logs and their interpretation 
provide a comprehensive understanding of a geothermal system. The Lodgepole formation located 
on top of the Bakken is a geological unit with great potential for geothermal exploration and 
development. Previous studies on the formation had been for hydrocarbon production and its 
geothermal potential is yet to be fully explored. A detailed reservoir characterization of the 
Lodgepole formation is essential for identification of potential geothermal reservoirs. Our studies 
involve acquiring, processing, and interpreting open hole logs and core data to estimate subsurface 
properties such as porosity and permeability, identify flow zones, and create petro-physical models 
to characterize geothermal reservoirs. Extensive analysis of temperature gradients, heat flow, 
thermal conductivities, hydraulic flow units and reservoir properties in the Lodgepole formation 
are performed to access the reservoir geothermal energy potential. The results of this study show 
Lodgepole formation has significant geothermal potential in these areas and our studies serve as a 
guide for future geothermal exploration and development. Furthermore, our results can be used for 
resource assessment, reservoir modelling, drilling optimization and understand the geothermal 
system and its potential for energy production. 
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1. Introduction  
1.1 Geothermal Energy: An Overview 

Geothermal energy, derived from heat stored within the Earth, has emerged as a promising 
renewable energy source with vast untapped potential. Unlike other forms of renewable energy, 
such as solar or wind, geothermal power is not reliant on external factors like weather conditions. 
Instead, it harnesses the heat from the Earth's subsurface to generate electricity or provide direct 
heating for various applications. Geothermal energy is a clean, sustainable, and reliable resource 
that offers numerous environmental and economic benefits(U.S. Department of Energy, 2023; 
Microsoft Sustainability, 2023). The utilization of geothermal energy dates back centuries, with 
ancient civilizations recognizing the power of naturally occurring hot springs and geysers. 
However, it was not until the early 20th century that geothermal energy began to be harnessed on 
a larger scale for electricity generation (Britannica, 2021). Today, geothermal power plants are 
operational in numerous countries worldwide, making significant contributions to their energy 
portfolios (Malcolm A. Grant et al., 2011). Geothermal systems typically rely on the presence of 
a geothermal reservoir, which is a subsurface geological formation capable of storing and 
transmitting heat. These reservoirs can vary in their characteristics, ranging from high-temperature 
volcanic systems to low-temperature sedimentary formations. The successful development and 
utilization of geothermal reservoirs require a thorough understanding of their petrophysical 
properties and behavior. 

In this article, we focus on the petrophysical characterization of the Lodgepole Formation as a 
geothermal reservoir. The Lodgepole Formation, known for its diverse lithology and sedimentary 
deposition, has shown promising potential as a geothermal resource. By examining the 
petrophysical properties of this formation, we aim to gain insights into its suitability for geothermal 
energy extraction and understand the challenges and opportunities associated with its utilization. 
In the realm of sustainable energy exploration and development, it is of utmost importance to 
effectively tackle the urgent issues posed by climate change. The 'International Collaborative 
Cluster-Based Carbon Sequestration Plan' highlights the necessity of substantial endeavors in 
order to address the issue of carbon emissions stemming from the utilization of fossil fuels for 
electricity production. This matter is closely linked to our ongoing research on the geothermal 
capabilities of the Lodgepole Formation (Solomon et al., 2023), The study of petro-physical 
properties involves the analysis of various parameters, such as porosity, permeability, thermal 
conductivity, and rock-fluid interactions. These properties are crucial in determining the reservoir's 
capacity to store and transmit heat, the fluid flow characteristics, and the efficiency of energy 
extraction processes (Malcolm A. Grant et al., 2011). By characterizing the Lodgepole Formation's 
petrophysical properties, we can assess its geothermal potential and contribute to the broader 
understanding of geothermal reservoirs. Great energy storage systems and geothermal potential 
can be harnessed from the lower formations of Williston basin (W. Gosnold et al., 2017); (Gyimah 
et al, 2023a).   In the following sections, we will delve into the methodologies employed for 
petrophysical characterization, examine the existing literature on geothermal reservoir 
characterization, and present our findings on the Lodgepole Formation. Through this research, we 
aim to contribute to the knowledge base surrounding geothermal energy and provide insights into 
the feasibility of utilizing the Lodgepole Formation as a geothermal reservoir. 
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1.2 The Untapped Geothermal Potential of the Lodgepole Formation  

Geothermal energy has gained recognition as a reliable and sustainable source of renewable 
energy. While volcanic regions are commonly associated with geothermal power generation, there 
is a vast untapped potential in sedimentary formations as well (Ruth Shortall et al., 2015). One 
such promising sedimentary formation is the Lodgepole Formation, located in North Dakota, 
which has shown indications of significant geothermal potential. Traditionally, the Lodgepole 
Formation has been predominantly studied for its hydrocarbon reservoir potential. However, recent 
investigations have revealed the presence of favorable geothermal characteristics within this 
formation (Nordsven, M.J. et al., 2016). The Lodgepole Formation exhibits several geologic 
attributes that make it an attractive target for geothermal exploration and development (Lorraine 
A. Manz 2009). One of the key factors contributing to the geothermal potential of the Lodgepole 
Formation is its favorable thermal conductivity. Studies have shown that the formation exhibits 
decreasing thermal conductivity with depth, indicating a potential increase in the content of 
bentonite clay, a known thermal insulator (Lorraine A. Manz, 2008). Furthermore, the Lodgepole 
Formation's extensive sedimentary nature provides ample opportunities for fluid accumulation and 
circulation. The formation consists of alternating layers of sandstone, shale, and limestone, which 
can act as potential reservoirs and conduits for geothermal fluids (Mackie, J.et al., 2013). These 
fluid-filled intervals within the formation allow for the transfer of heat and enable the extraction 
of thermal energy for power generation or direct use applications. 

The geothermal potential of the Lodgepole Formation extends beyond its thermal attributes. North 
Dakota's geological setting, characterized by deep sedimentary basins and complex fault systems, 
creates an environment conducive to enhanced geothermal systems (EGS) development (Gosnold 
et al., 2013). EGS involves stimulating the subsurface to enhance permeability and create artificial 
reservoirs, allowing for increased heat extraction and energy generation. The presence of fault 
zones within the Lodgepole Formation offers the potential for creating such enhanced reservoirs 
and expanding the geothermal energy capacity of the region (Murphy, E. C. 2023). Despite these 
promising indications, the geothermal potential of the Lodgepole Formation in North Dakota 
remains largely untapped (North Dakota Geological Survey, 2012). The majority of research and 
development efforts have focused on conventional energy resources within the formation, with 
limited attention given to its geothermal attributes. Unlocking this untapped geothermal potential 
requires further investigation, including comprehensive geological and geophysical studies, 
drilling of dedicated geothermal wells, and extensive reservoir characterization. In this article, we 
aim to shed light on the untapped geothermal potential of the Lodgepole Formation in North 
Dakota.  

1.3 Geological Background: The Lodgepole Formation 

The Williston Basin is an intracratonic sag basin that developed on the North American craton 
during the Ordovician. It has undergone episodic subsidence through the Phanerozoic. The basin 
is roughly circular; the United States portion of the basin covers eastern Montana, North Dakota, 
and northwestern South Dakota. The basin extends into the adjacent Canadian provinces of 
Saskatchewan and Manitoba (Gerhard et al., 1991). The basin is underlain by three Archean 
structural provinces: The Superior province in the east, the Wyoming and Churchill provinces in 
the west, and the Trans-Hudson orogenic belt, which represents a continent-to-continent suture 
zone. The interaction of the two Archean shear systems, the Brockton–Froid fault zone and the 
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Transcontinental arch, created a structural depression that formed the basin during the Late 
Ordovician (Gerhard and Anderson, 1988). The Williston Basin consists of approximately 16,000 
ft (4900 m) of sedimentary rocks of Cambrian through Eocene age. Paleozoic-aged strata are 
primarily carbonates with some clastic units, whereas Mesozoic and Cenozoic strata are mainly 
clastic rocks (Heck, 1978). (Figur.1) 

 
Figure 1. The Williston Basin: A Structural Depression on the North American Craton. 

 

The Lodgepole Formation is a significant geological unit found in various regions, including parts 
of North Dakota, Montana, and Saskatchewan, Canada. It holds valuable insights into the 
geological history and processes that shaped the area. The formation is part of the Upper 
Cretaceous period, specifically the Campanian stage, and is known for its diverse lithology and 
depositional environments. The Lodgepole Formation is recognized as the lowermost unit within 
the Madison Formation, which is mostly composed of carbonates and evaporates and dates back 
to the Mississippian period. It is particularly noteworthy for hosting the development of 
"Waulsortian Reefs," which have the potential to serve as reservoirs (Will Gosnold et al., 2015). 
It consists of alternating layers of sandstone, shale, and limestone, reflecting changes in sediment 
sources, sea levels, and environmental conditions over millions of years (Wooster Geologists, 
2023). Sandstone is a prominent lithology within the Lodgepole Formation. It typically exhibits 
fine- to medium-grained texture and displays sedimentary structures such as cross-bedding, ripple 
marks, and mud drapes. Sandstone layers within the formation are often reservoir-quality rocks, 
capable of storing and transmitting fluids. Shale is another important component of the Lodgepole 
Formation (LeFever, J. A., 1991). It consists of fine-grained, allowing the rock to split into thin 
layers. Shale layers provide important sealing properties within the formation, preventing fluid 
migration and compartmentalization. Bentonite contributes to the formation's low thermal 
conductivity and can serve as thermal insulators or markers for geothermal anomalies. Limestone 
units occur less frequently within the Lodgepole Formation but are still present in some areas 
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(Wooster Geologists). Limestone represents periods of carbonate deposition and can contain fossil 
assemblages that provide insights into the paleoenvironment and the ancient marine ecosystem. 
These limestone layers contribute to the overall stratigraphic complexity of the formation. 
Understanding the geology of the Lodgepole Formation is crucial for assessing its potential as a 
geothermal reservoir. The alternating sandstone, shale, and limestone layers create opportunities 
for fluid storage, permeability, and heat transfer (Waldner, K., and Gosnold, W. 2015). The 
presence of bentonite-rich shale intervals indicates the potential for thermal anomalies and 
favorable conditions for geothermal energy extraction (Alshammari, M. A et al., 2021). 

 

2. METHODOLOGY 
2.1 Petro-physical Characterization of the Lodgepole Formation 

Petro-physical characterization is a critical step in assessing the potential of the Lodgepole 
Formation as a geothermal reservoir (Fred Aminzadeh, et al., 2013). This involves analyzing the 
petrophysical properties, identifying flow zones, and developing petrophysical models to 
understand the reservoir behavior and optimize energy extraction. Petro-physical models are 
developed to characterize the geothermal reservoir within the Lodgepole Formation. These models 
integrate petrophysical parameters such as porosity, permeability, fluid saturations, and rock 
properties to estimate the reservoir's capacity for fluid storage, flow, and heat transfer. 
Petrophysical models aid in understanding the spatial distribution of reservoir properties, 
identifying sweet spots for geothermal energy extraction, and optimizing reservoir performance. 
These models integrate data from well logs, core samples, production data, and geological 
information to create a comprehensive representation of the reservoir's petro-physical properties. 
Overall, the methodology for reservoir characterization of the Lodgepole Formation involves 
petrophysical analysis, permeability modeling, flow zone identification, and the development of 
petrophysical models. These steps provide a comprehensive understanding of the reservoir's 
properties, flow behavior, and geothermal potential. By applying these methodologies, 
geoscientists can optimize reservoir management strategies, improve well placement, and 
maximize the efficient and sustainable extraction of geothermal energy from the Lodgepole 
Formation. Figure 2 shows the variable lithology of the Red River formation from Well 18631.  
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Figure 2: Cross-Plot of bulk density and neutron porosity to highlight formation lithology. 

 

2.2 Permeability modeling techniques 

Permeability modeling techniques are employed to estimate the reservoir's ability to transmit fluid 
and assess the flow potential within the geothermal system. These may include conventional 
correlations and most recently machine learning techniques (Khan, H., Srivastav, A., Kumar 
Mishra, A. et al., 2022). The application of machine learning in reservoir characterization and 
production optimization is rapidly growing. (Koray et. al, 2023c; Koray et al, 2023a) defines a 
comprehensive workflow in applying machine learning techniques in improving reservoir 
characterization. Petro-physical analysis is conducted to determine the key petro-physical 
properties of the Lodgepole Formation, with a focus on permeability. This involves integrating log 
data, core samples, and rock property measurements well to build permeability models that capture 
the spatial variability of permeability across the reservoir. Flow zones within the Lodgepole 
Formation are identified to better understand fluid flow behavior and optimize reservoir 
management. This involves analyzing various well logs, including resistivity, porosity, and 
saturation logs, to identify intervals with similar petro-physical characteristics. These intervals are 
grouped into hydraulic flow units (HFUs), which represent distinct flow behavior and provide 
insights into permeability distribution and connectivity. Flow zone identification and HFU analysis 
assist in predicting fluid flow patterns and optimizing well placement and production strategies. 
Figure 3 shows the poor correlation between permeability and porosity. This poor correlation 
highlights the need for improved methods of rock typing. The discrete rock typing method and 
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Lorenz method both had seven number of rock types, and very high correlation for permeability 
and porosity. Figure 4 shows the high correlation between permeability and porosity using discrete 
rock tying (DRT) method. Figure 5 shows consistency in number of rock types with DRT method 
and high correlation co-efficient for each rock type. Optimization algorithm was performed on the 
DRT method to generate the optimal solution. The optimization algorithm was best to reduce errors 
sum of absolute errors (SAE) and mean absolute error (MAE) in permeability modelling 
techniques. The Table 1 summarizes the results of permeability modelling techniques. In this case 
study there is no major fault in the formation. However, there would be some natural fractures. 

2.2.1Flow zone Indicator 

The flow zone indicator (FZI) is permeability modelling technique based on the quality of 
reservoir. Each hydraulic flow unit obtained using this technique is associated with the 
identification of geophysical properties which include the mineralogy and pore geometry of the 
rock. The properties are fundamental in controlling the flow of fluids within the reservoir (Koray 
et al., 2023b). It identifies spatial distribution within the reservoir and classifies flow units within 
the reservoir (Amaefule et al, 1993).   

                 𝑅𝑅𝑅𝑅𝑅𝑅 = 0.0314 × �𝑘𝑘
∅
                                        (1) 

                      ∅𝑧𝑧 = ∅
1−∅

                                                      (2) 

 

                      𝐹𝐹𝐹𝐹𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅
∅𝑧𝑧

                                                     (3) 

where ∅𝑧𝑧 is the normalized porosity, ø is the reservoir porosity, k is reservoir permeability, DRT 
is discrete rock typing and FZI is flow zone indicator 
 

2.2.2 Lorenz Plot  

Lorenz Plot is from concept of transmissivity and Storativity for rock type classification. A change 
in the plot direction highlights more than one rock unit for every depth (Gunter at al, 1997). 

                           Transmissivity =  ∑(𝑘𝑘×ℎ)
𝑐𝑐𝑐𝑐𝑐𝑐(𝑘𝑘×ℎ)

                                        (4) 

                            Storativity =  ∑(∅×ℎ)
𝑐𝑐𝑐𝑐𝑐𝑐(∅×ℎ)

                                                (5) 

Where k is the permeability, h is the thickness and ∅ is the porosity. 
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Figure 3: Cross-plot of permeability and porosity 

 

 

Figure 4: Cross-Plot of Permeability and Porosity for Flow Zone Indicator 
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Figure 5: Lorenz Cross-plot of transmissivity and Storativity 

 

Table 1: Summary of permeability modelling techniques 

Method R2 SAE MAE 

DRT 0.904 3.074 0.067 

Optimized DRT 0.939 2.316 0.05 

 

 

2.3 Assessing Geothermal Energy Potential 

Assessing the geothermal energy potential of the Lodgepole Formation requires a systematic 
approach that incorporates temperature gradients analysis and thermal conductivity evaluation. 
These methods are essential in quantifying the heat available within the reservoir and determining 
the feasibility of geothermal energy extraction (Anthony E. Ciriaco et al., 2019). By evaluating the 
temperature gradients, geoscientists can estimate the geothermal heat flow, which indicates the 
amount of heat transfer occurring within the reservoir. This analysis provides valuable insights 
into the subsurface heat distribution and helps identify regions with higher geothermal energy 
potential. Thermal conductivity evaluation focuses on quantifying the ability of the rocks within 
the Lodgepole Formation to conduct heat(Wooster geologists). By integrating the thermal 
conductivity data with the temperature gradients, geoscientists can assess the heat transfer 
capabilities of the formation and identify areas with higher thermal conductivity, indicating better 

R² = 0.8604

R² = 0.9939

R² = 0.9318
R² = 0.9506

R² = 0.9284

R² = 0.8221

R² = 0.8458

0

0.2

0.4

0.6

0.8

1

1.2

0 0.2 0.4 0.6 0.8 1 1.2

Tr
an

sm
iss

iv
ity

Storativity 

HFU1

HFU2

HFU3

HFU4

HFU5

HFU7

HFU6

Linear
(HFU1)
Linear
(HFU2)
Linear
(HFU3)
Linear
(HFU4)
Linear
(HFU5)
Linear
(HFU7)

3146



Vashaghian et al.  

 
geothermal energy extraction potential.  The Temperature Stratigraphy was used to measure the 
temperature of the red river formation. The Beaver lodge field was assumed a heat flow value and 
annual surface mean temperature of 65 mW/𝒎𝒎𝟐𝟐 and 6.8 C, and TSTRAT was applied to determine 
the geothermal resource in Fig. 6 and Fig. 7 

 

𝑻𝑻𝒁𝒁 =  𝑻𝑻𝟎𝟎 +  �
𝒒𝒒𝒒𝒒𝒊𝒊
𝝀𝝀𝒊𝒊

𝒏𝒏

𝒊𝒊=𝟏𝟏

 

Where: 𝝀𝝀 is the thermal conductivity (W/m/K), 𝑻𝑻𝒁𝒁 is the depth temperature,  𝑻𝑻𝟎𝟎 is the surface 
temperature, 𝒒𝒒𝒊𝒊 is the formation thickness and q is heat flow (mW/𝒎𝒎𝟐𝟐). 

 

 

 

Figure 6: Cross-plot of Depth and Temperature 
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Figure 7: Cross-plot of Depth and Gradient 

Given the thickness, thermal conductivity, heat flow and surface temperature for a well in the 
field, the temperature has been calculated and it shows a consistent trend from Depth vs 
Temperature and Depth vs Gradient for Lodgepole Formation depth at 2700 meter. 

 

3. Geothermal Potential Estimation of the Lodgepole Formation 
Based on the temperature gradients, heat flow analysis, and thermal conductivity evaluation, 
geoscientists can estimate the geothermal resource potential within the Lodgepole Formation. This 
involves calculating the available heat and assessing the potential for sustainable energy extraction. 
Estimation techniques, such as volumetric analysis or numerical reservoir simulations, may be 
employed to quantify the geothermal resource volume, energy content, and potential production 
rates. These estimates provide valuable information for evaluating the economic viability of 
geothermal projects and optimizing energy production strategies. The methodology outlined 
above, incorporating temperature gradients analysis and thermal conductivity evaluation, forms a 
fundamental approach for assessing the geothermal energy potential of the Lodgepole Formation. 
By employing these methods, geoscientists can make informed decisions regarding reservoir 
development, well placement, and the design of geothermal energy systems, leading to sustainable 
and efficient utilization of the geothermal resource. Aquifer resource was estimated with an 
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average porosity of 8 % of the total resource. The producible resource was estimated with the 
average flow rate of 0.08 𝒎𝒎𝟑𝟑/𝒉𝒉 and assuming as heat loss of 20 C to the surface. 

Table 2. Summary of Geothermal Resource in the Beaver Lodge field of the Lodgepole formation.  ρ is density 
(kg/𝒎𝒎𝟑𝟑), cp is heat capacity (J/kg/K), v is volume (𝒎𝒎𝟑𝟑), q is flowrate (𝒎𝒎𝟑𝟑/𝒉𝒉), ϕ is porosity (frac), Tf is 
the reservoir fluid temperature (℃) and Ta is annual mean temperature (℃). 

 
Lodgepole Geothermal Resource Methodology 

Producible Resource 1.263 ExaJoules / Hour E=ρ cp v q ∆T (Tf - 20) 

Aquifer Resource 1.406 ExaJoules E= ϕ ρ cp v  ∆T (Tf - Ta) 

Total Resource 17.58 ExaJoules E= ρ cp v  ∆T (Tf - Ta) 

 

4. CONCLUSION 
In conclusion, the geothermal assessment of the Lodgepole Formation provides valuable insights 
into its resource potential, drilling optimization strategies, reservoir characterization and improved 
reservoir simulation. The permeability modeling techniques employed indicated favorable 
permeability values, suggesting the reservoir's ability to transmit geothermal fluids efficiently. 
Flow zone identification and hydraulic flow units analysis provided a better understanding of fluid 
flow behavior within the formation. The findings contribute to the understanding of this 
geothermal resource and aid reservoir management decisions and risk assessments. Expanding 
geothermal utilization in the Lodgepole Formation and similar geological settings holds the 
promise of sustainable energy generation, reduced carbon emissions, and economic benefits for 
the region and beyond. The petro-physical analysis revealed promising characteristics of the 
Lodgepole Formation as a geothermal reservoir. The improved permeability modeling techniques 
indicates reservoir's ability to transmit geothermal fluids efficiently. Flow zone identification and 
hydraulic flow unit’s analysis provided a better understanding of fluid flow behavior within the 
formation. The results indicate that the Lodgepole Formation exhibits significant geothermal 
energy potential. The high temperature gradients observed within the formation, coupled with 
favorable thermal conductivity values, suggest the presence of substantial thermal energy 
resources. This geothermal potential makes the Lodgepole Formation a promising candidate for 
geothermal energy production.  
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ABSTRACT 

Critical to the success of developing large-scale, economically sustainable EGS (Enhanced 
Geothermal System) resources is the ability to characterize, initiate and sustain the interconnected 
fracture networks required to extract heat in crystalline basement rocks over periods years with 
small temperature declines. The granitic and metamorphic basement rocks at the Utah FORGE site 
have bottom hole temperatures close to 435 deg F, a temperature that pushes the limits of 
conventional wireline logging, drilling, and isolation tool technologies. The application of 
through-the-bit conveyed logging technologies at Utah FORGE has proved effective at mitigating 
the downhole temperature challenge and provided for the logging of highly deviated injection 
wells. The integrated and advanced analysis of micro-resistivity and ultrasonic borehole image and 
dipole sonic data, including 3D Far-Field acoustic analysis, is providing a detailed subsurface 
characterization of fracture type, fracture intensity, fracture geometries and fracture apertures. This 
data has also provided the Utah FORGE team with an enhanced understanding of the local stress 
regime and structural history, through borehole stress observations and fracture cross-cutting 
relationships. Ultimately, these fracture characterization datasets have been used by the FORGE 
team to develop a representative discrete fracture network (DFN) model, required for predicting 
the characteristics of the stimulated EGS resource. Simulations of the hydraulic stimulation of an 
injection well have predicted that existing natural fractures, represented by the DFN, could control 
the efficacy of the treatment, and create a large volume of connected flow pathways in the 
stimulated region. This case study shows how existing technologies and expertise, developed from 
unconventional hydrocarbon reservoir characterization, are being leveraged to support subsurface 
fracture characterization and modeling in this pioneering geothermal project. 

Wireline Logging in a High-Temperature and Deviated Well 
A key technical challenge for the FORGE EGS project is to understand and define a fracture 
network connecting to the EGS resource.  Existing industry dipole sonic and borehole image 
logging tools have a maximum temperature rating of 350 deg F.  With the aid of a heat flask some 
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of the older generation of these tools can be run up to 400 deg F, but in doing so compromises the 
acquired borehole image quality and sonic waveform fidelity.  The operational complexity of 
logging in extreme downhole temperatures is also compounded by the FORGE EGS injector and 
producer wells being drilled at tangents up to ~65-degree wellbore inclination, making log 
conveyance via wireline an additional challenge.  The ThruBit measurement platform has been 
successfully applied to the FORGE EGS project as an innovative solution to these extreme 
operational challenges.  By circulating a chilled fluid through the Thrubit hang-off subassembly, 
right above the tool-string during deployment, high quality borehole image data, triple combo, 
spectral gamma ray, and dipole sonic logs can be acquired in a single time efficient logging pass.  
This operation has now been performed in the two slanted injector and producer wells along with 
three vertical monitor wells in the area, each with bottom hole temperatures exceeding 435 deg F.  
Longer wavelets from the dipole sonic tool were also recorded to allow for 3-D Far Field borehole 
reflection surveys. 

 

 
Figure 1: UTAH FORGE wells. Note that borehole images were acquired on the 16A-78-32 slanted injection 

well, 16B-78-32 slanted producer well, the 58-32 pilot well and the 56-32 & 78-32 seismic monitoring 
wells (wells with borehole images acquired are denoted with blue stars). Picture courtesy of Utah 
FORGE. 
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FORGE EGS Borehole Image-based Fracture Interpretation & Characterization 
FMI micro-resistivity borehole images, UBI ultrasonic borehole images and dipole sonic data has 
been acquired and analyzed on five FORGE EGS injector, producer, pilot and seismic monitoring 
wells (see figure 1). The processed and interpreted datasets from these wells are being utilized to 
constrain the FORGE EGS DFN (Discrete Fracture Network) model to characterize natural 
(tectonic) fracture set orientations, intensities (P32 & P33) and mean hydraulic fracture apertures. 
Figure 2 provides an example from the 78B-32 monitor well of the integrated FMI micro-
resistivity and UBI ultrasonic borehole image processing, interpretation, and fracture 
characterization work. The FMI micro-resistivity images provide high-resolution (0.2” vertical 
resolution) and excellent borehole coverage of the near wellbore environment to resolve fracturing, 
borehole stress indicators and lithological heterogeneity within the granitic EGS resource.  The 
UBI ultrasonic imager’s processed acoustic amplitude images are also used to independently 
resolve and interpret fracturing, along with the UBI ultrasonic acoustic transit time image, which 
can be particularly valuable in evaluating fracture “openness” at the wellbore wall. When acquired 
together, such as on the 78B-32 well, these two borehole imager tools can therefore provide for a 
detailed and robust subsurface fracture characterization dataset.  
 
 

 
Figure 2: Integrated borehole image interpretation of the FORGE 78B-32 monitor well. FMI micro-resistivity 

(left three images) and UBI ultrasonic (right two images, plus borehole shape “tube”, far right). The 
borehole image interpretation characterizes natural fracture orientation, intensity and calculated mean 
hydraulic fracture aperture (from the processed and calibrated FMI micro-resistivity image). The 
ultrasonic transit time image (far right) helps to confirm fracture openness. This interpreted fracture 
characterization data is then used to constrain the FORGE DFN resource model. 

       
In addition to the FMI and UBI borehole images acquired on the FORGE EGS project wells, dipole 
sonic data has also been acquired and processed. The ThruBit dipole sonic data is being used to 
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further enhance the subsurface fracture characterization work, most valuably through the 
application of the 3-D Far Field processing workflow.  As with the UBI ultrasonic borehole imager, 
the dipole sonic provides for an independent and complementary measurement of fracturing in the 
EGS resource. In addition, the dipole sonic 3-D Far Field processing method also provides for the 
ability to detect potential fracturing and faulting with a far deeper depth of investigation than the 
borehole imager measurements. For example, in the 16A-78-32 injector well, the 3-D Far Field 
data resolved fracture events up to 30 feet away from the wellbore. This is far beyond the artificial 
stress and temperature environment of the near wellbore. An additional benefit of the 3-D Far Field 
data is that the technique detects the reflectors around the borehole using the azimuthal sensor of 
the tool and therefore is not disposed to the inherent sampling line bias of the borehole image-
based fracture characterization.  As such, the 3-D Far Field data can potentially see into the blind 
spot of the borehole image data, enhancing our spatial understanding of the natural fracture 
network. However, it is important to note that although general observations of natural fracturing 
intensity and fracture orientations along the wellbore from the borehole image-based and 3-D Far 
Field methods can be correlated, a one-to-one comparison of potential fracture-related events 
observed on the 3D Far Field data to those interpreted on the borehole image is not possible. Our 
experience from the FORGE EGS project has clearly shown that the integration of both fracture 
characterization methods is essential for supporting enhanced subsurface fracture characterization.  

 

 
Figure 3: Dipole sonic 3D Far Field processing supplements the borehole image data by providing an 

independent physical measurement of fracturing by identifying acoustic reflection events (fractures and 
faults) beyond the artificial stress and temperature environment of the near-wellbore.  
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Borehole Image-based Fracture Interpretation & Characterization Challenges 
High-resolution, 360-degree borehole image observations across the five analyzed FORGE EGS 
wells show near-wellbore fracturing to be highly complex, as exampled in figure 4. Natural 
(tectonic) fracturing within the granitic EGS resource is typically overprinted by fracturing 
induced by the artificial near-wellbore stress environment, the drilling process, potential thermally 
induced fracturing resulting from the effect of the cooler wellbore mud column on the near-
wellbore, and potential hydraulic fracture “hits” from the stimulation of an offset well. In addition 
to these artificially induced fracture processes, significant lithological heterogeneity is also 
observed on the borehole image data and is also confirmed by core. Interpretation of the borehole 
image data alone, in isolation from considering other available datasets, can lead to the 
misinterpretation of the lithological heterogeneity as natural fracturing.  

Figure 4: 3-D visualization of the FMI dynamic image in deviated 16B-78-32 producer wellbore with 
interpreted natural fracture planes. The 3-D borehole image display represents two feet measured depth 
of the wellbore. Note the complex interaction of natural fracturing and borehole stress induced artificial 
fracturing down the center of the image. The core image on the right is from the 16A-78-32 injector well 
and shows the same high and lower angle natural fracturing. Core depths are noted on core. 
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Another key fracture characterization property used to constrain the FORGE EGS DFN model is 
mean hydraulic fracture aperture (FVAH), provided from processing and interpretation of the 
micro-resistivity image data. The assumption within this granitic geothermal resource is that 
fractures that appear conductive on the calibrated micro-resistivity image are potentially open, or 
partially open, being filled with the conductive water-based-mud in the wellbore. An ultrasonic 
transit time image can be used to further determine fracture plane “openness”, but it is not possible 
to run an ultrasonic imager on the through-the-bit downhole logging assembly that is required in 
the FORGE resource. This raises the technical challenge of accurately interpreting conductive 
fractures on the micro-resistivity image alone, in terms of fracture “openness”. This interpretation 
of conductive fractures clearly has significant implications for the FORGE DFN model in terms 
of fracture permeability. As shown below in figure 5 taken from the 16A-78-32 core, natural 
fracturing shows variable mineralogical fill and fracture “openness” (albeit at surface conditions). 
 

       
Figure 5: Various core photographs taken from the 16A-78 32 injector well. Note how the cores show variable 

fracture fill mineralogy and fracture plane “openness’. Also note the variable lithologies within the cores. 
Core depths are noted on core. 

 
      To ensure the FORGE DFN model is representative of the in-situ subsurface fracture network and 

not mischaracterized, it is of critical importance that we recognize and differentiate natural 
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fracturing on the borehole images versus artificially induced fracturing that is commonly observed 
in the near-wellbore environment. It is also essential that we continue to calibrate our 
understanding of the micro-resistivity borehole image response to the lithological heterogeneity 
and variable fracture fills within the FORGE EGS resource, as observed in core analysis. To 
support this effort, the borehole image interpretation work is leveraging the extensive FORGE 
database to enhance the accuracy of the fracture characterization results. The knowledge gained 
from core data, outcrop observations, dipole sonic data analysis, wellbore micro-seismic data, 
DFIT (fracture injection test) and most recently, production log data, continue to be utilized during 
the borehole image interpretation work. 
 
Borehole Image-based Borehole Shape and Borehole Stress Visualization. 
In addition to using the borehole image data acquired on the FORGE project for constraining the 
EGS DFN model, the data is also used to help evaluate and optimize drilling technologies and 
drilling operations at the project site. This knowledge is then applied to optimizing future well 
placement and FORGE completion operations. The following figures show examples of utilizing 
the borehole images for these operational applications and in also furthering our understanding of 
local stress. 

 
Figure 6: 16B-78 32 producer well processed FMI static and dynamic images (far left), static and dynamic 

ultrasonic amplitude images (center left), UBI ultrasonic radius images showing borehole shape in high-
resolution (center right - borehole shape “tubes” are rotated 45 degrees to enhance visualization) and 
ultrasonic transit time image (far right). These high-resolution, 360-degree borehole images are being 
used to evaluate drilling technologies and to optimize drilling operations at the FORGE site. It is also 
interesting to note how fracturing is clearly resolved on the images, with the ultrasonic transit time and 
radius confirming fracture “openness” at the wellbore wall. 

3159



Wray, Borchardt, Velez & Haddad 

 
 

 

 
Figure 7: Interactive downhole playback of the borehole shape from the vertical section of the 16B-78 32 

producer well. Both the FMI micro-resistivity caliper data and the UBI ultrasonic radius image are 
utilized for this interactive borehole shape visualization. The borehole section plot on the right shows 
subtle borehole breakout indicating a minimum horizontal stress orientation of ~NW-SE, resolved by 
the borehole images.  
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Figure 8: Borehole image stress interpretation of the vertical FORGE 78B-32 monitor well. FMI micro-

resistivity (left three images) and UBI ultrasonic (right two images, plus UBI borehole shape “tube” 
visualization, far right). Note the lithology-bound borehole breakout is clearly resolved on the ultrasonic 
amplitude and transit times images. This confirms minimum horizontal stress observed in this vertical 
well as ~ NW-SE. Subtle tensile drilling-induced fracturing can also be seen on the FMI and UBI borehole 
images. 

 
Conclusions 
Critical to the success of developing large-scale, economically sustainable EGS resources is the 
ability to characterize, initiate and sustain the interconnected fracture networks required to extract 
heat in crystalline basement rocks. The granitic and metamorphic basement rocks at the Utah 
FORGE site have bottom hole temperatures close to 435 deg F. A temperature that pushes the 
limits of conventional wireline logging, drilling, and isolation tool technologies. The application 
of through-the-bit conveyed logging technologies at Utah FORGE EGS has proved effective at 
mitigating the downhole temperature challenge and permitted advanced downhole EGS resource 
characterization. The integration and advanced analysis of through-the-bit and wireline micro-
resistivity with ultrasonic borehole image and dipole sonic data, including 3D far-field acoustic 
analysis, has provided a detailed subsurface characterization of fracture type, fracture intensity, 
fracture geometries and fracture apertures. Ultimately, these fracture characterization datasets have 
been used to develop a more representative discrete fracture network (DFN) model, required for 
predicting the characteristics of the stimulated EGS resource. To ensure the FORGE DFN model 
is representative of the subsurface fracture network and not mischaracterized, it is of critical 
importance that we recognize and differentiate natural fracturing on the borehole images versus 
artificially induced fracturing that is commonly observed in the near-wellbore environment. It is 
also essential that we continue to calibrate our understanding of the micro-resistivity borehole 
image response to the lithological heterogeneity and variable fracture fills within the FORGE EGS 
resource. To support this ongoing effort, the borehole image interpretation work is leveraging the 
growing FORGE database to enhance the accuracy of the fracture characterization results. Finally, 

3161



Wray, Borchardt, Velez & Haddad 

the visualization of borehole image data is also being used to help evaluate and optimize drilling 
technologies and drilling operations at the project site. 
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ABSTRACT 

Currently a great movement is looking to repurpose existing oil and gas wells for geothermal 
activities. Such a concept is not new, but for US with thousands of existing wells, such pursuit 
could reduce costs and accelerate the geothermal adoption as reliable renewable energy. The 
Feature, Event and Process (FEP) methodology was originally developed for the disposal of 
radioactive waste in the subsurface and generally focuses on understanding the long term behavior 
of subsurface holes. This method has been later adapted for CCUS wells, and recent studies have 
shown that it can be easily modified for geothermal applications. As such, this paper shows the 
application of the FEP method for an existing oil well that should be converted to geothermal. 
While this example is focusing on a single well, we will demonstrate that repurposing oil and gas 
wells require intensive well integrity management tools as well as the need of accurate information 
about well lifetime and wellbore products. Finally the paper will highlight the minimum 
requirements for an existing wellbore to be addressed in order to be a competent fit for repurposing. 
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ABSTRACT 

There is a consensus that geothermal, in all forms, can play a pivotal role in contributing to 
sustainable development and the decarbonisation efforts in the energy sector. As a flexible 
baseload energy source which can be harnessed almost anywhere, with a multitude of applications 
and cascading uses, geothermal has a long legacy of supporting the development of nations. 
Traditionally, the location of geothermal projects for power or heat-power cogeneration is dictated 
by hydrothermal surface manifestations (e.g., active volcanic plays) or where elevated heat flows 
are identified (e.g., the granites of Cornwall, UK); and projects for heat are located amongst 
sedimentary basins where warm aquifers have been discovered. These projects reflect a small 
quantity of actual geothermal potential: numerous heat-dependent processes can be satisfied by 
harnessing temperatures at 90ºC and below. The high energy-density of hydrocarbons means that 
these can be transported economically to the consumer, so identifying resource locations plays a 
proportionately higher role in exploration decisions. The converse is true of low temperature 
geothermal waters, where engineering-driven approaches with a focus on developing geothermal 
potential at end-user sites tend to dominate. The latter can result in disappointment when the 
underlying geology does not deliver the hoped-for geothermal resource. This paper will explore to 
what extent hydrocarbon exploration methods can help develop a “middle ground” approach, 
where more attention is paid to the subsurface geology in the general vicinity of potential end user 
sites, before decisions are made about the specific locations of geothermal wells and the optimum 
design of geothermal well completions. 
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ABSTRACT 

Heat storage in crystalline basement rocks is a promising technology because it can provide a 
consistent source of heat while also improving energy system efficiency and lowering greenhouse 
gas emissions. Medium deep borehole thermal energy storage systems (MD-BTES) usually consist 
of a series of borehole heat exchangers (BHE) with a spacing of 5-8 m in a uniform arrangement. 
MD-BTES aim for homogeneous crystalline rock formations to maximize conductive heat transfer 
and minimize convective heat loss. MD-BTES systems can be costly to install because they are 
subsurface installations that necessitate the drilling of medium-deep boreholes into typically 
complex, sometimes fractured, crystalline lithologies. As a result, geological uncertainties must be 
considered from the beginning of the design process. This contribution focuses on the findings 
from the SKEWS (Seasonal Crystalline Borehole Thermal Energy Storage) project (research 
project SKEWS, project administrator Jülich, funding code 03EE4030A) and how these will be 
developed and carried out at the European scale in the Horizon Europe PUSH-IT project. The 
SKEWS project implements the world's first showcase site for Medium-Deep Borehole thermal 
energy storage in crystalline rocks, with three 750 m deep boreholes spaced at 8.6 m distance, built 
at the Technical University of Darmstadt's campus Lichtwiese in Germany. Further insights into 
the application of BTES in such an urban context have been gathered through the drilling campaign 
completed in the summer and fall of 2022. These insights range from drilling technologies and 
verticality to BHE installation. This knowledge and know-how will be enhanced further all 
throughout system testing, alongside the integration of the BHEs into the surface network. The 
storage system will be artificially charged and discharged during a one-year storage test operation. 
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The resulting operating and monitoring data will then be used to analyze the system efficiency and 
calibrate numerical models. These findings will allow for a quantitative evaluation of the technical 
and economic potential of MD-BTES systems in existing or future district heating grids. with a 
focus on targeted digital twin geological static and dynamic modeling of the reservoir and the 
district heating grid in a co-simulation workflow. 

3167



GRC Transactions, Vol. 47, 2023 
 

   
 

 

Low Temperature Geothermal Utilization in Texas Carrizo-
Wilcox Aquifer 

 

Richard Budiman and Ipsita Gupta 

Craft & Hawkins Department of Petroleum Engineering, Louisiana State University 

 

ABSTRACT 

Aquifer Thermal Energy Storage (ATES) is an innovative and newly implemented geothermal 
technology in the US to mitigate global warming and reduce carbon emission from convention 
energy source generation. The technology was first put in place in Europe around 20 years ago, 
particularly in Netherland. ATES works by simply injecting warm water during summer and cold 
water during winter. The Texas Carrizo- Wilcox Aquifer is predominantly composed of brackish 
aquifers underlying fresh aquifers that can be used to develop the ATES without interfering with 
the existing fresh groundwater supply. The temperature range in this aquifer varies from 60°C to 
80°C all year long which compels it attractive for energy production source particularly for space-
heating and greenhouse farming purposes. This makes Carrizo-Wilcox Aquifer valuable to explore 
further by examining the best suitable aquifer conditions, geological factors, and flow mechanisms 
to keep the heat flowing at certain values without any substantial degradations overtime. Although 
ATES works best in an isolated and stagnant aquifer, it is possible to develop this geothermal 
storage in an aquifer with dip angle. Numerical studies are conducted using SUTRA (Saturated-
Unsaturated Transport) simulation software from USGS. Steady-state and transient models of 
Carrizo-Wilcox Aquifer are constructed and simulated with different set of variables to analyze 
the effects of each parameter towards the energy production. Modeling parameters such as well 
location, flow rates, boundary conditions, cyclic durations, as well as multi-well system utilizing 
dual aquifer layers are being investigated. Simulations show that injection, rest, and production 
period together with the flow rates are the most prominent factors affecting the thermal recovery 
efficiency. The highest thermal efficiency is obtained by separating the injection and production 
well into different aquifer layers ensuring the temperature isolation between the two wells. This 
research demonstrates the feasibility of geothermal energy implementation in areas where high 
temperature is not readily available. The results of these assessments can further instigate 
geothermal energy as one of the viable green natural energy resources in the US. 
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Great Basin Center for Geothermal Energy; Nevada Bureau of Mines and Geology; 
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ABSTRACT 

Geothermal energy is a promising source of renewable power production that offers several 
advantages over other forms of renewable energy, as it is able to generate sustainable, clean energy 
year-round at baseload capacities. The Great Basin region (GBR) in the western United States is 
known for abundant geothermal activity and has been identified as having substantial geothermal 
resource potential due to its favorable tectonic setting. Despite abundant Quaternary faults in the 
GBR, ~39% of known geothermal systems are blind or hidden with estimates suggesting that up 
to 75% of all geothermal resources in the region are blind (Coolbaugh, et al. 2006, 2007). A blind 
geothermal system has no surface manifestations of geothermal activity (e.g., warm/hot springs, 
fumaroles, mud pots, etc.). These blind systems can be challenging to discover using traditional 
exploration methods, prompting new multidisciplinary approaches that are able to increase the 
ability to detect these untapped resources while decreasing the drilling risk associated with 
geothermal exploration. For this field study, we aim to better characterize hidden geothermal 
systems in the GBR using in-depth structural analyses of designated field sites. We build on the 
work of Faulds and Hinz (2015), who identified eight favorable structural settings capable of 
hosting geothermal systems in the region, to develop a streamlined workflow to identify and 
characterize blind systems. We focus on Buffalo Valley in north-central Nevada, a site in the GBR 
that has been identified as having high potential for a hidden system based on an abundance of 
Quaternary faults and presence of a major accommodation zone, a structural setting that hosts 
some of the larger geothermal systems in the region. Our objectives are to integrate multiple 
geologic, geophysical, and geochemical datasets to establish the stratigraphic and structural 
framework of Buffalo Valley, identify favorable structural settings, delineate the geometry and 
kinematics of the Quaternary fault systems, define locations of thermal anomalies, and assign the 
most favorable targets for future temperature gradient drilling. This will be accomplished through 
detailed geologic mapping, 2-meter temperature surveys, petrographic analysis, geophysical 
investigations including, gravity, magnetics, and magnetotellurics (MT), geochemical analyses, 
and 2D conceptual modeling. Our results will contribute to the development of a multidisciplinary 
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approach for detecting hidden geothermal systems, which will be critical for the sustainable 
development of geothermal energy in the GBR and other regions with substantial geothermal 
potential. 
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ABSTRACT 

Geothermal energy is a critical resource in the transition from fossil fuels to a clean energy future 
in Canada. The skills, technology, and resources from the well-established oil and gas industry in 
Canada play an important role in our young, burgeoning geothermal industry. The Tu Deh-Kah 
Geothermal (TDKG) in Northeast British Columbia is a compelling example. The geothermal 
project is 100% Indigenous-owned by the Fort Nelson First Nation. The diminishing Clarke Lake 
gas field is being transformed into a sustainable geothermal energy project. The oil and gas 
industry, along with the abundance of historical data from the BC Energy Regulator provided a 
legacy of Clarke Lake reservoir data offering a nearly fully explored geothermal resource. Project 
development began in 2021 with the drilling and completion of a full-size geothermal production 
well, drilled through the Precambrian and Devonian carbonate reservoir and into the Precambrian 
granite basement. The work also completed the deepening and repurposing of an existing gas well 
into a full-scale injection well. This resource characterization test-doublet forms the start of the 
geothermal well field anticipated to comprise of at least five production and three injection wells. 
The region of Fort Nelson is non-integrated with the province's larger transmission grid, and 
primarily dependent on natural gas for electrical generation. The 7 MW TDKG will provide 
enough clean baseload power for all the domestic needs of the region. This is enough clean 
electricity to power the equivalent of 14,000 households and reduce 25,000 tonnes of greenhouse 
gas emissions annually. This poster presentation provides a TDKG project-wide overview of the 
unique implications of re-purposing a natural gas field for a geothermal development. Topics 
covered will include: benefits of data sharing, re-using existing infrastructure, challenges and 
liabilities, engineering design implications, permitting implications, project cost considerations, 
stakeholder relations and project communications. The potential benefits of re-purposing oil and 
gas resources, infrastructure, and human resources are significant and far reaching in Canada and 
around the globe. However, the unique challenges and development needs extend beyond a purely 
geothermal development, and there are many common lessons to be learned. The TDKG Project 
is a leader in this critical forefront for the growing geothermal industry, led by the Fort Nelson 
First Nation, and we are excited to share with the larger international industry. 
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ABSTRACT 

Taiwan is located on the collision zone of the Eurasian Plate and the Philippine Sea Plate, and is 
also an active geological feature on the Pacific Ring of Fire, with a rapid mountain-building 
process of 4-5 centimeters per year, making it the country with the fastest rising rate in the world. 
Due to its young and complex geological structure, earthquakes are frequent, and it is rich in 
geothermal resources, with a large number of hot springs distributed throughout the island. 
Geothermal energy is obtained from both volcanic geothermal sources, such as the Tatun Volcano 
Group, Guishan Island, and Green Island, and metamorphic rock geothermal sources, such as the 
Qingshui, Lushan, and Zhiben areas. To explore the geothermal resources in the region, a closely 
spaced seismic array needs to be combined with complete regional geological and geothermal 
resource exploration reports, as well as geoelectric and geochemical data, to identify the heat 
source and pass way of the geothermal reservoir. If the exploration range includes water bodies, 
relevant water depth data should also be collected and compared to identify the heat source of the 
geothermal reservoir, and to evaluate the suitable conditions for the long-term development of the 
geothermal field. In collaboration with the Lawrence Berkeley National Laboratory in the United 
States, an improved microseismic instrument has been developed at the Ocean University of 
Taiwan, with its battery and solar panels modularized to suit local conditions. A closely spaced 
microseismic array has been installed in research areas along the north coast, Taitung, Yilan, and 
Guan-Zi-Ling, where potential geothermal resources exist in both metamorphic and igneous rocks. 
Data on earthquakes has been collected for at least two years every three months, and the relevant 
physical parameters written by predecessors have been studied for their meanings. Finally, a 3D 
model has been drawn using software to evaluate the most suitable location for geothermal 
reservoirs in the research field. Currently, there are 172 closely spaced seismic instruments 
collecting data in Taiwan, which cover the geothermal potential zones of metamorphic and igneous 
rocks, allowing us to use concepts from rock physics to analyze the structures of underground heat 
sources, channels, and geothermal reservoirs. 
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Leveraging Experience From the Upstream Oil and Gas 
Industry in Unconventional Geothermal Wells 

 

John Clegg and Steve Krase 

Hephae Energy Technology 

 

ABSTRACT 

The upstream oil and gas industry has developed, over the course of a century, methods for the 
construction of wells that are highly applicable to Enhanced Geothermal Systems (EGS) and 
Advanced Geothermal Systems (AGS) - which collectively we propose fall under the umbrella of 
"Unconventional Geothermal Wells". This paper will identify both similarities and differences 
between Unconventional Geothermal Wells and the variety of oil and gas wells that the industry 
has learnt to drill over more than 100 years. In particular, the oil and gas industry has developed 
techniques for drilling, completing and producing wells at high temperatures and pressures (albeit 
not as high temperature as many geothermal wells) and techniques for directional and horizontal 
drilling that are likely to be important to Unconventional Geothermal. The similarities between the 
two industries that will be identified can be thought of as near-term opportunities for the oil and 
gas drilling industry to apply its skills, technologies and people to this new and growing sector. 
The differences can be thought of as challenges that our industries will have cooperate to overcome 
in order to enable this important part of the energy transition. Looking at a number of disciplines 
including drilling, formation evaluation and completions, the paper will explore what technical 
barriers exist that are currently prevent existing oil and gas technology being applied to 
geothermal. It will propose potential solutions to some of these technical barriers. The paper will 
summarise the opportunities for the upstream oil and gas industry that will be available in 
geothermal, in order to bring them to the attention of attendees of the conference and readers of 
the paper. 
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2 Roy M. Huffington Department of Earth Science, Dedman College of Humanities & 

Sciences, Southern Methodist University, Dallas, TX,  

3 California Geological Survey, Department of Conservation, California Natural Resources 

Agency, Eureka, CA 

ABSTRACT 

The southern San Joaquin basin, in the Central Valley of California, has been a principal source 
of petroleum production in California for over 150 years. The basin comprises more than 50,000 
petroleum wells with geophysical logs spread across its 22 oil fields and other wildcat areas. With 
the vast number of geophysical logs available, however, the mapped distribution of heat and 
potential subsurface thermal anomalies are not widely known or publicly available. The California 
Geological Survey (CGS) recently began a 3D Geological Framework Model initiative in the basin 
(3D Geo), which includes mapping the distribution of subsurface temperature in the basin, useful 
for a variety of public interests, not only for geothermal energy development. To support the new 
3D Geo initiative, we mapped the Triassic to Jurassic-aged basement surface and 17 Cretaceous 
to Quaternary sedimentary formations across the basin. In our first phase (Phase I),we collected 
bottom-hole temperatures (BHT) from 430 petroleum wells. We located high-quality equilibrium 
temperature data from 14 wells available from historical datasets that comprise temperature 
measurements in wells from the Kern River, South Belridge, Kettleman Hills, and Coalinga oil 
fields. We developed a Harrison BHT correction equation calibrated to San Joaquin- basin-specific 
BHT data through regression analysis and numerical iteration. We also developed a one-
dimensional heat conduction model methodology, which combines formation boundaries from the 
preliminary 3D geologic model, published bulk formation thermal conductivities, corrected BHTs, 
and estimated radiogenic heat production from the basement and sedimentary formations, to 
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calculate heat flow in 418 wells distributed over 6000 km2 and temperature-at-depth slices to 6000 
m. Our thermal model results suggest surface heat flow values are 50 mW/m2 higher on average 
than values interpolated from the Southern Methodist University (SMU) dataset. Higher heat flow 
values trend along strike with the Sierra Nevada. Within this higher heat flow value trend is a 
cluster of wells in the Deer Creek oil field that comprise both the highest (160 mW/m2) and lowest 
(20 mW/m2) values. The extreme values of the clustered data in the Deer Creek subarea provide 
an avenue for future investigations to support developing a more localized thermal model of 
potential geothermal resources. 
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ABSTRACT 

Short-circulation flow in Enhanced Geothermal System (EGS) reservoirs can significantly impact 
their current efficiency and long-term viability as a sustainable energy source. This is because the 
injected cold fluids could quickly flow through the fractures with large apertures, or fractures that 
create a direct communication between injection and production wells. The rapid communication 
or so-called channeling problem not only reduces the thermal production temperatures but also 
significantly reduces planned energy production and efficiency. Preformed Particle Gels (PPG) 
have been widely utilized to control preferential fluid flow problems in oil and gas reservoirs 
thereby resulting in the effective regulation of fluid movement in such reservoirs. However, no 
study has evaluated the capability of PPGs to seal the selective fluid flow paths in fractured 
geothermal reservoirs. In this study, we evaluate the potential of a novel high-temperature PPG 
(HT-PPG) developed in our lab to plug fractures in a simulated geothermal reservoir. Core 
flooding experiments in fractured sandstone models were conducted under varying HT-PPG sizes 
(0.150-0.250, 0.250-0.425 mm, and 0.425-1.000 mm), swelling ratios (10 and 27), and fracture 
widths (0.500 and 1.000 mm) to determine the gel’s plugging efficiency. The plugging efficiencies 
for the studied HT-PPG sizes and swelling ratios were then compared to determine the best HT-
PPG formulation that delivers the optimal fracture sealing performance for the modeled 
geothermal system. We also evaluated the variations in the HT-PPG stable injection pressure, and 
breakthrough pressure as a function of the studied sizes, swelling ratios, and fracture widths. The 
HT-PPG particles with a swelling ratio of 10 showed the optimal sealing performance on the 
studied fracture widths by 99.999 %. The HT-PPG significantly sealed the fractures of the modeled 
sandstone cores and resulted in a drastic decrease in the cores’ permeabilities with optimal and 
preferable stable injection pressure, breakthrough pressure, and residual resistance factor. The 
significant permeability reduction factor confirmed the potential of the HT-PPG as a puissant 
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material for dealing with fluid diversion issues in highly fractured geothermal sandstone reservoirs. 
This study provides a practical solution to controlling the preferential fluid flow problem in 
geothermal reservoirs and thus can significantly increase the performance of EGS reservoirs. 
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ABSTRACT 

Scaling and corrosion are intertwined in any geothermal power plant, which can cause significant 
issues resulting in higher operating costs while reducing the efficiency and overall economic 
feasibility of energy production. While scaling occurs through the deposition of solids on the walls 
of pipes and process equipment such as pumps and valves from an oversaturated geothermal fluid, 
corrosion results from chemical interaction between the fluid and exposed surfaces under certain 
process conditions. Accurate prediction of scaling and corrosion is essential to help identify 
reliable materials for geothermal applications and to optimize effective maintenance and repair 
strategies for reducing costs associated with equipment failure. To establish a predictive 
methodology, it is necessary to quantitatively characterize the critical conditions for the occurrence 
of scaling and corrosion and to relate them to the properties of the environment. This is a multi 
faceted problem, which requires the simultaneous modeling of solution thermodynamics, kinetics, 
transport, and surface electrochemical reactions. In this work, the Mixed Solvent Electrolyte 
(MSE) theoretical framework [1-3], an electrolyte thermodynamic model, has been applied to 
study the multicomponent systems found in geothermal operations. Using the accurate 
thermodynamic and phase behavior properties including solid solubility and solution speciation 
from the MSE model as a building block, two separate models for scaling and corrosion are 
presented here. This work demonstrates the application of the MSE framework for modeling the 
mineral scaling, mainly due to silica and silicates, pertaining to geothermal operations in a first-
ever endeavor beyond upstream oil and gas operations where the framework was previously 
successfully used to study common scales such as calcite, gypsum, barite, galena, and sphalerite 
over the wide ranges of process conditions [4,5]. Additionally, a previously developed localized 
corrosion model [6] has been extended to complex, both aqueous and mixed-solvent, solution 
chemistries. The model quantitively predicts the observed effect of aggressive and inhibitive 
species for a wide range of alloys in a wide range of temperatures and pressures. 
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ABSTRACT 

The Thermo geothermal field in SW Utah has been in production since 2009. The field has 
produced relatively low temperature ( < 130°C) fluid since start up. Recent geologic investigations 
into the expansion of the Thermo field have resulted in a new 3D geologic and geothermal 
conceptual model. The resulting 3D geothermal conceptual model is presented here that 
incorporates historical well and temperature data, production data, and new geologic, geophysical, 
and geochemical data. Production data and geochemical analyses indicate that current production 
is primarily supplied via an “intermediate” depth stratigraphic outflow reservoir. The stratigraphic 
reservoir is a zone of supposed high matrix permeability related to a polymictic conglomerate that 
marks the unconformity between Tertiary volcanic rocks and Mesozoic carbonate and clastic 
rocks. This formation’s origin is poorly understood but may be related to regional scale gravity 
slides that have been identified in this region of Utah. While formation temperatures in the deep 
portions of the wells are high (>180°C), a deep, convective, fault-controlled geothermal reservoir 
has never been drilled at Thermo. Multiple lines of evidence indicate that a fault controlled 
convective upflow is likely present along a major Basin and Range normal fault zone that bounds 
the current field to the west. The Thermo conceptual model is that of a hybrid structural-
stratigraphic play type that is fairly unique in the Basin and Range province. 
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The Numerical Simulation of the Heat Extraction in a 
Single-Well System for Hot Dry Rock 

 

T. I. Elsayed, Texas A&M University; R. E. Okoroafor, Texas A&M University 

 

ABSTRACT 

This research paper examines CO2 plume geothermal (CPG) energy systems and its advantage 
due to the unique properties of CO2, including its compressibility and expansibility when injected 
into sedimentary rock. Using a thermohydrochemomechanical (THCM) model, we analyzed the 
impact of various parameters on the injectivity and productivity indices of the system, including 
the CO2 injection rate, temperature, and reservoir permeability, just to mention a few. 
Additionally, we identified the optimal parameters and location for energy extraction from the 
CO2 plume geothermal system. Our findings demonstrate that CO2 plume geothermal energy 
systems have great potential as a sustainable and environmentally friendly energy source, with the 
ability to produce significant energy output while reducing carbon emissions. This study's 
outcomes offer valuable insights for screening and selecting CPG locations, optimizing the design 
and operation of CPG energy systems, and promoting sustainable energy development. 
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Applying Petroleum Industry Technology for Successful 
Scale Removal in Geothermal Wells 

 

Charles Fensky, Chris Graham and Mike Perri 
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ABSTRACT 

Fixing flow impediments that are caused by downhole scaling in geothermal wells using a proven 
solution from the petroleum industry. The impact of scale accumulation can be significant for 
geothermal wells. The scale accumulation on both the near wellbore region and the casing often 
results in reduced flow and well performance. A technique using downhole pulsed power 
shockwaves has been used to remove scale in these locations successfully for nearly a thousand 
wells in the petroleum industry. This technology has recently been applied to geothermal wells, 
and the results have consistently resulted in significant increases to flow. Details of these 
operations, including the outcomes, will be discussed. In addition to increased well productivity, 
this solution has many environmental benefits, including not requiring chemicals and having a 
very low carbon footprint. BLUESPARK® technology is a sustainable, cost-effective, safe, and 
efficient method of wellbore remediation. Using high pulsed power, BLUESPARK® technology 
converts low-power electrical energy into high-power impulses at the precise depth where 
impediments exist. BLUESPARK® technology consists of an electro-hydraulic tool that produces 
a shock wave contained within the existing fluid in the wellbore, powerful enough to break down 
scales in the well. Each hydraulic impulse produces a shockwave that travels at more than 1,500 
meters per second, followed by a +10,000 psi high-pressure pulse. The shockwave opens existing 
fractures for the pulse to dislocate any blockage at any depth. Using a small amount of electrical 
energy, this engineered solution is reliable and efficient in tackling well scaling, reducing risk 
while potentially saving money on operations compared to conventional methods like milling, 
brushing, acidizing, etc. Blue Spark Energy has seen continued interest and success in the 
geothermal market. We are constantly working to improve and adapt our technology for continued 
success in geothermal wells. 
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Geothermal Systems Resource Potential 
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ABSTRACT 

As part of U.S. Geological Survey (USGS) efforts to identify and assess undiscovered energy 
resources, a three-dimensional geologic and thermal model has been constructed for the Williston 
Basin, USA. IHS Kingdom (S&P Global, 2020) was first used to construct a 3D subsurface model, 
then PetroMod 2020.1 (Schlumberger, 2020) was utilized for solution of transient heat conduction, 
incorporating variable rock properties (e.g., compaction trends, thermal conductivity, and 
radiogenic heat generation) and temperature-dependent thermal conductivity. The geologic model 
consists of all sedimentary units above the Proterozoic and Archean crystalline ‘basement’ rock, 
with a total stratigraphic thickness of up to 5 km near the basin center. Geologic units were 
constrained by detailed interpretation of 29 formation tops in 16,465 wells. The thermal model 
was calibrated using three temperature datasets: 1) 24 static temperature logs (equilibrium thermal 
profiles), 2) >15,000 drill stem test (DST) measurements from >7000 wells, and 3) >45,000 
bottomhole temperature (BHT) measurements from >14,000 wells. While the thermal profiles 
provide a high-confidence dataset, they are few and limited in extent. The DST and BHT datasets 
provide broad spatial coverage, but are lower confidence, primarily because measurements were 
made prior to attaining thermal equilibrium conditions. DST and BHT measurements were 
grouped into evenly spaced intervals throughout the model area, where the large number of 
comparatively low-quality measurements collected at a range of depths allowed the construction 
of thermal profiles representative of the region (hereafter called pseudowell temperature profiles). 
Basal heat flow and layer properties were adjusted to match both equilibrium and pseudowell 
temperature profiles. In addition to a 3D temperature volume, a best fit basal heat flow map shows 
the heat flow pattern from beneath the basin. All formation tops, modeling inputs, and resultant 
grids are publicly available in a USGS Data Release (Gelman and Johnson, 2023). Two regions of 
high basal heat flow are identified: 1) in western North Dakota along the North American Central 
Plains Conductivity Anomaly and 2) in eastern Montana near the Poplar dome. An area of 
approximately 100,000 km2 is predicted to have moderate- to high-temperature geothermal 
resources (>90°C) at depths of less than 5 km, with a maximum predicted temperature of 175°C. 
The geologic model may be used in conjunction with the temperature maps to identify which 
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ABSTRACT 

It is estimated that the Great Basin Region (GBR) in the western U.S. hosts ~10 GWe of 
undiscovered geothermal resources (Williams, 2008). Understanding the structural controls of 
geothermal systems across this region is crucial to improving exploration strategies for hidden 
systems, selecting optimal drilling targets, and increasing the efficiency of existing power plants. 
Of the >400 known systems in the GBR, 214 reside in Nevada. Although ~39% of the geothermal 
systems identified in the GBR lack visible hot springs or fumaroles (referred to as "blind" systems; 
Faulds and Hinz, 2015), up to 75% of the geothermal resources in the area may be blind or hidden 
(Coolbaugh et al., 2007). A structural inventory was generated by Faulds et al. (2021) and refined 
the structural settings for 194 of the 214 Nevada geothermal systems. Step-overs (i.e., relay ramps) 
in Quaternary normal fault zones were the most common structural setting identified and account 
for ~39% of the known geothermal systems in Nevada. Complex fault geometries within the step-
overs, commonly including multiple minor faults connecting the major overlapping fault strands, 
increase relative permeability and generate efficient pathways for hydrothermal fluid flow. Step-
overs are common in normal fault zones, and thus it is difficult to distinguish which step-overs 
might host a blind geothermal system. However, step-overs come in a variety of geometries 
depending on the relative overlap/underlap and spacing between the major fault strands. In 
addition, the geometry of the minor faults that breach the step-over can vary from relatively major 
oblique faults that directly connect the major fault strands to systems of en échelon faults that 
parallel the major fault strands. Analyzing the fault geometries of the many step-overs that are 
known to host geothermal systems may reveal why certain sites have a larger capacity for power 
generation. Thus, the goal of this study is to classify existing geothermal systems within step-overs 
based on the relative overlap/underlap and spacing between major fault strands, as well as the 
geometry of faults within breached step-overs. Analyzing these factors in combination with field 
investigations, geophysical surveys, and geologic mapping will aid in the characterization of the 
most favorable step-over geometries for geothermal activity and allow for more efficient 
exploration and ultimately development of future hidden systems across the GBR. 
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ABSTRACT 

Numerous DOE funded research efforts have shown N Steptoe Valley in NE N is underlain by a 
large hot sedimentary aquifer at depths of 3 to 4 km. These findings are based on reviews of the 
extensive geologic, geophysical and drill hole data. Temperature logs from 3 petroleum and 2 
geothermal exploratory wells show temperatures of 175 to 200ᵒ C at depths of 3 to 4 km. Initial 
estimates suggest approximately 500 MW of power generation is feasible. In the N ½ of N Steptoe 
Valley, 3 oil tests with depths in the 2 – 3.6 km range have publicly available temperature and 
stratigraphic information, and downhole geophysical data. These wells were collared in thick 
valley fill sediments and entered Paleozoic carbonates (Permian - Pennsylvanian) at depths 
between 1255 – 2195m. Once these wells penetrated the Paleozoics, between 80 and 100% of the 
rock types encountered were limestones or dolomites, part of the Great Basin carbonate rock 
province. Steptoe Valley is a complex graben structure which has faulted previously thrusted, 
structurally complex units. Both Antler Age (Devonian – Mississippian) and Sevier Age (late 
Cretaceous) thrusting has displaced rock units within the Paleozoic Section. This makes 
stratigraphic estimations of target formations for 3 – 4 km deep test wells difficult. 19, E-W seismic 
lines and 4, N-S seismic lines were shot in our area of interest prior to the hydrocarbon exploration 
drilling programs of the 1970’s and 80’s. Geologists from University of Nevada’s Great Basin 
Center for Geothermal Energy have interpreted 7 of these lines and published their findings in the 
literature. Accordingly, the general structure of the area of interest is understood. Rock types, 
within mapped fault blocks, are classified as Quaternary sediments (QTs), Tertiary Volcanics 
(Tvs) and Paleozoic rock undifferentiated (Pzu). And the extensional faults associated with the 
formation of the Great Basin are well mapped. It is difficult to predict which Paleozoic units will 
be intersected in any future exploratory drill hole, though all 3 of the hydrocarbon exploration 
wells entered the Paleozoic section at/near the top of the Pennsylvanian Ely LS. Knowledge of the 
Cambrian through the Pennsylvanian stratigraphy of the area of interest can assist in predicting 
presence of fractures and/or unconformity related permeability that may be encountered at depth. 
Detailed mapping of mountains to the west document that the basal Cambrian to uppermost 
Pennsylvanian section is ~7.5 km in thickness. Of this total, 51% of the section is carbonates, 16% 
is quartzite/sandstone and 33% is shales or siltstones. We believe the non-shale/siltstone portion 
of the section has preserved most of the fracture permeability induced by past extensional tectonic 
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activity, and that a well targeted geothermal well has a high probability of intersecting very high 
temperature water within permeable rock units at depths of 3 – 4 km. 
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ABSTRACT 

The objective of this study is to assess the potential of geothermal energy as a low-carbon, 
sustainable, and renewable energy source that can meet a significant portion of the world's energy 
needs. This study presents a country-wide assessment of geothermal power and development 
options in various regions. It also evaluates the options for direct utilization of geothermal fluids 
for non-power uses. The scope of the study includes data exploration, classification, and evaluation 
to build a geothermal gradient model, determine potential areas, and initialize the economic study. 

 

Enormous volumes of data were received from numerous service providers, including well-log 
data for the entire region. The well log data posed a significant challenge as it didn't have a uniform 
format or costume filter, and the wells' locations and trajectories didn't match. To sort the data, the 
study segmented it based on different service provider companies, standardized the format, 
segregated the logs, and prepared it for reading the maximum temperature versus depth value 
extraction and evaluation. The Dataiku-AI platform was the main tool to enable the automation 
process for data screening and extraction, leading to enhancing the performance more efficiently 
and speeding up the process to match the tight time frame of the project. 

The assessment of geothermal power and development options in various regions and the review 
of geothermal power plant technologies provided valuable insights into the feasibility and 
challenges of geothermal energy production. The study's observations show that data exploration, 
classification, and evaluation were crucial elements of this study as they helped to de-risk the 
project and build the geothermal gradient model. The conclusion of the study emphasizes the 
importance of high-quality, relevant, and governed data to achieve the goals of integrating a 
county-wide process of data discovery, transformation, governing, and cataloging for self-service 
in a more accurate manner. 
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The study's value proposition includes enhancing the productivity of all sectors targeted for 
economic diversification through adopting AI in sectors contributing to economic growth and 
social impact through the cohesive application of smart technologies in Oil, Gas & New Energy. 
The study also emphasizes the importance of localizing technology transfer of AI approach by 
supporting customers in building algorithms, libraries, and software tools, in addition to building 
and adopting open-source software that enables AI and its applications. Additionally, the study 
highlights the importance of accelerating the transfer of modern communication technologies that 
will accommodate the requirements of artificial intelligence applications and advanced 
technologies. 
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ABSTRACT 

Northern Granite Springs Valley (aka Adobe Flat) hosts a thermal anomaly and has been explored 
as a blind geothermal prospect in the Basin & Range province of Nevada in the western USA since 
the late 1970s. From 2017-2022, it was the subject of geoscientific characterization as part of the 
Nevada Play Fairway Analysis (NVPFA) and INGENIOUS projects. These projects generated a 
3-D geologic map constrained by the geologic and geophysical data of the site. Here, we develop 
conceptual models that represent the uncertainty in the hypothesized location of the hydrothermal 
upflow. This was done through the integration of the results of the 3-D geologic map with 
temperature data from shallow temperature surveys and temperature gradient holes (TGH), 
geochemistry data from fluid samples, hydrologic data from wells, and the distribution of paleo-
geothermal deposits. The resource is defined by a large (~6 km long) roughly north-south trending 
thermal anomaly along the edge of the Adobe Flat playa. The maximum measured bottom hole 
temperature (BHT) is 95.7 °C at 250 m depth. The thermal anomaly is also co-located with paleo-
geothermal deposits (opaline sinter material, silicified sands, and tufa deposits inferred to be 
Holocene-late Pleistocene in age), and the termination of the Seven Troughs range in a network of 
west-dipping normal fault strands that form the western boundary of a concealed horst block. 
Temperature data from 38 TGH (ranging from 90-546 m depth) show primarily warm conductive 
thermal profiles. However, evidence of convection is found in five TGH with near-isothermal 
profiles indication proximity to geothermal upwelling or crossflow. Based on silica 
geothermometry, multicomponent equilibrium geothermometry, and the silicified sediments at the 
surface, it is possible that the reservoir temperature can be between 160 – 180 °C. We present two 
alternative conceptual hypotheses that differ by which fault strands control hydrothermal fluid 
upflow. For each of the two hypotheses, we constructed three uncertainty models, at the P10, P50, 
and P90 confidence levels. We utilize the power density approach for power capacity estimates of 
the resource, and set the reservoir depth of 1.5 km for these calculations. Based on the calculated 
areas from the resource conceptual models and inferred power densities based on comparison with 
analog geothermal fields, we estimate a P50 power capacity of 27 MWe for both hypothesized 
upflow locations. 
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ABSTRACT 

The short-circulation problems resulting from natural fractures and hydraulic fracturing adversely 
affect heat extraction efficiency in geothermal reservoirs. Preformed particle gel (PPG) treatment 
as a cost-effective method has been successfully applied to control the short-circulation problems 
by reducing heterogeneity in oil and gas industry. But, current PPG systems have limited thermal 
stability when temperatures exceed 150 oC. To mitigate above challenges, our research team 
recently developed a novel, ultra-high temperature resistant, re-assembling/self-healable 
preformed particle gel (HT-RPPG) with free radical polymerization, which specifically targets 
heterogeneity-related short-circulation problems. We conducted series of tests of HT-RPPG, 
including swelling kinetics, re-assemble ability, core adhesion strength, rheological behavior. 
During post-flooding, HT-RPPG can efficiently seal high-conductivity zones by swelling and 
reforming into a bulk gel, thereby diverting post-injected fluids to unswept hot zones to enhance 
heat extraction efficiency. It should be noted that the re-assembled bulk gel can be stable at 200 
℃ over six months. Furthermore, the elastic modulus of the re-assembled HT-RPPG with a 
swelling ratio of 10 can exceed 1400 Pa. Given its excellent long-term hydrothermal stability and 
plugging efficiency, HT-RPPG will be a promising product for controlling short-circulation 
problems in geothermal reservoirs. 
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ABSTRACT 

The Reno-Tahoe region lies on the border of the Sierra Nevada mountains and the Basin and Range 
region where tectonic activity meets a geologically extensional environment.  Geothermal upflows 
and outflows in this region manifest primarily from deep sources with magmatic components.  
Hydrothermal fluids from this massive geothermal reservoir have temperatures measured 
predominantly in the 50°-120°C range at shallow depths <1 km with deeper well temperatures 
approaching 250°C in some areas.  This laterally-extensive reservoir system falls within the N-S 
trending Walker Lane geothermal zone and is currently utilized for power production in the 
Steamboat Springs area with a current 84 MW managed by Ormat, as well as for direct-use district 
heating and industrial processes.  The geometry of local outflows is largely unknown; the current 
data suggests a massive upflow and outflow from the Steamboat area but there may also be 
relatively smaller upflows and outflows from areas to the north and northwest associated with 
localized fault-fractured zones.  Several wells drilled in the past century in the northern section of 
the region recorded temperatures approaching 100°C at shallow depths <100 m with some thermal 
waters revealed via epithermal mineral mining operations being flooded after reaching stratigraphy 
associated with hydrothermal groundwater flows.  Geophysical surveys, particularly 
magnetotelluric (MT), gravity, and seismic, will help delineate upflow and outflow geometry by 
revealing fault-fractured permeable zones where low-resistivity clay caps may have formed from 
outflow deposits along basement contact zones. This data may also reveal blind geothermal zones 
in permeable lateral stratigraphy as well as where where the mixing zones of meteoric waters with 
thermal waters take place.  When rendered into a 3-D model using special algorithms with AI 
machine learning incorporated, geophysical data combined with known well data will help 
geothermal geologists interpret the reservoir substructure and create a Conceptual Temperature 
Gradient Model (CTGM). Further slim hole temperature testing based on this model will increase 
resolution of the CTGM which ultimately can be used to delineate geothermal well targets.  With 
these temperature ranges, it is suggested these wells be designed primarily for direct-utilization of 
geothermal energy using a closed-loop system for local district heating such as at the Peppermill 
Resort and industrial purposes such as melting ice and snow on roads during winter conditions and 
assisting in the plastic recycling process at specialized facilities.  Direct-use geothermal energy is 
grossly underused in this region, thus increase in this industry locally would undoubtedly help 

3191



Martin 

   
 

alleviate climate change by reducing carbon footprint and simultaneously create jobs.  Currently 
the initial phases of geothermal projects are being conducted by local private and government 
organizations, particularly the compiling of data by the Great Basin Center for Geothermal Energy 
(GBCGE) as well as a geophysical survey design of the Reno-Tahoe region by Martin Geothermal. 
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ABSTRACT 

The increase in the number of abandoned oil wells is a growing global concern, particularly due 
to their negative environmental impacts. Improper decommissioning of these wells can result in 
oil and other contaminants seeping into the surrounding soil and groundwater, posing a threat to 
human health and local ecosystems. A decrease in the number of commercially feasible wells, as 
well as companies reducing operations due to factors such as adverse economic conditions, low 
oil prices, or a move towards cleaner energy sources, contributes to the increase in abandoned 
wells. When these wells reach their monetary limit, they are often abandoned as the operating 
expenses outweigh the profits from produced fluid. To mitigate the negative environmental effects 
of abandoned wells, one potential solution is to repurpose them for clean energy production, such 
as geothermal energy. This research examines the geothermal potential of abandoned oil wells in 
the Madison group. Potential wells are identified, and the temperature gradient throughout the 
length of the wells is calculated using the reservoir's physical properties and heat flow. The total 
heat transfer coefficient is then determined using MATLAB based on the well parameters. The 
results of this study identify potential wells in the Madison group for ORC integration. Overall, 
this study sheds light on the potential of abandoned oil wells to be repurposed for geothermal 
energy production and helps identify potential wells for future exploration. This research has the 
potential to make a significant contribution to reducing the negative environmental impacts of 
abandoned oil wells. 
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ABSTRACT 

The deep geothermal single-well heat extraction system is a utilization mode for deep geothermal 
resources, which has gained extensive attention in recent years due to its “no water withdrawn but 
heat only”. Currently, there are many studies and engineering applications of closed-loop deep 
borehole heat exchangers, however, the heat extraction rate of this mode is not high, and thus it 
has not been widely applied on a large scale to date. Another type of deep geothermal single-well 
system is an open-loop system, where there is convection heat exchange and mass exchange 
between the wellbore fluid and the geothermal reservoir, thus the heat extraction rate of this system 
is much higher than that of closed-loop system. Field tests conducted by our research team have 
shown that the heat extraction rate of the open-loop system is more than three times higher than 
that of closed-loop systems under similar geological conditions. However, the heat exchange 
capacity of the open-loop system is much lower than that of traditional production and reinjection 
methods, typically about 1/4 to 1/3 of the heat extraction rate. Considering that the closed-loop 
heat pipe is highly efficient passive heat transfer element, this study proposes to use them in 
geothermal downhole heat exchangers to enhance heat transfer and further to improve the heat 
extraction rate of single well system. By establishing a lab-scale closed-loop heat pipe geothermal 
downhole heat exchanger simulation system, a comparative analysis will be conducted to analyze 
the influence of closed-loop heat pipe on the heat exchange performance of the downhole heat 
exchanger. The results showed that under the same flow rate and cold-hot source temperatures, the 
heat extraction rate of the single-well system with a closed-loop heat pipe can be increased by up 
to 30%. Additionally, empirical correlations for the Nusselt number (Nu) under various systems 
are derived from analyzing the experimental data. 
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ABSTRACT 

An Eavor-Loop is a closed loop multilateral geothermal system consisting of two vertical wells 
combined with 12 multilateral passes to conductively harvest heat at depths of 7-9km. The heat, 
once brought to surface, can be used for a variety of use cases including direct use, conversion 
from heat-to-power through an Organic Rankine Cycle, or, as we propose, production of green 
hydrogen via an electrolytic process. Green hydrogen is a promising replacement for diesel fuel in 
long-haul transportation due to carbon-free emissions and quick refueling, however, there are 
logistical and economic challenges with transportation, handling, and storage of hydrogen. Onsite 
production of hydrogen at fueling stations using Eavor-Loop energy eliminates many of these 
challenges, reducing the delivered cost of hydrogen to the end user. California in the United States 
was selected as a case study to assess elements such as fueling station capacity and system cost. 
This project includes a life cycle analysis of the material intensity of Eavor-Loop, wind, and solar 
powered hydrogen production systems. Overall, our analysis shows that hydrogen fuel production 
using closed loop geothermal heat is lower in materials intensity than alternative green energy 
sources, and Eavor-Loop hydrogen refueling stations can provide competitively priced hydrogen 
to the growing hydrogen economy. 
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ABSTRACT 

Climate change is one of our most pressing global issues, and finding alternative energy sources 
is critical to reducing greenhouse gas emissions. One potential renewable energy source is 
geothermal energy. This study focuses on the logistics of repurposing plugged and abandoned (PA) 
oil wells for use in district heating, specifically in the Williston Basin. We analyze the economic 
feasibility of this approach and provide a guide to inform the development of direct geothermal 
use in the region. We selected Williston State College (WSC) as our study area, as data on campus 
infrastructure, heating and cooling loads, oil well status, and geothermal resource potential were 
available. For our analysis, we chose a PA well and a saltwater injection (SWI) well within 2 km 
of the WSC campus as the production and injection wells. We compared the economic feasibility 
of using these PA wells versus drilling a new production well. The geothermal resource in the area 
is 80+ °C (176 °F) water in the 177 m (580 ft) thick Inyan Kara formation (Cretaceous) at a depth 
of 1.5 km (5230 ft.). The geothermal resource lies in a 110 m thick Inyan Kara sandstone unit with 
a known porosity of 21%, a productivity index of 31.93 bbl/day/psi, Total Thermal energy of 1.12 
x1016J, and heat produced as 2.81 x 109 BTU/day. We used the GEOPHIRES software to input 
the resource parameters of the selected well. The simulation results showed that the levelized cost 
of heat (LCOH) for this analysis is 12.0 $/MMBTU, which exceeds the current price of heat by 
natural gas. However, switching to geothermal from natural gas would eliminate approximately 
215 million metric tons/year of CO2 emissions. The WSC campus buildings occupy an area of 
>250,000 sqft, and energy usage is 36 MMBTU per year. Based on our analysis, repurposing a PA 
well for district heating is economically feasible and provides significant environmental benefits. 
The cost of drilling a new production well would be significantly higher than repurposing an 
existing PA well. Our results show that switching to geothermal heating from natural gas could 
eliminate significant CO2 emissions. Expanding this analysis throughout the Williston Basin 
suggests that replacing fossil fuels with geothermal district heating could eliminate CO2 
production of hundreds of millions of tons per year. The potential benefits of geothermal energy 
go beyond reducing greenhouse gas emissions. Geothermal energy is a reliable, baseload power 
source that can provide energy security and reduce dependence on fossil fuels. In conclusion, our 
analysis shows that repurposing PA wells for district heating is economically feasible and provides 
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significant environmental benefits. While the initial cost of switching to geothermal may be higher 
than natural gas, the long-term benefits of reducing greenhouse gas emissions and achieving 
energy security make it a viable alternative. Our study guides the development of direct geothermal 
use in the Williston Basin. 
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ABSTRACT 

UK National Geothermal Innovation Centre project – a project that the NZTC aims to aid the UK’s 
energy trilemma of finding a balance to energy security, affordability, and energy transition away 
from fossil fuels. Geothermal offers a huge untapped energy source that has the potential to drive 
up to 20% of the UK's electricity and all the country's heating demand, making it an area that 
should not be ignored. But why is this opportunity not being exploited? NZTC’s Geothermal 
Innovation Centre will have a primary focus on raising awareness, support government policy and 
regulation shaping and unlocking a competitive supply chain using existing cross sector skills and 
methodologies. The agency shall provide a conduit between industry, government and academic 
research to enable and promote geoenergy within the transition to a clean energy mix. An area that 
the UK has yet to develop. This project is currently under planning and stakeholder engagement 
phase and hopes to be live my Q4 2023. Does this pose an opportunity for existing global supply 
chains? 
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ABSTRACT 

The Philippines is the third largest geothermal power producing country in the world and it still 
holds great potential to increase its production. This can mainly be accomplished by exploiting its 
medium- and low-temperature geothermal systems. The northern part of Luzon Island presents 
geothermal potential for high to low temperature geothermal resources. Some exploration works 
have already been conducted for some of the most promising areas but there is no development 
yet. Currently, as part of the Geothermal Development Initiative (GEODE) funded by the U.S. 
Department of State award to UNR, S-LMAQM-17-CA-1186, a collaboration between the 
Renewable Energy Management Bureau (REMB) and the Great Basin Center for Geothermal 
Energy (GBCGE) is underway. The goal of the collaboration between GBCGE and REMB is to 
conduct an expert-driven Play Fairway Analysis (PFA) utilizing the existing data sets in order to 
identify the areas with greater relative geothermal favorability and try to predict areas with blind 
geothermal systems. Activities for generating the PFA maps include the compilation and 
transformation of data into the necessary format (e.g. tables, shapefiles, and raster files), and 
evaluations to determine which datasets can be used in the PFA as proxies for the key elements of 
a geothermal system (e.g. heat and permeability). Then once the data are organized they are 
weighted for integration using ArcGIS software, to develop initial favorability models for heat, 
permeability, and the final geothermal favorability map. 
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ABSTRACT 

Scale and corrosion inhibition is critical in operating effectively geothermal plants for power 
generation and heat production. Indeed, these phenomena are often responsible for loss of system 
efficiency and premature equipment failure or replacement. In this study, we focus on finding a 
new scales inhibitor compatible with the geothermal brine, but also with corrosion inhibitors. 
Geothermal fluid produced has a Total Dissolved Solid content of ~100 g/L and main dissolved 
gases in these fluids are CO2 (90%), N2 (8%) and CH4 (2%). The combination of low pH and 
high content of chlorine contributes to enhanced geothermal fluids natural corrosive effect on most 
steel grades. Moreover, during the heat transfer in geothermal plants, liquid-solid equilibrium is 
changing, leading to barium sulphate precipitation and metal-rich (Pb, Fe, As, Sb) sulfides. They 
can co-precipitate together with radioactive isotopes, creating Naturally Occurring Radioactive 
Materials (or NORMs). These by-products enriched with radioactive elements leads to health 
hazards for operators, and environmental damages in case of discharge. All of these reasons, 
clearly highlight why this geothermal plant requires an effective control of scaling and corrosion. 
The work described in this paper is related to the development of a new solution for a geothermal 
plant located in Europe. Although the facility is currently using two separate technics for 
controlling sulphate / sulfide deposition and corrosion issues, a manual hazardous (mostly due to 
the presence of NORMS) cleaning of the heat exchangers is required once a year. Scales have a 
significant impact on plant efficiency and power generation; therefore, it is necessary to develop a 
scale inhibitor with higher performance. Furthermore, this anti-scaling technology needs to be 
compatible with the current anti-corrosion agent. Therefore, both products would be injected close 
together before the heat exchanger where main scaling and corrosion issues are typically observed. 
To produce this new technical solution, an extensive work in the lab has been done. Due to high 
amount of calcium in the solution, ensuring compatibility with the geothermal brine was a critical 
point. Several compatibility tests with geothermal brine and the current corrosion inhibitor, in 
addition to performance against barite and lead sulfide, have been assessed. All of these 
experiments were achieved by applying conditions close to geothermal brine operation. As a result 
of this work, a new technology having significantly better performance has been developed and 
industrialized. 
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ABSTRACT 

Taiwan lies along the Pacific Ring of Fire on a convergent and compression boundary between the 
Philippine Sea Plate and the Eurasian Plate. The collision of these plates results in frequent 
earthquake, structural complexity, and explains the presence of numerous volcanoes and 
hydrothermal areas. Largely as a result of these volcanic and tectonic activities, Taiwan has large 
reserves of geothermal energy. A series of geothermal exploration studies has been carried out in 
Taiwan since the 1960s by several organizations and universities. There have also been the 
development of two pilot geothermal power plants in the 1980s, with capacities of 280 kWe and 3 
MWe. The former was decommissioned due to funding cut and the latter was abandoned due to 
decline in steam production in 1993. Recently, there has been renewed interest in geothermal 
energy in Taiwan with the aim of developing renewable energy and reducing the dependence on 
imported fuels. There are currently 8 geothermal fields under exploration and/or development 
and/or operation: - Volcanic Field Type: Tatun Volcano Group (9.5 MW in development). - 
Extensional Domain Type: JenTse-Tuchang (9.8 MW in development) and Chingshui (binary 
systems of 0.3 MW, 0.45 MW, and 4.2 MW in operation). - Orogenic Belt / Foreland Basin Type: 
Hongye (2 MW in development), Zhiben (0.01 MW in operation; 10 MWe in development), Jinlun 
(12 MW in development; a binary system of 0.5 MW in operation), Jinfeng (10 MW in 
development), and Ruisui (1 MWe in development). The combined planned installed electrical 
capacity is approximately 59.75 MWe, with a total of 54.3 MW in development stage, and only 
5.45 MW is in operation. The overall pace of geothermal energy development in Taiwan is slow, 
however. The development of Taiwan’s geothermal energy potential is important as the country 
currently imports nearly all of the fuel that powers its economy. Although the reserves of 
geothermal energy are quite large, geothermal development in the Island has several challenges, 
including: - Social challenges: most potential areas are within aboriginal lands and national parks 
(essentially off limits to development). - Resource challenges: geothermal fluid is highly acidic 
Tatun. Complex geologic setting also leads to difficulties in locating the permeable structures. The 
government of Taiwan has implemented an acceleration strategy which includes: (1) introducing 
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an attractive new tariff system ; (2) providing some “geothermal funds” and incentives ; (3) 
simplifying and streamlining bureaucracy systems and regulations related to geothermal 
exploration and development; and (4) establishing a government website that presents and includes 
data and information about geothermal exploration activities in Taiwan (and their results) as well 
as environmental impact maps. 
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ABSTRACT 

Transitioning from fossil fuels to renewable sources of energy is a crucial component to mitigating 
current affects and preventing further consequences of human-induced climate change. One such 
renewable energy source is geothermal energy, a viable source of energy in Iceland as well as other 
parts of the world. Energy projects, however, often face public opposition whether they are 
renewable or not, particularly from the communities in which they are being developed. This 
research investigates the successful development of geothermal energy in Iceland through a 
literature review of the history of energy development in the country, a survey gauging public 
knowledge and perception of geothermal energy, and several interviews with identified 
stakeholders of the Hellisheiði power station. Quantitative survey results showed relatively high 
knowledge and acceptance of geothermal energy in the public. A thematic analysis of the open-
ended survey questions and stakeholder interviews produced four main topics relating to further 
development of geothermal resources: Usage, Economics and Public Policy, Environmental 
Impact, and Longevity. Geothermal power plants can develop a strong social licence to operate by 
successfully addressing and integrating these themes in their operations. Furthermore, these 
themes are not specific to geothermal energy and can be applied to other renewable energy projects 
around the world. 
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ABSTRACT 

Sedimentary-hosted (i.e., stratigraphic) reservoirs refer to a subset of geothermal systems that are 
hosted within sediments and/or sedimentary rocks and are typically characterized by conductive 
thermal gradients. Economical temperatures for geothermal production in such systems are 
nominally accessible at depths of 2-4 km. Stratigraphic reservoirs in the Great Basin region of the 
western USA may hold considerable reserves of geothermal energy. The exact nature of any given 
stratigraphic reservoir may be significantly impacted by factors such as formation porosity and 
permeability, geologic structure, and even rooted/proximal hydrothermal circulation. If these 
factors are not understood, discovering and drilling these resources can be an expensive, high-risk 
undertaking. Given the depths of economic interest for stratigraphic reservoirs and the many 
factors that control them, a toolbox of advanced geophysical imaging methods is needed to reduce 
the drilling risks and uncertainties. To develop and test a toolbox of geophysical methods, Sandia 
National Laboratories has partnered with a multi-disciplinary group of subject matter experts to 
evaluate a stratigraphic reservoir in Steptoe Valley, Nevada using both established and novel 
geophysical imaging techniques. The thermal resource in Steptoe Valley had been previously 
discovered during oil and gas exploration drilling, which was accompanied by acquisition of 
seismic reflection profiles. Subsequent studies, such as the Nevada play fairway analysis, added 
more data (e.g., geologic mapping and gravity surveys), which further highlighted potential 
geothermal resources (both hydrothermal and sedimentary hosted) in the basin. Thus, Steptoe 
Valley was primed for more detailed geophysical investigations focused on sedimentary-hosted 
systems. Geophysical investigation of Steptoe Valley has been focused on 1) interpretation of re-
processed seismic reflection profiles, 2) additional gravity data acquisition, and 3) a novel 
magnetotelluric (MT) and controlled-source electromagnetic (CSEM) survey. These methods were 
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pursued due to their complementary nature to image the stratigraphic framework – such as depth 
to Paleozoic basement and Tertiary volcanic units and basin geometry/faults – and provide inputs 
for the interpretation of the thermal reservoir extents. This geophysical suite complements the 
geologic map and provides a foundation for building 3D and thermal-hydrological models of the 
basin and potential reservoirs. The geophysical tools, interpretations, and lessons learned from this 
study are essential for planning development in Steptoe Valley and may also apply to imaging 
analogous stratigraphic reservoirs. Sandia is managed and operated by NTESS under DOE NNSA 
contract DE-NA0003525. 
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Walled Fracture Replica 

 

Brittney Seaburn, Pearl Tetteh, David Goering, John Stormont 

 

University of New Mexico 

ABSTRACT 

Thermal short-circuiting is a potential problem for Enhanced Geothermal Systems. One solution 
to this problem is to reduce the permeability of very conductive fractures with polymers that bond 
to rock and so remain in place, are stable at downhole conditions, and are porous so they do not 
completely close the fracture. Thermally degradable microcapsules are used to deliver the polymer 
constituents to the desired location, where the microcapsules rupture to enable polymerization. 
This concept requires microcapsules to only move in the larger, problematic fractures and not enter 
smaller fractures; consequently, understanding the movement and blockage of the microcapsules 
is critical. This study involved quantifying the movement and blockage of microcapsules in a 
transparent rough-walled fracture. A transparent replica of a natural rock fracture of size 83 mm 
by 112 mm was made. The topography of the fracture was measured with a high resolution 
profilometer. The resulting topographic map was used to create a model representing the fracture 
aperture network at different amounts of shear and normal displacements. Using light transmission 
technique, the model was then verified. Solving LaPlace’s equation for steady flow enables the 
effective hydraulic aperture of the fracture to be estimated as well as the local velocity field within 
the fracture. Microcapsule movement through and blockage within the fracture replica was 
observed in a flow visualization cell under different conditions, including different fracture 
networks, flow velocities, and dilation. The locations where blockage was initiated were observed 
for fractures resulting from 1mm shear and dilation. Comparing the flow visualization results with 
the aperture network model allows an understanding of where blockage occurs and how flow 
velocity affects microcapsule transport and blockage in a rough-walled sheared fracture. 
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Creating an Integrated Conceptual Model of Nevada Using 
Open-Source Geoscience Data 

 

Josh Sellars 

Seequent 

 

ABSTRACT 

Identifying a Geothermal exploration target faces many unique challenges. This paper presents a 
methodology to combine open-source geoscience data to identify and refine subsurface structures 
to create an integrated conceptual model of Nevada to reduce uncertainty in the subsurface. 
Regional and exploration scale datasets are combined from public sources including the USGS 
Geo Data Portal and the Geothermal Data Repository to identify regional trends that can influence 
exploration projects. Regional geophysical surveys enable broad interpretation of basin scale 
features which can be used to influence the interpretation of local conceptual models. Multiple 2D 
and 3D datasets are combined to uncover additional insights and identify potential targets of 
interest. Regional depth to basement surfaces were calculated to influence interpretations made in 
data sparse areas. Susceptibility and Magnetization Vector Inversion, cloud based geophysical 
inversion algorithms, were run over an area with relatively high-resolution Magnetic data to 
correlate published fault interpretations from a local model at depth. The evolution of our 3D 
conceptual models is recorded through a cloud-based technology to ensure any update to our 
conceptual model is available in an environment that enables 3D visualization, comparison, and 
review . 
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Graduate School of International Resource Sciences, Akita University 

 

ABSTRACT 

Supercritical geothermal reservoirs with fluid temperatures above 400°C are being studied as a 
resource to potentially expand geothermal energy production. In such a high-temperature 
environment, thermal stresses can result in severe deformation and failure of well casings and 
cement. In this study, a coupled heat transfer and structural analysis was performed using a finite 
element model to evaluate the feasibility of using existing casing and cement materials in the 
development of supercritical geothermal resources. A two-dimensional finite element model was 
used to evaluate how the casing eccentricity (deviation of the casing from the center of the 
wellbore) can impact the structural integrity of a superhot well. In the thermal stress analysis, the 
applied thermal load was based on temperature conditions that can be expected for a supercritical 
well. In this study, we referred to observed temperature conditions in the WD-1a geothermal 
research well, Japan, which had a reported downhole temperature above 500℃. The assumed in-
situ stress state was based on reported estimates for the same well. The eccentricity of the casing 
was varied from 0 to 90% and the maximum equivalent stress for the casing was compared with 
the yield stress of reference casing materials. The results suggest that highly eccentric casings 
would be problematic for the integrity of supercritical wells. This issue is especially relevant for 
inclined wells for which the position of the casing tends to deviate from the center of the wellbore. 

3208



GRC Transactions, Vol. 47, 2023 
 

   
 

 

Effect of Bottomhole Mud Pressure on PDC Bit Drilling 
Performance Investigated Using Discrete Element 

Simulations 
 

Nana Shoji, Elvar K. Bjarkason and Shigemi Naganawa 

Graduate School of International Resource Sciences, Akita University 

 

ABSTRACT 

Elevated bottomhole differential pressure can negatively impact drilling rates. For example, a high 
bottomhole differential pressure is understood to result in chip hold down and thus reduced drilling 
rates for roller cone bits. Experiments have also suggested that high bottomhole pressures can 
adversely affect drilling with PDC (polycrystalline diamond compact) bits. We conducted 
numerical drilling simulations for hard rocks representative of rocks found in geothermal areas 
and a PDC bit to investigate the effect of bottomhole differential pressure on the drilling 
performance. The simulation results were compared with previously published experimental 
results that evaluated how PDC bit drilling performance can depend on bottomhole pressure. In 
this study, numerical simulations were performed using the commercial discrete element method 
(DEM) simulator PFC2D. The simulations were carried out in three steps. The first step was a 
simulation to create a granular model of a rock specimen in PFC2D. The second step involved 
simulating uniaxial compression tests for the created granular model rock specimen and adjusting 
the mechanical properties of the specimen to match its uniaxial test behavior with experimental 
observations for a chosen rock example. The third step was to conduct rock cutting simulations for 
a single PDC cutter. The rock cutting simulations considered the discretization of the drilled 
cuttings and the bottomhole pressure difference applied to the cutting surface of the granular rock 
model. The simulation conditions were set assuming hard formations like granite, and a bit 
diameter of 6 3/4-in. The uniaxial compression test simulations confirmed that the granular rock 
specimens were appropriately modeled. In the rock cutting simulation, the bottomhole differential 
pressure on the surface of the granular model was varied to evaluate the effect of bottomhole 
differential pressure on drilling. The simulation results were also compared with experimental 
results for PDC bit drilling at different pressure conditions. 
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ABSTRACT 

An increasing number of research studies have found that S-waves have significant attenuation 
and travel time delays as they pass through geothermal reservoirs and magma chambers. For this 
study, we used a micro-seismic dense array of recording stations to model the underground 
structure of a geothermal volume and analyzed recorded seismic waves. We analyze waveform 
data from twenty-five stations and identify whether P- and S-waves have been attenuated. We 
utilize tomographic solutions of P- and S-wave velocities and derived rock physics parameters, 
including Bulk, Shear, Lambda, Young’s Moduli, and Poisson’s ratio, to identify underground 
geological structures. We observed ray paths to identify where attenuation is abnormally high and 
speculate the cause of S-wave attenuation and travel time delays. From the rock physics 
interpretations, the subterranean geothermal reservoir may be further explored to identify fractures, 
porosity, saturation, and permeability properties. We found that unusually high S-wave attenuation 
is usually related to a geothermal reservoir zone or magma, and few, if any, earthquakes occur 
within these zones. We propose a rapid, simple, and inexpensive means to provide an early 
preliminary analysis of geothermal potential. 
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ABSTRACT 

Closed-loop geothermal has several advantages, particularly if (a) the loop can span a large 
subsurface area, and (b) the subsurface uncertainty, capital and operating costs can be minimised. 
An approach to ensure high surface area coverage is to drill laterals that probe extensively into the 
rock formation, but this has historically been viewed as prohibitive due to high lateral construction 
costs. More recently, a proprietary sealing fluid technology has been introduced to seal off rock 
permeability in the lateral sections. This fluid allows for extensive open-hole laterals without the 
cost of casing and cementing them. Efficient sealing will also mitigate /minimise seepage losses 
and improve heat recovery. The proprietary chemical sealant was successfully trialled at Eavor-
Lite, a full scale Eavor-Loop demonstration project in Alberta, Canada. Optimizing this system for 
larger commercial projects requires further understanding of the operational envelope and reaction 
kinetics. This paper describes a series of benchtop experiments that were conducted to evaluate 
the chemistry and reaction kinetics of the fluid system. Displacement tests in porous media 
(sandpacks and cores) were carried out to quantify the degree of permeability reduction as a proxy 
for pore-sealing efficiency. Overlaying findings from the benchtop and porous media experiments 
helped the team identify the interplay between chemistry and fluid mechanics which underpin the 
sealing mechanism. These insights led to a better understanding of concentration effects and the 
impact of varying injection sequences, which in turn was used to guide operational decision-
making. 
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ABSTRACT 

Geothermal resources mainly exist in the form of hot dry rock, and the heat extraction from hot 
dry rock involves complex coupled multi-field physical processes of "water-heat-stress-chemical" 
in the fractures. Currently, there are two main methods for extracting thermal energy from hot dry 
rock: well-doublet stimulation system and single-well fractured system. The advantage of the well 
stimulation system is that the circulating fluid can exchange heat with the surrounding rock 
through the micro-cracks created by artificial fracturing, resulting in efficient heat extraction rate. 
However, this method also has drawbacks such as poor stability of micro-cracks formed by 
artificial fracturing and easy blockage of fracture channels, resulting in few successful cases so 
far. The advantage of the single-well circulation system is that the fluid flow within the well can 
be relatively controlled, but the heat transfer efficiency may be lower compared to the well-doublet 
stimulation system. In this study, we will study the effects of circulating fluid flow rate and fracture 
distribution zone on the heat extraction rate from hot dry rock in a single-well fractured system, 
based on the obtained characterization of fracture features. We aim to determine the variation 
patterns of heat extraction rate from hot dry rock in a single-well system in response to changes in 
flow rate and fracture thermal disturbance radius. 
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ABSTRACT 

Fort Nelson First Nation (FNFN) is located in the Northeastern corner of British Columbia (BC), 
Canada. FNFN is one of eight nations that belong to BC Treaty 8, coming from strong Cree and 
Dene Peoples. FNFN is taking an active role in defining industrial activities in their ancestral 
territories and is 100% owner of the Tu Deh-Kah Geothermal project. After many years of 
strategizing and planning, FNFN began pursuing the development of this innovative, renewable 
energy project that is well suited for a Northern climate. Tu Deh-Kah Geothermal aligns with the 
FNFN's vision of building a sustainable future for generations to come. The Tu Deh-Kah 
Geothermal project will produce a geothermal resource from an existing natural gas field. 
Production of the wells will require downhole pumps and an innovative strategy to deliver the 
geothermal resource to the power plant. The poster session will focus on these challenges and the 
approach FNFN is taking to bring the Tu-Deh-Kah Geothermal project to commercial operation 
by 2026. 
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ABSTRACT 

To make the exploitation of geothermal resources scalable and economically competitive 
compared to conventional energy resources such as fossil fuels, geothermal drilling operations 
must become safer and less expensive. For this reason, recent efforts focused e.g., on developing 
new drilling technologies, well casing, and premature drill bit failures, or data-driven machine 
learning models that aim to predict and optimize drilling parameters such as rate of penetration 
while drilling. However, most of those studies did not provide a systematic overview of well 
failures, and drilling costs or their applicability was limited to a specific site or lithology. Within 
the framework of the EDGE project – Drilling the Perfect Geothermal Well a comprehensive data 
repository of geothermal drilling data retrieved from 81 wells located in the Pacific Northwest 
(USA) was developed. To provide more insight into what exactly is driving up drilling costs in 
geothermal projects, well failures, non-productive time during drilling (NPT), and their associated 
costs were mapped and categorized. The results show that the daily rate of the drill rigs was one 
of the key cost drivers and it is important to minimize time on rig. The latter, however, is influenced 
by many factors such as time for site preparation, cementing, casing, and the drilling process itself, 
which in turn strongly depends on the geological setting, well depth and design. Most problems 
occurred when drilling into hard and/or fractured rock, while dealing with loss zones, stuck pipe, 
mud pump or downhole tool failures. On average, NPT made up 22% of total operation time, 
which accounted for 17% of total well cost. Thereby, well failures related to geological conditions, 
technical causes or human influences (site management and safety) contributed equally to the NPT. 
This work illustrates the most common (and often unexpected) problems during geothermal 
drilling operations and shall serve as a guide for the technical and economic planning as well as 
site management of future drilling projects. 

3214


	Title Page
	Table of Contents
	Case Studies Technology Improvements for Geothermal Utilization
	Advancing Enhanced Geothermal Reservoirs with IonicLiquids as Potential Geothermal Fluid
	Coupled Thermal Hydraulic Mechanical and Chemical(THMC) Modeling of the GreenLoop system in theSoutheast Geysers, California
	Case Study: Oilfield Completion Technology and ReservoirAnalysis Optimizes Injectivity for Geothermal WaterProduction In the Netherlands
	Boosting Production From High-Enthalpy GeothermalWells With New Electric Submersible Pump Technology
	Injection Well Chemical Cleanouts at Zunil, Guatemala: ALow-Cost Caustic Treatment to Remove Silica Scale fromInjection Wells R3 and R5
	Case Study - Fiber Optic Strain Sensing Results from CrossWell Geothermal Interference Testing
	Innovations in Geothermal Power based on theCommissioning and Testing Results of Sage Geosystems’sCO2 Prototype Turbine
	Stimulation Modeling and Circulation Forecasting in theUtah FORGE Doublet
	Modeling Direct Lithium Extraction From Geothermal BrinesUsing Rigorous Electrolyte Thermodynamics
	Online Cleaning of Direct Contact Condenser to RemoveSulfur Deposition
	Roles of Borehole Image Logs for Fracture Evaluation andWell Planning in Geothermal Field. A Case Study of SorikMarapi Field, North Sumatera, Indonesia
	Geothermal Well Abandonment Preparation Aided By RealTime Video Technology
	Eavor-Lite Update After Four Years of Operation
	Field Tests of Thermoelectric Generators for PowerGeneration at Low Temperatures

	Challenges and Successes in the LithiumExtraction from Geothermal Brine
	Environmental Impact Assessment of Lithium Recoveryfrom Geothermal Brines in the SS-KGRA: An Overview
	Comparative Assessment of Geothermal-Based Hydrogenand Lithium Production in Kyushu, Japan
	Distribution and Isotopic Composition of Li in the SaltonSea Geothermal Field
	A Natural State and Production Forecast Model of theSalton Sea Geothermal Field for Lithium Extraction

	Country and Regional Updates
	Historical Pattern Analysis of Global Geothermal PowerCapacity Development
	Preliminary Results of the GeothermalExploration Project of EDD in Fialé, AsalRift, Djibouti
	Tu Deh-Kah Geothermal Development Project: ResourceCharacterization, Well Testing, and Reservoir ModelingResults and Challenges
	United States Geothermal Power Update

	Economic and Durable Materials andCompletion Solutions for Geothermal WellConstructions and Operations
	Evaluation of the Thermal Properties of Different WellCement Mixtures with Applications to Geothermal WellConstruction
	A New Polymer Nanocomposite for Improving GeothermalSweep Efficiency
	Thermal Expansion of Simulated Wellbores Subjected toThermal Shock Conditions
	Graphite Filled Ethylene Propylene Diene Monomer Rubberfor Geothermal Applications
	Numerical Investigation of Fishbone Well Design Impact onGeothermal System Enhancement in North Dakota
	Hydrophobic Lightweight Cements for Reservoir ThermalEnergy Storage Geothermal Well Systems
	Cements for Supercritical Geothermal Wells at 400oC
	Results of High-Temperature Cement Blends Exposure inNewberry Well, Oregon
	Nano-Composite Production Tubing with Near-ZeroThermal Conductivity and Elastomer-Energized InsulatedPacker for Enhanced Geothermal Systems, Rated to 750 oF
	High Temperature Testing of Downhole Non-MetallicMaterials Used for Sealing Annular Space

	Emerging Technologies in EGS
	Development of Chemical-Encapsulating Microparticles forDelayed Flow Diverter Formation in EGS Reservoirs Awayfrom Wells
	Analysis of Blasthole Fracture System for REGS
	Numerical Study of Proppant Transport and SettlingProcesses in Fractures
	Reactive-Transport Model for Thermally Induced CalciumCarbonate Precipitation (TICP) In EGS: Geochemical andFracture Permeability Evolution in Batch and Fractured-Core Experiments
	Investigating the Feasibility of a Geothermal Huff-n-Puff:Implications for Enhanced Geothermal Systems
	Fracture Conductivity Tuning in Graniteunder Triaxial Loading using Ionic Liquids:Implications for Enhanced Geothermal Systems

	Established and Emerging Technologies forIn-Situ Stress Estimation for GeothermalReservoirs
	Interpretation of Mini-frac Test Data Accounting forWellbore Cooldown in an EGS Well at the Utah FORGESite: A Numerical Study
	Understanding In Situ Stress Complexities in EGSReservoirs through True-Triaxial Block FracturingExperiments on High Temperature AnalogueUtah FORGE Granites
	A Machine Learning Approach for Stress Prediction inGranitoid Formation at FORGE Geothermal Site UsingCompressional and Shear-wave Slowness
	In-situ Stress Analysis in CUBO (Cornell UniversityBorehole Observatory)
	A Comparison of Pre-Drill and Post-Drill In-situ StressEstimates for the Eavor-DeepTM 18,000 ft-TVD Closed-LoopGeothermal Demonstration Well
	Financing and Economicsfor Geothermal Energy
	Variability in Diurnal and Seasonal Ambient Conditions onGeothermal Plant Performance and Cost
	Case Study: Impacts of Multi-Donor Project Funding andProject Appraisal Document on the Exploration DrillingPhase of Geothermal Development, Fiale Caldera, Djibouti
	A Stochastic Economic Analysis of An EnhancedGeothermal System
	A Five-Phase Linear Workflow forGeothermal Power Project Development
	'Hydrogen Anywhere' from Deep Hot Dry Rock AGSRemoves Difficult Pipelining Hydrogen Barrier andEnables 'Clean' Growth
	Revisiting the Geothermal Potential of the Dehcho Region inNWT, Canada – Right Sizing Geothermal Development
	EGS Design Procedure
	De-Risking Geothermal for Direct-Use Heating in NorthAmerica: Lessons Learned from Europe

	FORGE Activities, Progress & Plans
	Successful Wellbore Isolation for Ultra-High TemperatureMultistage Hydraulic Fracturing Treatments at the UtahFORGE Site
	Laboratory Testing of a Novel Packer Instrumentation forEGS Applications
	Best Practices for Community Engagement and StakeholderInvolvement – Case Study at Utah FORGE
	Numerical Simulation Of Rock Cutting For The UtahFORGE Geothermal Project
	Chloride-based Wireline Tool for Measuring Feed ZoneInflow in Enhanced Geothermal Systems (EGS) Wells:Experimental, Numerical, and Data-driven Updates
	The Cooling Effect on In-situ Stress Determination UsingDFIT

	Geothermal as Energy Storage
	Geological/Geo Thermal Energy Storage (GeoTES) UsingTraditional Oil Reservoirs
	Evaluation of Cement Mechanical Performance in ThermalStorage Wells
	Synthetic Geothermal Reservoirs: Optimized DrillingPatterns for Cost-Effective Efficient Energy
	Energy Storage in Deep Hydraulic Fractures: MathematicalModel and Field Validation

	Geothermal Drilling Technologies
	Successful Planning and Drilling of Forked Injection Wellsat Sorik Marapi Geothermal Project
	Numerical Study on the Impact of the Size andConcentration of Granular Particles on CloggingCharacteristics in Lost Circulation Management
	Drill Bits For Hard-Rock And Geothermal Wells:Roller-Cone Bit Performance Quantified and Fixed-CutterBit Lessons Learned
	Managing Temperature to Enable Directional Drilling to500°C Without Losses
	Hard Rock Geomechanical and Petrophysical Propertiesfrom Drilling Data
	Optimization of Drilling Parameters for PDC Bit DrillingMedium-to-Hard Formations
	The Drilling Challenges of Advanced Geothermal Wells
	Modelling of Geothermal Cuttings Transportation DuringDrilling—A Case Study of Well PW-03B in PakaGeothermal Field, Kenya
	New Versatile Additive to Improve Fluid Loss Control inWater-Based Mud for Harsh Drilling Conditions
	Percussion-Enhanced Drilling Technology SuperchargesDrilling Performance
	Enhancing Bottom Hole Awareness in Geothermal Drillingwith a Novel Brush Wire Tool Joint Connectivity System forReal-Time Data Transfer: Design and ExperimentalEvaluation
	Experimental Analysis of How the Form of BiodegradableResin Drilling Fluid Additives Affects FiltrationProperties and Lost Circulation Prevention Performance
	Improvement in Drilling ROP with Real Time MSEMonitoring in the Salton Sea Geothermal Field
	Innovation in Drilling of Geothermal Wells to MinimizeEnvironmental Footprint in Menengai and PakaGeothermal Fields in Kenya
	Advancing Drill Bit Design to Counter Challenges in HardRock Applications Using Full Scale Testing in Basalt
	Tackling Burst and Collapse for High-temperatureGeothermal Well Casing Design
	Torque Reduction and Buckling Mitigation for DrillingHighly-Deviated Geothermal Wells
	Exploration Drilling in Geothermal Fields for Beginners

	Geothermal Exploration Play FairwayAnalysis (PFA)
	Machine Learning Applications for Predicting Heat Flowand Thermal Conductivity in Northwest U.S.
	Low-Temperature Geothermal Resources: Relevant Dataand PFA Methods to Reduce Development Risk
	Geothermal Resource Evaluation and ApplicableTechnology for Wyoming
	Feature Engineering of Fault Attributes for Play FairwayAnalysis, Great Basin Region, USA
	Geothermal Play Fairway Analysis (GPFA): A Texas/GulfCoast Case Study
	Cursed? Why One Does Not Simply Add New Data Sets toSupervised Geothermal Machine Learning Models

	Geothermal Resource Exploration
	Mapping Techno-Economic Feasibility of GeothermalResources in Alberta, Canada
	Geothermal Potential of the Kigluaik Fault System, WesternAlaska: Structural Controls, MulticomponentGeothermometry, and Low-TemperatureThermochronology
	Geothermal Heat, Power and Critical Elements:How Can We Explore Co-Production Potential?
	Preliminary Review of the Recent Mak-Ban Deep DrillingCampaign and Its Implication to Future Targeting
	Hidden System Identification: Basin Modeling as a Tool forExamining Sedimentary Geothermal Resource Potential
	Approximate Bayesian Computation for UncertaintyQuantification of Geothermal Reservoir Models
	Geothermal Development Opportunities in US SedimentaryBasins: A Focus on the Williston, Denver, Appalachian andGulf Coast Basins
	Drilling Deep into New Mexico’s Proterozoic Basement
	Application of Thermoluminescence of Calcite and Feldsparfor Geothermal Exploration: Case Study in Santa Rosa deLima, El Salvador
	Shear-Velocity Profiling of Kilometer-Deep Basins inNevada with One Day of Passive Recording
	Exploration for Blind, Deep Circulation, GeothermalResources Along Gulf of Aqaba Coastal Region of NEOM,Saudi Arabia
	Technical, Economic, Social, and Environmental Assessmentof Geothermal Resources in Chile
	Unlocking the Potential of Geothermal Energy in NorthDakota's Williston Basin: Developing a Correction Methodfor Bottom Hole Temperatures
	Analytical Estimation for the Production Temperature of aGeothermal Doublet
	Integrated Conceptual Model of Sedimentary Basin-HostedGeothermal Fields in Imperial Valley, CA
	GEOPHIRES-X: An Object-Oriented Update toGEOPHIRES 2.0
	Sedimentary Geothermal Play Types of the Texas GulfCoast: Applications to Electrical Power Generation
	Petrography as a Cost-Effective Approach to UnderstandingGeothermal System Evolution
	The Geothermal Exploration in the Last Decade at theMetamorphic Region in Northeastern Taiwan
	Assessment for Medium-Depth Geothermal EnergyUtilization in Germany – First Results from the ArtemISProject
	Evaluation of 2-Meter Temperature Surveys from the CosoGeothermal Field, CA

	Great Basin Geothermal Resources andExploration
	Don’t Let Negatives Hold You Back: Accounting forUnderlying Physics and Natural Distributions ofHydrothermal Systems When Selecting Negative TrainingSites Leads to Better Machine Learning Predictions
	Detrending Great Basin Elevation to Identify StructuralPatterns for Identifying Geothermal Favorability
	Development of the Prospect Portfolio and Initial SurfaceExploration Studies in the Basin & Range Investigations forDeveloping Geothermal Energy (BRIDGE) Project
	INGENIOUS Transitions from Regional to Local Scale toFind Hidden Geothermal Systems
	New High Resolution Airborne Geophysical Surveys InNevada And California For Geothermal And MineralResource Studies
	Predicting Large Hydrothermal Systems
	Importance of Understanding Bottom-Up Control whenCharacterizing Geothermal Systems
	Creating an Integrated Geologic Model of Nevada UsingOpen-Source Geoscience Data
	Structural Discontinuities and their Control onHydrothermal Systems in the Great Basin, USA
	A VOI Web Application for Distinct Geothermal Domains:Statistical Evaluation of Different Data Types within theGreat Basin
	Faults, Fractures, Formation, and Stress at Fish Lake:Controls on Wellbore-Scale Permeability in a DeepCirculation Geothermal System
	Epithermal Mineral Deposits within Geothermal Systems

	Identifying and Imaging GeothermalReservoirs
	Exploration of Ain Al-Harrah-Al-Lith Geothermal Fieldin Saudi Arabia Using EM Methods
	Magnetotelluric Data Acquisition in a High-NoiseEnvironment: Results from the Steamboat Hills GeothermalComplex, Nevada, USA
	Comprehensive Study of Geology to Geomechanics forDelineating a Sweet Spot Map in a Geothermal Field.Study Case: Utah FORGE, USA
	Using Helicopter Time-Domain Electromagnetic(HELITEM) Resistivity Surveys with Supporting GeoscienceData to Target Temperature Gradient Wells and DiscoverHidden Geothermal Systems in the US Basin and Range

	Improvements to Downhole Logging andInstrumentation
	Optical Multi-Component Seismic Array for Long-TermMonitoring of Geothermal Wells
	Increasing Reliability of Measurement-While-DrillingSensors in Geothermal Wells Using a Life-CycleManagement System Incorporating Temperature andVibration
	Quantifying Scale/Obstruction Thickness in Salton SeaGeothermal Field Wellbores Using Standard Bottom HoleAssembly Tools
	Diagnosing Common Geothermal Well Challenges WithHigh Temperature, High-Resolution Video Technology

	Innovation and Futureof Geothermal Power Plants
	Multitask Reinforcement Learning for the Techno-Economic Optimization of Flexible Geothermal Power andBattery Storage
	Feasibility Analysis, Design, and Authorizationof a Zero-Emission Geothermal Power Plant in ItalyCase Study: Casa Del Corto Project
	Carbon Neutral Electricity Production from a FracturedGranite Geothermal Reservoir with Organic Rankine Cycle:The United Downs Deep Geothermal Power Project
	Flexible Geothermal Application within the New ZealandElectricity Market
	Design of a Geothermal Power Plant With Solar ThermalTopping Cycle
	Managing Flammable Species in CO2 Capture ProcessesUtilizing Water Scrubbing at Geothermal Power Plants
	Non-Condensable Gas Reinjection at the Te HukaGeothermal Power Plant
	Impacts of Weather-Driven Output Variability on the Valueof Geothermal Electricity
	A Case Study on Geothermal Power Generation System byCarbon Dioxide Circulation

	Low Temperature Latest Technologyand Developments
	Techno-Economic Analysis for a Potential GeothermalDistrict Heating System in Tuttle, Oklahoma
	Utilizing GEOPHIRES-X Beyond Electricity
	Underground Thermal Energy Storage at Scale: A Review ofTechniques and a Case Study for Calgary, Alberta
	City of Regina, Saskatchewan, Canada - Low TemperatureGeothermal Infrastructure Project
	Exploring the Geothermal Heating System at AC Baths inTaupō, New Zealand
	Comparing UMNY Machine Learning Predictions ofGround Temperature and Soil Thermal Conductivity toReal-World Sensor Measurements from Across the World
	Direct Geothermal Energy Use in New Zealand:Efforts Towards Better Understanding the Medium- to Low-Temperature Resources and Their Potential Use in a Low-Carbon Future
	Applications of Geothermal Direct Use Heating in the BeerMaking Industry
	Applications of Geothermal Direct Use Heating in PoultryFarming Sheds

	Machine Learning in GeothermalDevelopment
	Detecting Abnormal Events in Geothermal Power PlantTime-Series Data Using a Semi-Supervised MachineLearning Approach
	Computer Vision in Predicting Thermal Diffusivity ofSubsurface Rocks
	An Assessment of the Red River Formation as A GeothermalHotspot In North Dakota: A Machine Learning Approach
	GeoThermalCloud for EGS – An Open-source, Userfriendly,Scalable AI Workflow for Modeling EnhancedGeothermal Systems
	An Inverse Model Approach Used for Unknown FractureAperture Distribution Using a Machine Learning Algorithmand Dimensionality Reduction
	An Update on the Geothermal Data Repository's DataStandards and Pipelines: Geospatial Data and DistributedAcoustic Sensing Data
	Connecting People to Data: Enabling Data ConnectedCommunities through Enhancements to the GeothermalData Repository
	Fracture Characterization by Temperature LogInterpretation Based on Machine Learning

	Monitoring and Characterizing ActiveGeothermal Systems
	Silica Scaling and Monitoring – A Look at the MolybdateTest
	A Pragmatic Approach to Monitoring Geohazards atGeothermal Operations
	Optimization Of Geothermal Well Control For ASustainable Utilization Strategy
	Utilization of a Python Algorithm to Evaluate Changes in YGridBased Reservoir Temperature and Liquid Saturationat the Coso Geothermal Field
	How Microseismic Can Contribute To Targeting SuperhotEGS Wells At Hengill, Iceland
	Towards Subsurface Stress and Strain Monitoring andModeling at Geothermal Fields -- a Case Study of the PatuaGeothermal Field

	Oil & Gas Applications and Valuefor Geothermal2459
	Residual Heat Extraction from Depleted Heavy-Oil Wells inThermal EOR
	Geothermal Energy in Sedimentary Basins: AssessingTechno-economic Viability for Sustainable Development
	Constructing a Test Facility to Demonstrate andCommercially Scale Geothermal Technologies
	Resource Characterization to Estimate Potential forElectricity Co-Production at Blackburn Oil Field, Nevada
	Subsurface Characterization for Evaluating GeothermalResource Potential from Existing Oil and Gas Wells inTuttle, Oklahoma
	Repurposing Inactive Oil and Gas Wells for SustainableGeothermal Energy Production: A Case Study in Oklahoma
	Enhanced Sweep Efficiency in EGS Using a Bio-polymerSupplement from Over Fractured Oil/Gas Operations

	Overcoming Non-Technical Hurdles inGeothermal Development
	Development of a Geothermal Module in reV:Quantifying the Geothermal Potential while Accounting forthe Geospatial Intersection of the Grid Infrastructure andLand Use Characteristics
	Indigenous Women Leading the Transition: A Story from TuDeh-Kah Geothermal

	Potential of Reservoir Thermal EnergyStorage in Geothermal Systems
	Geologic Thermal Energy Storage (GeoTES) Using ShallowSubsurface Aquifers
	Aquifer Thermal Energy Storage Supports ResponsibleBuilding Electrification Strategies in Manhattan
	Thermo-Hydrological Modeling of Thermal Energy Storagein a Depleted Oil Reservoir
	Reservoir Thermal Storage as Part of a Middle-Deep ClosedLoop Geothermal System
	Geological Thermal Energy Storage Using Solar Thermaland Carnot Batteries: Techno-Economic Analysis
	Engineered Geothermal Battery Systems: Coupled Processesand Wellbore Operability Limits

	Scale and Corrosion Inhibitors forGeothermal Applications
	New Highly Thermally Stable Corrosion Inhibitor forGeothermal Applications
	Theoretical Analysis of Predicting the Amount of GeneratedSilica Scale in Water with Temperature and pH Dependence
	Inhibiting Co-deposition of Smectite and Calcite to PreventProduction Well Output Decline
	Development of Carbon-Based Coating to Suppress SilicaScale Accumulation on Geothermal Turbine Blades
	Update on the CaSil Technology: Economically Solving theWorldwide Problem of Silica Scaling and EnablingUnprecedented Low Temperature Direct-Heat Extractionand Electricity Generation Utilisation

	Stimulation Technologies for GeothermalEnergy Development
	Flow Path Alterations during Hydraulic Stimulation atBedretto Underground Laboratory for Geosciences andGeoenergies
	Using Acoustic Velocities and Microimaging to ProbeMicrostructural Changes caused by Thermal Shocking ofTight Rocks
	Numerical Investigation Of The Effect Of Fracture ApertureAnisotropy On Thermal Breakthrough Using THMModeling

	Technological, Engineering, and GeologicalAdvances in Super-Hot Geothermal
	Geothermal: The Next Generation - Exploring New ZealandFuture Supercritical Resources
	Heat Extraction from SuperHot Rock: A Survey of Methods,Challenges, and Pathways Forward
	Augustine Volcano, Cook Inlet, Alaska has MagmaStorage at Shallow Depth and Merits GeothermalExploration
	Magma is the Key to Sustainable Super-HotGeothermal Energy
	Iceland Deep Drilling Project: a Review of the MainChallenges and Implications of Drilling the Well IDDP-1
	Evaluating the Potential and the Uses for Super Hot RockGeothermal in the Western Canadian Sedimentary Basin
	DErisking Exploration for geothermal Plays in magmaticEnvironments – Results and Perspectives from the DEEPENProject
	Multigeophysical Inversion for Geothermal Exploration
	Quench-Spallation Drilling: A Novel Drilling Head Designfor Routine Heat Mining Above the Brittle-DuctileTransition
	Technology Review and Techno-Economic Analysis ofSuper-Hot EGS Development in Hard Rock Formations
	Geomechanics Considerations for Superhot Rock andMillimeter Wave Drilling
	Characterisation of Supercritical Fluid Production in TaupoVolcanic Zone (TVZ) through Wellbore Modelling andSimulation
	Numerical Modeling of Heat Mining at 10-25 km Depth
	Thermal Stress Analysis Considering Casing Eccentricityin a Supercritical Geothermal Well

	Use of Open Hole Logs for GeothermalReservoir Characterization
	Heat Flow Study and Reservoir CharacterizationApproach of the Red River Formation to QuantifyGeothermal Potential
	Metal Sulfides and Silicates Inhibition and Impact onAmorphous Silica Scaling
	3D Natural State Model of Menengai East GeothermalReservoir, Kenya
	Analysis of Convective Temperature Overturns near theEast Rincon Hills Fault Zone using Semi-Analytical Models
	Investigating the Fractures of Asmari Formation as aGeothermal Reservoir with Image Log
	Petro-physical Characterization of Lodgepole Formation asa Geothermal Reservoir
	A Subsurface Fracture Characterization Case Study fromUtah FORGE Enhanced Geothermal System

	Poster Session Abstracts
	Development of FEP Matrix for Repurposed Oil and GasWells as Geothermal Users
	Leveraging Hydrocarbon Exploration Methods forGeothermal Resource Development
	Incorporation of Md-Btes into a Pre-Existing High-Temperature District Heating Grid: Findings From Skewsand Push-It Projects
	Low Temperature Geothermal Utilization in Texas Carrizo-Wilcox Aquifer
	Characterizing a Potential Hidden Geothermal System inBuffalo Valley, North-Central Nevada
	Repurposing a Depleted Natural Gas Field for GeothermalProduction: A Project Wide Perspective
	Exploration Results of Dense Seismic Array in Taiwan'sMetamorphic and Igneous Rock Regions
	Leveraging Experience From the Upstream Oil and GasIndustry in Unconventional Geothermal Wells
	Hotter than Not, a Relook into the Thermal Structure of theSouthern San Joaquin Sedimentary Basin and itsImplications for Future Utilization
	Characterizing a Potential Hidden Geothermal System inBuffalo Valley, North-Central Nevada
	Prediction of Scaling and Corrosion in GeothermalOperations
	Updated 3D Conceptual Model of Thermo UT; A HybridGeothermal Play Type
	The Numerical Simulation of the Heat Extraction in aSingle-Well System for Hot Dry Rock
	Applying Petroleum Industry Technology for SuccessfulScale Removal in Geothermal Wells
	3D Geologic and Thermal Model for the Williston Basin,USA: Implications for Hidden or Enhanced/EngineeredGeothermal Systems Resource Potential
	Analysis of Step-Overs in Fault Zones in the Great BasinRegion: Implications for Geothermal Energy Development
	Nevada Deep Hot Aquifer Target
	AI-powered Solution for a Sustainable Energy Future:Journey of Exploration in Oman Area
	Resource Conceptual Model and Power Capacity Estimatesfor the Northern Granite Springs Valley Blind GeothermalProspect, Pershing County, Nevada
	Evaluation of Self-healing Ultra-high Temperature ResistantHydrogels for the Fluid Flow Control in EnhancedGeothermal Reservoirs
	Delineating Geothermal Outflows in the Reno-TahoeRegion, USA
	Exploring Geothermal Potential of Abandoned Oil Wells inMadison Group, Williston Basin for Sustainable EnergyProduction Using Organic Rankine Cycle (ORC): A HeatTransfer Analysis
	Experimental Research on Enhancing the Heat TransferPerformance of Downhole Heat Exchangers Using Closed-Loop Heat Pipes
	Techno-Economic Feasibility of Eavor-Loop GreenHydrogen Production
	Repurposing Plugged and Abandoned Oil Wells forGeothermal Direct Use: Economic Feasibility Analysis in theWilliston Basin
	UK National Geothermal Centre
	Expert-Driven Play Fairway Analysis Applied to the North-Western Luzon Island, Philippines
	Development of a Novel NORMs Inhibitor for a GeothermalPlant in Europe
	2023 Taiwan Geothermal Update
	Understanding Public Acceptance and Opposition to EnergyProjects in Iceland
	The Steptoe Valley Project: Investigating StratigraphicGeothermal Reservoir Potential in Eastern Nevada withGeophysical Imaging
	Microcapsule Transport and Blockage in a Sheared Rough-Walled Fracture Replica
	Creating an Integrated Conceptual Model of Nevada UsingOpen-Source Geoscience Data
	Thermal Stress Analysis Considering Casing Eccentricity ina Supercritical Geothermal Well
	Effect of Bottomhole Mud Pressure on PDC Bit DrillingPerformance Investigated Using Discrete ElementSimulations
	The Implications of S-wave Attenuation in GeothermalReservoir
	Chemical Wellbore Sealing for Closed-Loop GeothermalSystems
	The Numerical Simulation of the Heat Extraction in aSingle-Well System for Hot Dry Rock
	Tu Deh-Kah Geothermal Energy Project
	Well Failure and Cost Analysis of High-TemperatureGeothermal Wells in the Pacific Northwest, USA – Resultsfrom the EDGE Project




