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Abstract

This paper presents an innovative three-dimensional fully-
coupled poro-thermo-elastic numerical model for simulation of 
pressure-transient response of naturally fractured reservoirs. One 
of the main purposes of the approach is to improve the reservoir 
characterization by reducing the uncertainties associated with sub-
surface fracture mapping. In this paper an innovative methodology 
of tracking the fracture backbone in microseismic cloud events is 
used to generate the subsurface map. The coupled fluid-flow and 
heat-transfer model is based on a hybrid of the single-continuum 
and the discrete-fracture approach.

The 3D-numerical simulation model is validated against an 
analytical pressure-transient solution for a dual-porosity system 
and then applied to the Habanero enhanced geothermal system 
(EGS) in Central Australia. The results of the study also show 
that the simulated pressure change and pressure derivatives agree 
well with the field production data, which makes the innovative 
approach of tracking of fracture backbone in microseismic cloud 
events and simulation of pressure derivatives highly effective in 
predicting the fracture network along with its inherent properties. 

Introduction

Numerous methodologies have been proposed in the litera-
ture to simulate flow of slightly compressible fluid in naturally 
fractured reservoirs. An example is the dual-porosity concept 
which was proposed by Barenblatt and others (1960) to simulate 
flow of single-phase fluid in naturally fractured rocks (Barenblatt 
et al. 1960, Barenblatt and Zheltov 1960). Their models were 
based on the two overlapping continua of a reservoir: fractures 
and matrix. Warren and Root (1966) simplified the fluid flow in 
fractured reservoirs by considering fractures as a series of evenly 
spaced parallelepipeds. This means, fractures provide the main 

flow paths while the matrix acts as a sink/source (mass) to the 
fractures (Warren and Root 1963). In dual-porosity approach, the 
fluid transfer between the fractures and the matrix is defined based 
on the specific transfer functions (Beckner et al. 1987). Carlson 
(2003) improved the matrix-fracture interface by introducing a 
new transfer function, however, the dual-porosity model can only 
be used for the systems with small contrast between the fracture 
and matrix permeabilities. 

Kuchuk and Habashy (1997) used the dual porosity model to 
simulate fluid flow in multiple faults and fractures and studied 
transient pressure behaviour. In this study the authors consid-
ered both finite and infinite conductivities but the well did not 
have interaction with fractures or faults. Although the model 
had significant limitations results showed that fractures are the 
dominant contributors to the pressure-transient behaviour in such 
reservoirs. Wei et al. (1998) used a dual porosity model to study 
the pressure-transient derivative in both continuous and discrete 
fracture networks. Authors concluded that dual porosity models do 
not adequately describe the behaviour of the fractured reservoirs.

Bogdanov et al. (2003) presented a finite volume technique, 
while Casabianca et al. (2007) used an integrated interpreta-
tion methodology to simulate single phase fluid flow in discrete 
fractures and studied pressure derivative behaviour. Morton et 
al. (2012), on the other hand developed an analytical-element 
method to simulate the pressure-transient response of a reservoir 
with arbitrarily-oriented vertical fractures. Biryukov and Kuchuk 
(2012) presented a discrete conductive fracture model to inves-
tigate flow regimes for different fracture patterns. In all these 
studies authors have not considered the effects of geomechanics 
and flow properties are approximated. 

In this study a hybrid methodology, which combines the single-
continuum and the discrete-fracture approaches, is used to simulate 
fluid flow in a poro-thermo-elastic environment and study pressure 
transient behavior of randomly oriented fractured reservoirs.. The 
authors have used Habanero enhanced geothermal system as case 
study. In the proposed methodology a threshold value for fracture 
length is defined. Fractures, which are smaller than the threshold 
value, are used to generate the grid based permeability tensor. 
The reservoir domain is divided into a number of grid blocks, 
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and the fluid-flow simulation is carried out by using the single-
continuum approach in the nominated blocks. Fractures, which 
are longer than the threshold value, are explicitly discretized in the 
domain using appropriate elements and the fluid-flow is modeled 
using the discrete fracture approach. Such an approach provides a 
more accurate and realistic framework to study the effect of long 
fractures on the fluid-flow in fractured medium.

First an analytical solution for pressure derivative of a dual 
porosity system is used to validate the numerical model. Then 
the numerical model is used to generate pressure derivatives and 
compared with the well test data from the Habanero enhanced 
geothermal reservoir.

Subsurface Mapping of Fracture  
Network Backbones

Numerous methodologies have been proposed in the literature 
to generate the subsurface fracture map of the reservoirs. Com-
prehensive discrete fracture network (DFN) models provide an 
understanding of the reservoir make up and help select the best 
locations for production wells, study the response of natural frac-
tures under induced stimulation pressure and develop optimum 
production methods to maximize recovery (Nelson and Laubach 
1994, Gholizadeh Doonechaly and Rahman 2012). Micro-seismic 
events can be used as a powerful tool to determine the geographi-
cal extent of the reservoir, the hydraulic performance, stimulation 
response of the reservoir (Koh et al. 2010, Gholizadeh Doonechaly 
et al. 2012, Gholizadeh Doonechaly et al. 2012, Doonechaly et 
al. 2013) and fracture network properties (Alghalandis et al. 
2013). Microseismic events recorded during water injection oc-
cur primarily at the tips of the fractures (Warpinski et al. 2004). 
Assuming that all the recorded events are tip-events, a fracture 
network backbone may be computed using a Euclidean Minimum 
Spanning Tree (EMST) algorithm (March et al. 2010). Figure 1 
show the complete Fracture Network generated in this study by 
using EMST in a plan view. Details of this fracture network are 
shown in figures 2 and 3. Figure 4 shows the same network detail 
as Figure 3 with the addition of the location of the microseismic 
events colored using their recorded magnitude.

To estimate the fracture planes the length of each segment in 
the fracture network backbone was computed and a fracture height 
was assigned based on a height to length ratio. The initial value 
of this ratio was set to be 0.1, though this is a parameter that can 
be adjusted. Dip angles for the fractures were assigned stochasti-
cally based upon the mean and variance of dip-angle distributions 
measured in similar environments from image logs. This process 
creates a complete 3D backbone of the fracture network linking 
each of the microseismic events.

The assumption that all microseismic events that are recorded 
during pumping occur at the tips of the existing fracture network 
is not necessarily correct. Figure 5 shows the microseismic events 
recorded at the Habanero site up to and including 12 September 
2005. There are clearly multiple clusters of data. The events in 
the south west are those associated with pumping in Habanero 
#2 which commenced on 7 August 2005. The large cluster in 
the north east is associated with pumping in Habanero #1 which 
started on 6 September but stopped for 48 hours on September 8 
due to a pump malfunction. A time-stepped EMST algorithm is 

being developed to add events to an existing EMST which would 
result in a more accurate fracture backbone. Figure 5 shows more 
than two clusters of events. There are individual events between 
the two well-induced clusters, and there is another cluster between 
the two wells. These individual points and the smaller cluster 
between the two wells, could be due to extension of the existing 
fracture network from Habanero #1 or Habanero #2, or it could 
be induced seismicity due to the changing stress conditions result-
ing from pumping into the two wells. The fracture network that 
is created would be different for these two different alternatives, 
and a scenario-based algorithm for the computation of an accurate 
fracture network backbone is currently being developed. This 
algorithm uses additional information from the microseismic 
signatures to classify microseismic events as a pre-processing 
step to the construction of the EMST. 

Figure 2. Fracture network detail for the Habanero field generated in this 
study by the EMST algorithm.

Figure 1. Complete fracture network for the Habanero field generated in 
this study by the EMST algorithm.
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Poro-Thermo-Elastic Simulation

The momentum balance equation for the linear elastic defor-
mations can be written as:

∇⋅σ + ρg = 0 	 (1)

where ρ is the density of the porous medium which can be written 
as Eq. (2) and g is the gravity constant.

ρ =ϕρl + (1−ϕ )ρs 	 (2)

Also Eq. (1) can be written in terms of effective stress as 
follows: 

∇⋅( ′σ − pI )+ ρg = 0 	 (3)

where ′σ is the effective stress, p is the pore pressure and I is 
the identity matrix. The constitutive equation for the stress-strain 
relationship in a non-isothermal environment can be written as in 
Eq.(4) and with few modifications can be written as in Eq. (5).

d ′σ = D(dε − dε T ) 	 (4)

′σ = C(ε −αTΔT × I ) 	 (5)

where D  is the operator matrix (Zienkiewicz 2000), ε T is the 
thermal strain, ε  is the total strain, αT is the thermal expansion 
coefficient, T∆  is the temperature difference, and C is the fourth 
order material tensor as shown in Eq. (6).

C = λδ ijδ kl + 2Gδ ikδ jl
	 (6)

In Eq. (6), δ is the Kronecker delta function, G is the shear 
modulus of elasticity, and λ  is the Lame coefficient. Also the 
constitutive equation for the total strain-displacement relationship 
is defined as follows:

ε = 1
2
(∇u + (∇u)T ) 	 (7)

The mass-balance equation for the fluid phase in a deformable 
non-isothermal porous medium can be written as follows:

Ss
∂p
∂t

+∇⋅q +∇⋅(∂u
∂t
)−αT

∂T
∂t

= Q 	 (8)

where S is the specific storage which is defined as shown in Eq. 
(9), p is the pore fluid pressure, T is the temperature, αT  is the 
thermal expansion coefficient, q is the fluid flux and Q is the sink/
source term. 

S = (1−ϕ
Ks
)+ ( ϕ

Kl
) 	 (9)

Also the fluid flux term (q) in Eq. (8) can be described by using 
Darcy’s flow equation as follows:

q = − k
µ
(∇p − ρg) 	 (10)

Introducing Eqs. (10) and (9) into Eq. (8) results in the fol-
lowing equation as the general mass conservation equation for 
a fully saturated (single phase) deforming porous medium in a 
non-isothermal environment:

(1−ϕ
Ks
)+ ( ϕ

Kl
)

⎡

⎣
⎢

⎤

⎦
⎥
∂p
∂t

+∇⋅(∂u
∂t
)−αT

∂T
∂t

+

∇T − k
µ
(∇p − ρg)⎡

⎣⎢
⎤

⎦⎥
= 0 	 (11)

In Eq. (11), αT  is the thermal expansion coefficient of the 
medium and can be obtained using the following equation:

αT = (1−ϕ )αTsolid
+ϕαTliquid

	 (12) 

Figure 3. Fracture network detail of the lower part of the Habanero field 
generated by EMST algorithm.

Figure 4. Fracture network detail showing event magnitude for the lower 
part of the Habanero geothermal field.

Figure 5. Microseismic events recorded until to 12 September 2005.
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where ϕ  is the orosity of the medium, αTsolid
 is the thermal ex-

pansion coefficient of the solid phase, and αTliquid
is the thermal 

expansion coefficient of the liquid phase.
The energy-balance equation for a saturated porous medium 

can be written as:

(ρcp )eff
∂T
∂t

+∇.qT = QT 	 (13)

where (ρcp )eff is the effective heat storage of the porous medium 
which is defined in Eq. (14), q is the heat flux, and QT is the heat 
sink/source term.
(ρcp )eff =ϕ(cpρ)liquid + (1−ϕ )(cpρ)solid 	 (14)

Also, both conduction and convection heat transfers are 
considered in this study based on which the heat flux term in Eq. 
(13) can be written as:
qT = −λeff∇T + (cpρ)liquid v ⋅T 	 (15)

where λeff  is the effective heat conductivity of the porous medium 
which can be defined as Eq. (16) and v is the velocity of the fluid. 
Also, the first term on the right-hand side of Eq. (15) is the conduc-
tion term, and the second term is the convective heat-transfer term.

λeff =ϕλliquid + (1−ϕ )λsolid 	 (16)

By introducing the Darcy’s law into Eq. (15) the general energy 
conservation equation for a fully saturated single phase deformable 
porous medium in a non-isothermal framework can be written as:

(ρcp )eff
∂T
∂t

+ (cpρ)liquid ×
k
µ
× (−∇p + ρg)⎡

⎣⎢
⎤

⎦⎥
⋅

∇T −∇T (λeff∇T ) = Q
     (17)

In order to discretise the above-mentioned mass-, momentum- 
and energy-conservation equations, the weighted residual method 
and the Green’s theorem are applied (Bathe 1996).   As mentioned 
before, the finite-element method is used in this study for the 
purpose of numerical simulation purpose. Therefore the state 
variables (namely: displacement, pore pressure and temperature) 
are defined using proper shape functions as:

u = Nuu 	 (18)

p = Np p 	 (19)

T = NTT 	 (20)

where, N is the corresponding shape function and u , p  and T  are 
the nodal values of the corresponding state variable. By applying 
the Galerkin’s method and replacing the weighting functions by 
the corresponding variables’ shape functions, the weak form of 
the conservation equations can be written as follows (Watanabe 
et a. 2010 Koh et al. 2011, Gholizadeh Doonechaly et al. 2012, 
Watanabe 2012):

wSs
∂p
∂tΩ

∫ dΩ+ wT
Ω
∫ α∇ ⋅ ∂u

∂t
dΩ+ wβ ∂T

∂tΩ
∫ − ∇wT ⋅qH

Ω
∫ dΩ+

w(qH ⋅n)
ΓH
q
∫ dΓ − wQH dΩ = 0

Ω
∫     (21)

wbmSs
Γd
∫

∂p
∂t
dΓ + wα

∂bm
∂tΓd

∫ dΓ + wβ ∂T
∂tΓd

∫ dΓ − ∇wT
Γd
∫ ⋅(bhqH )dΩ

+ wbh(qH ⋅n)
ΓH
q
∫ dΓ + wqH

+

Γd
∫ dΓ + wqH

−

Γd
∫ dΓ = 0       (22)

wcp
Ω
∫ ρ ∂T

∂t
dΩ+ wcpρqH ⋅∇T dΩ− ∇wT

Ω
∫

Ω
∫ ⋅(−λ∇T )dΩ

+ w(−λ∇T ⋅n)
ΓT
q
∫ dΓ − wT

Ω
∫ QTdΩ = 0        (23)

wbm
Γd
∫ cp

l ρ l ∂T
∂t
dΓ + w

Γd
∫ cp

l ρ lbhqH ⋅∇TdΓ − ∇wT
Γd
∫ ⋅(−bmλ

l∇T )dΓ

+ w(−bmλ
l∇T ⋅n)

ΓT
q
∫ dΓ + wqT

+

Γd
∫ dΓ + qT

−

Γd
∫ dΓ = 0        (24)

∇s

Ω
∫ wT ⋅( ′σ −α pI )dΩ− wT

Ω
∫ ⋅ ρgdΩ− wT

Γt
∫ ⋅ tdΓ − w+T

Γd
∫ ⋅ td

+dΓ

− w−T ⋅ td
−∫ dΓ = 0      (25)

where w is the test function, Ω  is the model domain, Γ  is the 
domain boundary, t is the traction vector and d is the fracture plane.

Effective Permeability Tensor Calculations

Three-dimensional flow equations used for permeability-tensor 
calculations are given by Darcy’s law and continuity equation as:

ux

uy

uz

⎧

⎨
⎪⎪

⎩
⎪
⎪

⎫

⎬
⎪⎪

⎭
⎪
⎪

=

kxx  kxy  kxz  

kyx  kyy  kyz  

kzx  kzy  kzz  

⎡

⎣

⎢
⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥
⎥

  

∂p
∂x
∂p
∂y
∂p
∂z

⎧

⎨

⎪
⎪
⎪

⎩

⎪
⎪
⎪

⎫

⎬

⎪
⎪
⎪

⎭

⎪
⎪
⎪

	 (26) 

∇.u = 0.0 	 (27)

where u is the fluid velocity vector. Periodic boundary conditions 
are required for solving all elements of permeability tensor in Eq. 
(26). Periodic boundary condition was proposed by Durlofsky 
(1991) by assuming a constant pressure gradient along one direc-
tion with zero pressure gradients in all other directions, as shown 
in Eqs. (28), (29) and (30) shows.

v x = −kxx
∂p
∂x

− kxy
∂p
∂y

− kxz
∂p
∂z

	 (28)

v y = −kyx
∂p
∂x

− kyy
∂p
∂y

− kyz
∂p
∂z

	 (29)

v z = −kzx
∂p
∂x

− kzy
∂p
∂y

− kzz
∂p
∂z 	 (30)

Pressure and flux boundaries are specified in Eq. (31) to Eq. 
(36). By specifying a zero pressure gradient along the other faces 

 ∂p
∂y
= 0.0, ∂p

∂z
= 0.0

⎛
⎝⎜

⎞
⎠⎟

 three elements of permeability tensor can be 

determined as follows:
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P (y, x=0, z) = P (y, x=1, z)	 on ∂D3 and ∂D4    (31)
u (y, x=0, z)•n3 = -u (y, x=1, z)•n4	 on ∂D3 and ∂D4    (32)
P (y=0, x, z) = P (y=1, x, z) - G	 on ∂D1 and ∂D2    (33)
u (y=0, x, z)•n1 = -u (y=1, x, z)•n2	 on ∂D1 and ∂D2    (34)
P (y, x, z=0) = P (y, x, z=1)	 on ∂D5 and ∂D6    (35)
u (y, x, z=0)•n5 = -u (y, x, z=1)•n6	 on ∂D6 and ∂D6    (36)

where n is the outward normal vector at the boundaries, and G 
is the pressure gradient. The rest of permeability-tensor elements 
can be calculated by specifying the same boundary conditions as 
above-mentioned, but in the opposite directions.

The effective permeability of fractured reservoir has been 
calculated by using finite element technique. Each fracture is 
represented as a sandwiched two dimensional element (triangular) 
between three dimensional elements (tetrahedral) representing the 
matrix porous medium as shown in Figure 7. 

Single phase steady state fluid-flow in matrix can be written 
as follows.

k
µ p( ) + QH = 0.0 	 (37)

v = k
µ p( ) 	 (38)

where k  is a full permeability tensor, μ is the fluid viscosity, 
QH  is fluid source/sink term which represents the fluid exchange 
between matrix and fracture, or fluid extraction (injection) from 
the wellbore. Fluid-flow in a single fracture is also expressed as 
follows:

∇⋅ kf
µ ∇pf( ) + q+q− = 0.0 	 (39)

where q+ and q- are the leakage fluxes across the boundary inter-
faces,∇  is the divergence operator in local coordinates system 
(Watanabe et al. 2010), and Pf is the pressure inside the fracture. 
The permeability of the fracture can be expressed by a parallel 
plate concept (cubic law) as shown in Eq. 40. It has been assumed 
that the fracture surfaces are parallel and the fluid-flow through a 
single discrete fracture is laminar (Snow 1969).

k f  = b2

12
	 (40)

where b is the fracture aperture, and kf is the fracture permeability.
The weighted-residual method is then used to derive the weak 

formulation of the governing equation of fluid-flow through a 
fractured system, and the standard Galerkin method was applied 
to discretise the weak forms with appropriate boundary conditions 
(Zimmerman and Bodvarsson 1996, Woodbury and Zhang 2001).

Equations. (37) and (39) are written separately for the matrix 
and fractures. The matrix is discretised using 3D elements and 
fractures are discretised by using 2D elements. If CFEQ repre-
sents the control flow equations (37) and (39), the integral form 
of the flow equations for discrete fracture model can be written as 

∫
Ω
∫  CFEQ dΩ= ∫

Ωm

∫  CFEQ dΩm +b x ∫
Ωf

∫  CFEQ dΩf 	 (41)

where Ω f  represents the fracture part of the domain as a 2D entity, 
and Ωm represents matrix domain and Ω is the entire domain. 2D 
integral fracture equation is multiplied by the fracture aperture b 
for consistency of the integral form.

The finite element formulation of the governing equation for 
hydraulic process in matrix and fracture can be written in the 
matrix form as:

M p =f 	 (42)

M = M1
m + M2

f 	 (43)

M =  Np
mT

 k
µ

 Np
m  d + Np

f T

 b x k
µ

 Np
f  d	

M =  Np
mT

 k
µ

 Np
m  d + Np

f T

 b x k
µ

 Np
f  d        (44)

	

      (45)

Figure 6. Periodic boundary conditions used to calculate elements of 
permeability tensor in a three-dimensional space by using single-phase 
flow model. 

Figure 7. Description of how the whole matrix for 3D 
space of fractures and rock matrix elements constructed 
to be used during the simulation process.

∇
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where N is the corresponding shape function for the matrix and 
fracture elements and, and is a domain boundary.

After using these equations for pressure calculations, the aver-
age velocity for each reservoir block in x, y and z directions can 
be calculated by using Eq. (46-48) as:

vx = - v.n3 dx dz
∂D3
∫ 	 (46)

vy = - v.n1 dy dz
∂D1
∫ 	 (47)

vz = - v.n5 dx dy
∂D5
∫ 	 (48)

Full permeability tensor components can be obtained as men-
tioned before by using Eqs. (28-30). 

Model Validation

To validate the numerical model, a sugar-cube reservoir has 
been created using an in-house 3D mesh generator code with 
two set of orthogonal vertical fractures having the same dip 
angle and different azimuth. An equal fracture spacing of 250 
m is assumed with a vertical well at the centre of the model 
penetrating the whole reservoir thickness .Horizontal fractures 
are ignored as they are usually not observed below moderate 
depth, so only vertical fractures are considered. Properties of the 
fractures, matrix and stress values are presented in Table (1). A 
single-phase draw-down test is performed for 3,500 days at a 
constant production rate of 5,000 bbl/day simulated numerically 
using a discrete-fracture approach.

The pressure response at the wellbore was compared against 
an analytical pressure-transient solution introduced by (Warren 
and Root 1963) for dual-porosity model. 

In Figure 9 the simulated and the actual pressure change and 
pressure derivatives are p[resented. The pressure derivative curve 
is like a bell shaped between 20 hr to 1000 hr, indicating a transi-
tion flow period. In this flow period the matrix starts to feed the 
fractures network by fluid. During this period the fluid production 
at the wellbore is very low and pressure starts to drop slowly. The 

dip of this bell shaped is controlled by the value of storativity ratio 
(ω). As the (ω) gets smaller, the dip gets deeper and starts earlier.

The horizontal portion of the pressure derivative curve from 
1000 hr to 40,000 hr indicates the end of transition period and 
start of the composite system flow. This flow period is controlled 
by the value of interporosity flow coefficient (λ). The unit slope 
of pressure derivative curve between 10,000 hr to 100,000 hr 
indicates pseudo steady-state condition for the entire reservoir 
volume. By using this flow period, a reservoir volume and shape 
can be calculated. At early time response for idealized dual poros-
ity transient behaviour with a very low wellbore storage effects, 
a first radial flow regime is expected to appear before starting of 
transition flow period. This radial flow regime is governed by the 
flow only inside the fractures. As shown in Figure 9, there is a 
good agreement between the results of this study with that of the 
analytical solution. 

Case Study

Despite the presence of multiple fractures in various sections 
of the Habanero geothermal field, the vast majority of fluid flow 
occurs over a short section of intensely fractured zone referred 
to as the “Main Fracture” (Bendall et al.). First the poro elastic 
numerical model is used to simulate pressure change pressure 
derivatives for given pressure drawdown situation. The simulated 
pressure draw-down are then compared with that of the field data. 
Following this an analysis of hot water production is performed for 
three well configurations, Habanero #1, Habanero #2 and Haba-
nero #3. Habanero #1 is the injection well and Habanero well #2 
& #3 are the production wells. Well location and distance between 
wells are chosen based on the Habanero geothermal system. This 
information is used to study hot water production rate, produced 
fluid temperature, pressure- and velocity profile.

Pressure drawdown in the production well Habanero #2 ver-
sus time and its derivative are presented in Figures 10 & 11. The 
results of this study are also compared with that from Habanero 
geothermal reservoir. As can be seen in Figure 14, the pressure 
profile from both studies exhibit the same pattern with the excep-
tion that, at the early times, the change in pressures are shifted 
by about half a cycle from that of the measured data. This shift at 
early times is due to the lack of information on reservoir properties. 
It is, however, noteworthy that the pressure derivatives obtained 
based on the current study are in a good agreement with that of 
the measured data from the Habanero geothermal reservoir.

Figure 8.  Stressed sugar cube model with a two set of orthogonal vertical 
fractures and a vertical well penetrating the model from top to the bottom 
at the centre. 

Table 1. Input data for a sugar cube model used in a numerical simulation 
validation process.

Reservoir dimensions 7500m x 7500m x1620 m
Fracture spacing 250m
Matrix permeability 0.01mD
Matrix porosity 0.01
Fracture permeability 1000mD
Wellbore storage 0 bbl/psi-1

Initial reservoir pressure 10,000psia
Fluid viscosity 0.2cp
Fluid compressibility 22.4E-06psi-1

Horizontal stresses 9000psi
Vertical stress 12000psi
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Rock temperature distribution of Ha-
banero reservoir after 1 year and 10 years 
of cold fluid circulation are presented in 
Figure 12. As shown in the figure, the 
thermal breakthrough occurs at Habanero 
#2 after 10 years of cold water injection 
with the fluid temperature of 100 °C. The 
significantly high rate of reservoir matrix 
cooling shows that that the temperature 
draw down is controlled by convective 
heat transfer.

The produced fluid temperature versus 
time for the Habanero #2 well is shown 
in Figure 13. As shown in the figure, the 
produced fluid temperature declines at a 
significantly high rate until about 2 years 
of hot water production after which the 
produced fluid temperature decreases at a 
much slower rate. This is attributed to the 
effect of reservoir pressurization which 
opens up fluid paths in parts of the reser-
voir which was not connected previously. 

In another word, at the beginning of the hot water production few 
fractures participated in the cold fluid circulation, therefore the 
produced fluid temperature decreases rapidly during this period. 
As the time passes, a large number of fractures are contributing 
to the fluid flow which increases heat transfer from rock to fluid 
thus arresting sharp decline in produced fluid temperature over 
longer term.

The effect of fluid injection on reservoir pressure and fluid 
velocity profiles after one year and 10 years of hot water produc-
tion are presented in Figures 14 & 15. As shown in figures (left), 
after one year of cold fluid circulation, the reservoir pressure and 
fluid velocity are significantly high around the injection well (H-1). 
With continuous fluid circulation until 10 years (right) pressure 
and fluid velocity reach to a quasi-steady state and the variation 
of pore pressure and fluid velocity remain roughly constant.   
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Figure 9. Pressure transient response of the sugar cube model generated by the developed model in the 
current study against that of generated with the dual porosity model.

Figure 10. Log-log plot of pressure derivative and pressure change of a 
draw down test conducted in Habanero #2 well.

Figure 11. Plot of a history drawdown test of Habanero #2 well and also 
the pressure drop resulted from numerical model.

Figure 12. Rock matrix temperature distribution in oC in Habanero reser-
voir with σH = 62 MPa and σh = 58.6MPa, σv = 82.7 MPa, Pinj = 49.6 MPa, 
∆p = 21.37 MPa, Tinj = 100 oC, Ti = 250 oC and pi = 35.16 MPa after 1 year 
(left), 10 years (right). 
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Conclusion

The 3D numerical poro-thermo-elastic model is validated 
using an analytical model. Next the model is used to simulate 
pressure derivatives and compared with that from the Habanero 
geothermal reservoir. The simulated results agree well with the 
pressure transient data, thus making the model an effective tool for 
characterising naturally fracture reservoirs. It has also allowed usto 
study changes in pressure, velocity, produced fluid temperature, 
production rate and matrix temperature draw-down of the reservoir 
for different stress condition and injection schedules. The results 
of this study show that the produced fluid temperature drops at a 
faster rate at early time and levels off with the pass of time. This 
can be explained by the fact that with the pass time more fractures 
undergo dilation process, as a result of which the circulating fluid 
covers larger volume of rocks away from the wellbores. Cooling 
of the formation matrix induces tensile thermal stresses which 
allow residing fractures to open and enhance permeability. This 
gradually increases the number of active flow paths between the 
injector and the producer.
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